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By David Watson

DESPITE their well-known security sensitivi-
tles, wireless networks dominated the scene
— locally and globally — In 2003.

Smart switches, 10 gigabit ethernet and
the promotion of IPv6 and Internet2/next
generation Internet also made worldwide
headlines. While on the domestic front, fur-
ther work and customer deployments on
Telecom's all-[P next generation network,
and Vector’s takeover of
Unit ks C !
tions, which resulted in two
ethernet providers becoming
one, were lmportant network-
ing landmarks. .

But it was wireless which was halled by
some observers (and equipment vendors)
as the future of networking. Others sounded
a more cautlous note, pointing out that in
areas, such as security and ubiquitous ac-
cess, there's still some way to go.

A significant milestone In wireless this
year was the approval of the 802.11g stand-
ard In July. 802.11g-enabled hardware can

s s

Wi-Fi Networks!

Wireless takes lead role on networking stage

WHLANS, smart switches, 10-gig ethernet and next-gen internet jostle for limelight

802.11g wasaboost for the market, withsome
d ‘ HP, rel 1 802.11g-
equipped product before the standard was
officially approved. .
Work continued on security, viewed by
egkest link In the Wi-Fi chain,
1tdraft standard comingcloser

1,

T enallEiwP AW H S tect R
ﬁrccess) and while it has the potential to
o better ity t WEF, which comes

) T SR 1carly with mhoa 4
Wi-Fi gear, WPA can mean
e oW ghafgpes jip ogenfijgurationb?

and possibly new hardware .
2 for some users <
'Another draft standard, 802.11e, will
deliver better quality of service for voice
over WIi-F1, but It will be next year before
any products appear that take advantage
of it or 802.111L.
Former Intel executive Les Vadasz
summed it up at the Wi-Fi Planet conference
in May when he said “wireless networks are

‘easier to corrupt and easier to access than

wired networks™.
D

throughput data at a theoretical of that, several ambitious Wi-Fi
54Mbit/s and 1s back d ble with proj d, alarge-
installed 802.11b gear, unlike rival specifica- scaleroll out of wireless LLANs at {icDonalds”

tion 802.11a.
Market researcher Dell’Oro noted that
LAN the world
in the second quarter of this year were 6%
up on figures for the first quarter and that

cutlets in the US and several other countries,
but not New Zealand. ' i

New Zealand's wireless 'sceme did get a
boost, r, with of the Caf-
eNet network In downtown Wellington and.a

| Wi-ﬁ-plus—for West Coast group

d-In§,

‘Woosh! Rod Ingliz presided over the launch
of and name
change in Septembaer.

trial by Telecom of wireless LANs In Air New
Zealand’s domestic Koru lounges.

In the wired world, vendors continued
to produce smarter switches and 10 gigabit
ethernet gear.

While there appears to be little demand
for the latter In New Zealand, 10G made
strides overseéas, In the enterprise space
more so than the carrier.

However, Dell'Oro predicted that only
4000 10G ports would be shipped by the end

- of this year and while that's 3000 more than

in 2002, the compound growth is only a frac-
tion of that seen by gigabit ports, which sold

220,000 in their second year of availability,
up from 11,000 in the first, 1997.

The real driver of 10G will be when It's
avallable over copper and while moves have
been made In that direction this year, a full
standard is yet to be set,

Vendors continued to release smart
#gwitches and smart features for existing
ones, an example being Foundry Networks,
which .0, anew version of
“bperating system
with XML switching capability.

IPv6 received much attention from

£ (g Oart bl D, -
aparsme;t,qﬁ?gﬁ ccﬁeacm: a'?lgfg%t{'(' .

boughtfrom Qctpher 2003drsnPortidatty 2
1Pv4 and IPvE. e Hy
The department Is building a new IPv6
network, Moonvsé, and by/2008, its current
network will be migrated to the Moonvé
platform.

Nokiareleased a prototype IPv6 handset,
but analyst Gartner said it would be 2007-8
before non-carrier organisations needed to
start looking at moving to IPv6.

[Pvd Is generally serving the internet
well and while increased net use around
the world could deplete IPv4’'s reservolr of
IP addr. itisn” dtobeap:
in the Immediate future.

Inthe US, Internet2, the project providing
afast, private next wave internet networkfor
200 universities across the country, made
further progress, upgrading Its network,
dubbed Abilene, to 10Gbit/s.

To page 13
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By Pavid Watson

A SMALL corumunity on the South Island's West Coast 18
benelliing from a wireless system that operates In the
2.4GHz band butlsn't W1.F1

The Gloriavitle Christian Cormmunity, 30km inland trom

says Gloriaville 12 uting WI-Fl equipment with third-party
“smart polllng” software to offer Quallty of service conven-
tional WEFl inetallations can’t. The Wi-Fi standard, also
knownas802.11b, enahles a wireless network in the 2.4GHz
band over short distances.

“F'veputin quiteafew WI-FLWANs and It's okay for 2km
to 3km cells,” says Hastie, “but when you BEtup to 17km

15 wa Huraedand especie e ot 1229 Urug oexaar ding
relwoix L0li Mg Sa1ge1 coverage noals arg reached. Or a2
13 ly. Wealka-plar neddt g prbl 1o raise fungng vathan PO
v hateranged 4. u v w.ih T vEStT 8013 Dy ventuie sapilyl
comzgny Tedd Caais  mvestor CrargHeatley ardiWarshayse
cune: Sasphen” ndal

gyt ¢hareholding o 45 % remairs enth ghzieman Rod
Ingr 5, G guits Walke: Corpatation, ta parant cor pany of
Walker Wweless Treleve'of fund ng s w31 han sufic ey
0 Bridble Waike: irelass i geveiop its tusiness alan of
Eiouiding Ne-n Zealanders with broadtend conetsuty and

nerwol

party software to take care of that at Glortaville, *

voll

email
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like Glortavilia youneed something that does bettertime-
slice management. Not all networks are the same at the

the community’'s PBX, while faxes are being recaived as

telemarketers work from the <€OMminhunlty, Just says,
Atpresent, Cloclavilte ls communicating with the gut-

slde world al 56kbit/s, he says, “because ihere's no ADSL

or frame relay circult to get dedicared bandwidth to my

servers yet.”

Hels working on getting frame relay. He and Hastle say

the present arrangament Is an tnterim measure.

When the framerelay llnk is completed, the community

will have several megabits of bandwidth at its disposal. “It

waould have been 5.5Mblt/s trom an 1 IMBIt/s radie, but

rk access peint and we've used proprietary third-
P I being run ontop of the wireless link, 1o connect

attachments. There are alsa plans to have

& repeater it's 4Mbit/s.” Hastie says

EDC Wi-Fi 2.4

ireless Network Connection
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IEEE Standards

« 802.11b/alg

« 802.11e - QoS

« 802.11s - Wireless mesh for access points
« 802.11n — High data rate (up to 300 Mbps)

« 802.11ac - Very high throughput (1Gbps) —
introduced in 2011

* 802.11u — WLAN emergency support (2011)
* 802.11p — Vehicle-to-vehicle comms. (2011)

Sarkar NetAPPS 2012 6



WLAN Performance Issues

Why are wireless networks slower ...?

802.11g Network

- Internet
\ p == |

|
& < g -~ ~
= - . o~ 2 ] !
~ B ¢ - e, i f

Wi reless hotspot

Data error rates are higher in WLANSs.

WLAN has to retransmit corrupted data more often to
keep communication going and slows things down.

Sarkar NetAPPS 2012



Research Question

How can we make a WLAN
better and faster?

Sarkar NetAPPS 2012




Outline of Talk

o Factors Influencing WLAN Performance
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Factors Influencing WLAN Performance

lu |
Routing protocols  Traffic type Traffic distri tiom—

C protocol and overhead Contention window size
Packet length LK Tayer

ength  Noise and interference
Propagation environment Wall partition and corner

Concurrent transmission  Type of wall materials
Bit error rate Multipath Modulation

Antenna type

hysical layer

Sarkar NetAPPS 2012 10



Impact of radio propagation
environments on WLAN
performance
(Empirical results)

Sarkar NetAPPS 2012

11



Propagation environments (1)

Office building
(Duthie Whyte)




Floor plan of WY Building
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— [ T »
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< : 1 39m _
Region 1 + Receiver location
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® Transmitter position
B Access point position
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Throughput map (AP at ‘A’)

Region 1 Region 2
AL A4 Lt
AL *G *H *1 * * *
AP| NN ¥ L]
NS
TX ™ :
B - = Q%:
1) |
N 7 Meeting Room
| (1 -
L xIC * * *0
11 N N
Kitchen
Unit: Mbps -

10- 9-10 89 7-8
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-7 56 45 34 2-3 0-2
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Propagation environments (2)

Computer Laboratory
(AUT Tower)

15
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Propagation environments (3)

Suburban residential house

Sarkar NetAPPS 2012 16



Propagation measurements (4)

Measurements
-Two office buildings
- Suburban residential house

Investigation
- Transmitting and receiving antennas orientation
- Office wall partitions
- Single wall separation
- Microwave oven interference

- Floors
- Line-of-sight (LOS) blockage by walls

Sarkar NetAPPS 2012
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Effect of LOS blockage on WLAN

Obstructed office environment
IEEE 802.11 (11 Mbps)

Throughput: 4.5 Mbps
Distance: 35 m

dred

=TT — Throughput:
AL room A 0.8 Mbps
dX _3m_ ¥ / Distance: 35.01 m
[ (T ¥
| Meeting || | E i I|\%
raom Heceptin.ﬁ* .

| Connection lost

Distance: 35.03 m

Kitchen I L I

+ Receiver lacation

Sarkar NetAPPS 2012

File size: 144 MB
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Effect of LOS blockage

File Distance Link Throughput
size between throughput | degradation
(MB) Tx and Rx (Mbps) (%)
Trial 1: 35m 4.5 0
Trial 2: 35m+ 1m 0.8 82.2
144
Trial 3: 35m +2m | Connection lost

1
Sarkar NetAPPS 2012 9



IEEE 802.11¢ Throughput

Rx AP-Rx RSS  Transmission  Throughput  Throughput
position  separation (m) (dBm) time (seconds) (Mbps) degradation (%)
A 14.2 -73 12.6 6.92 36.51
B 11.4 -68 9.5 9.18 15.79
C 11.4 -60 8.2 10.63 2.44
D 5.8 -62 9.4 0.28 14.89
E 3.0 -43 8.2 10.63 2.44
F 3.0 -55 8.1 10.77 1.23
G 10.3 -63 8.5 10.26 5.88
H 9.0 -60 8.0 10.90 0.00
L 6.0 -55 8.7 10.02 8.05
M 10.5 -o7 9.5 9.18 15.79




Summary of findings

Signal blockage by walls and floors was found to
have a significant effect on throughput of 802.11
networks.

Sarkar, N.I. and Lo, E. (2008) “Indoor Propagation
Measurements for Performance Evaluation of IEEE
802.11g” — IEEE ATNAC’08.

Sarkar, N.I. and Sowerby, K. (2006) “Wi-F1 Performance
Measurements in the Crowded Office Environment: A
Case Study”— IEEE ICCT 2006.

Sarkar NetAPPS 2012 21



Outline of Talk

v Factors Influencing WLAN Performance
o Methods of Improving WLAN

Sarkar NetAPPS 2012
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Methods of Improving WLAN
Performance

Sarkar NetAPPS 2012
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Shortcomings of 802.11 WLANS

 Low bandwidth utilization

* High transmission overhead

Solution: IEEE 802.11 requires@

Sarkar NetAPPS 2012
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Improving 802.11 performance by
modifying MAC protocols

¢ We have developed a wireless MAC protocol
called buffer unit multiple access (BUMA).

¢ Key idea: Maximize packet transmission
» Spend less time 1n the backoff state

» Send a larger payload under good channel state

Sarkar, N.I. (2011) “Improving WLAN Performance by
Modifying an IEEE 802.11 MAC Protocol” - IJWBT

Sarkar, N.l. and Sowerby, K.W. (2005) “Buffer Unit Multiple
Access (BUMA) Protocol: an Enhancement to IEEE
802.11b DCF’- IEEE GLOBECOM’05. 05



MAC design strategies

Wireless MiAC protocol design

Examples of MAC
protocols

- MACAW
- PUMNA., DD
- FCR
- 5DpP

- C-PRMA
- 80211+

= Dyvnamic 802,11

- MACA
- CSMASMCE
- ICSMA
- DFWhAC
- CD MAC
- FAaMaA
- GAMA-PS

mechanisms
-_-_-_-_-_-—-_
- Optimisation of contention window size
™ . Devise better backoff algorithims
- Use of control frames
- Collision prevention on control channel
— ™ - Handshaking
- Dual channels
- Channel cycles
- Topology-blind
- Station synchronisation
| | TDMA-based polling technique
| Packet concatenation

Improvement to

802.11 DCF

Sarkar NetAPPS 2012
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BUMA Architecture

Link Layer

MFDL

¥

| L 1
] ] . )
]

MSDU, MSDU, MSDU,

Channel contention

Physical Layer

27



Frame structure of BUMA

-

MSDU

MAC header

MPDU,

MPDU,

MPDU,

CRC

44— ——— (Content of a bufter unit ———»

Sarkar NetAPPS 2012

CRC: Cyclic Redundancy Check
MPDU: MAC Protocol Data Unil
MSDU: MAC Segment Data Unit

28




802.11 Overheads

- -
MAC header || MPOL, || MPDU; MPDLL, CRC
(30 bytes) (4 bytes)
Payload
\ y.
v
RIFE: Legu Loy 1 10 s Loy
it aff— - - -
|_ -1 1r— -1 11
| I | | :? :
:DIFS H Backoff : PHY header MSDU :F| PHY header
o | S,

Sarkar NetAPPS 2012

Lok

ACK
(14 bytas)

29




Overhead: 802.11 DCF Vs BUMA

46 byles 46 byles
-~ -

- [ - -
B0 byles 80 byles

(a) 802.11 DCF

2,300 bytes

Overhead || 30 §{ MPOU; | MPDU, || MPDUsg {|( 4 || Overhead

(b) BUMA 2,334 byles

Sarkar NetAPPS 2012



Example: Transmitting short packets

If a single user sends 56 bytes |IP datagram
over a 11 Mbps channel, the proportional
throughputs achieved by:

BUMA = 8.36 Mbps
802.11b DCF = 0.66 Mbps

Sarkar NetAPPS 2012 31



Transmission overhead comparison

Sarkar NetAPPS 2012




Throughput Vs. Oftered load

(Ad hoc network)

4.5
4.0
3.5
3.0
2.5
2.0
1.5
1.0

Netwvwark Thraughyout (IMpos)

0.5
0.0

(Ad hoc network; N=40 stations; UDP traffic;
Packet size = 1500 bytes; BW=11 Mpps)

Throughput
improvement: 45%

—e— IEEE 802.11b
—3— BUM A Protocol

10 20 30 40 50 60 70 80 90 100
Offered Load (%)

Sarkar NetAPPS 2012
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Throughput Vs. Oftered load
(Infrastructure network)

Infrastructure network; N = 40 stations

o1

>
(&)
T

TN
T

@ - |EEE 802.11b
—A— BUMA Protocol

@
(&)
T

Network Throughput (Mbps)
N
[\ o w
T T T

—_
o

—

0.5 ' '
10 20 30 40 50 60 70 80 90 100

Offered Load (%)

34
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Packet delay Vs. Oftered load
(Ad hoc network)

Ad hoc network; N = 40 stations
700 [ [ [ [ [ [ [ [ ‘

000 Packet delay improvement: 96%

500

’g @ - |[EEE 802.11b
Z 400k —4A— BUMA Protocol o _
©
©
=) o
2 3001 i
O
Q)
o

200 .

.
100 - .
10 20 30 40 50 60 70 80 90 100

Offered Load (%)
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Packet delay Vs. Oftered load
(Infrastructure network)

Infrastructure network; N = 40 stations
1000 [ [ [ [ [ [ [ [ &

900 BEEE

800 e .

700

@ |IEEE 802.11b R
—A— BUMA Protocol -

600

500

Packet Delay (ms)

400

300

200 -

| |
10 20 30 40 50 60 70 80 90 100
Offered Load (%)

36
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IEEE 802.11 Vs. BUMA

Sarkar NetAPPS 2012




Improving 802.11 performance using

cross-layer design optimization

¢ We have developed a channel aware MAC
protocol called C-BUMA .

¢ Key idea: Maximize packet transmission
» Send more data under good channel state

» Pause when channel state 1s very weak

Sarkar, N.I. (2010) “A Cross Layer Framework for WLANS:
Joint Radio Propagation and MAC Protocol, ICCIT '10.

Sarkar, N.l. and Sowerby, K. (2006) “Joint Physical-MAC
Layer Design Framework for Wireless LANs” - ICCT 06.

Sarkar NetAPPS 2012



Cross-layer design approach

Related work
(open literature)

Rayleigh channel
predictability
Pham ¢t al. [225]

Channel prediction
(good, bad, very bad)

Sarkar NetAPPS 2012

Propagation
Modelling

Channel aware MAC protocol

Schedule multiple packets under
good channel state;
pause transmission if channel state
is very bad.

MAC Protocol

v Modelling

Proposed cross layer design (CLD)

framework

Performance evaluation
and comparison

(with and without CLD) 39



Performance improvement using CLD

Link throughput (Mbps)
Link TCP Traftfic UDP Traftic

(Source to CLD Without 1mprg)vement CLD Without lmprg)vement

destination) (Mbps) CLD (Mbps) (%) (Mbps) CLD (Mbps) (%)
0->1 0.179 0.162 9.50 0.308 0.24 22.08
0->2 0.187 0.163 12.83 0.444 0.36 18.92
2->3 0.117 0.077 34.19 0.512 0.478 6.64
3->4 0.038 0.017 55.26 0.49 0.476 2.86
4->5 0.254 0.216 14.96 0.36 0.308 14.44
4->6 0.204 0.165 19.12 0.404 0.343 15.10
5->6 0.1 0.08 20.00 0.22 0.187 15.00
5->7 0.09 0.06 33.33 0.344 0.308 10.47
6->7 0.17 0.12 29.41 0.47 0.267 43.19

oversll 7 1.3 40 3.6 3 60

Sarkar NetAPPS 2012 40



Outline of Talk

v'Factors Influencing WLAN Performance
v'"Methods of Improving WLAN
o WLAN Deployment Guidelines

Sarkar NetAPPS 2012
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WLAN Deployment Guidelines

2
- Single floor office scenario
- Multi-floor office scenario
- Computer laboratory
- Residential house environment
» Find an optimum AP position that provides a better

coverage and performance.

> Estimate the number of wireless clients that an AP
can support.

Sarkar NetAPPS 2012
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Outline of Talk

v'Factors Influencing WLAN Performance
v'"Methods of Improving WLAN
v WLAN Design Guidelines

o Conclusions

Sarkar NetAPPS 2012
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Summary and conclusions

* The key factors influencing WLAN performance
have been quantified.

 BUMA protocol offers significantly better delay
and throughput performance than 802.11 DCF.

 Signal blockage by walls and floors was found to
have a significant effect on 802.11 throughput.

* Minimum two APs are required (one for each
region) to cover the WY office floor.

 WLAN throughput can be optimized by carefully
configuring and placing APs.

Sarkar NetAPPS 2012 44



Future research directions

\ 4

¢ Cross-layer design with adaptive payload
and rate adaptation for multimedia WLANS.

¢ Development of an adapting routing
protocol for WLANS.

¢ Development of antenna-aware
propagation models.

4
Sarkar NetAPPS 2012 5



Thank you for your attention

Terima kasih

nurul.sarkar@aut.ac.nz

Sarkar NetAPPS 2012
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IEEE 802.11 MAC Architecture

ik
. Required for contention free services
PCF
E ,
e
L
=
= DCF Used for contention services
and basics for PCF
Y

DCF: Distributed coordination function

PCF: Paint coordination function

Sarkar NetAPPS 2012
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Buffer unit size optimisation

1 70 4.03 387
2 70 5.76 665
3 70 6.66 399
4 70 6.19 638
10 70 6.84 625
100 70 6.89 1464

Sarkar NetAPPS 2012

48



Ns-2 simulation parameters

Parameter Value
Data rate 11 Mbps
Basic rate 2 Mbps
Wireless card 802.11b
Slot duration 20 us
SIFS 10 ps
DIFS 50 us
MAC header 30 bytes
CRC 4 bytes
PHY header 96 us
Traffic TCP and UDP
Data packet length 1500 bytes
Channel model Two-ray ground
RTS/CTS Off
PHY modulation DSSS
CWmin 31
CWmax 1023
Simulation time 10 minutes

Sarkar NetAPPS 2012
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Throughput Vs. Stations

(Ad hoc network)

Ad hoc network; Load = 80%

o o
o1 o1 Q. o1
I I I

Network Throughput (Mbps)
I
(@) ]
I

- @ |[EEE 802.11b
—A— BUMA Protocol

4+ _
L
3.5F . .
. ......... ‘ .
N e e
3 ° e
25 | | | | | | | |
10 20 30 40 50 60 70 80 90 100

Number of active stations
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Throughput Vs. Stations
(Infrastructure network)

Infrastructure network; Load = 80%

@ - |EEE 802.11b
—4A— BUMA Protocol

Network Throughput (Mbps)
I

N
T

—

| | | | | | | |
20 30 40 50 60 70 80 90 100
Number of active stations

—_
o
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Packet delay Vs. Stations

(Ad hoc network)

(Ad hoc network; Load = 80%; UDP traffic;
Packet size = 1500 bytes; BW=11 Mpbs)

—e— IEEE 802.11b
—=— BUMA protocol

10 20 30 40 50 60 70 80 90 100
Number of active stations
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