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Abstract 

Malware is the most common security threat experienced by the user when browsing 

webpages. The features of webpages such as the internet protocol, port, universal resource 

locator (URL), combo, Google index, email, web traffic, HTTPS token, and page rank 

are vital to study the behaviour of malware in a webpage. To analyse these behaviour, 

phishing and botnet data were obtained from University of California Irvine machine 

learning repository. To validate the findings, honeypot infrastructure was applied by 

using the Modern Honeypot Network (MHN) set-up in a Linode server. In this thesis, an 

experimental analysis was performed to identify the features in webpages that are most 

vulnerable to malware attack and its results were reported. To improve the feature 

selection accuracy, a machine learning technique called bagging was employed. As the 

data suffer from high variance in terms of the type of data in each row, bagging is chosen 

because it can classify binary class, date class, missing values, nominal class, numeric 

class, unary class and empty class. As a base classifier of bagging, random tree was 

applied because it can handle similar types of data as bagging, but better than other 

classifiers because it is faster and more accurate. Random tree had 88.22% test accuracy 

with the lowest run time (0.2 sec) and a receiver operating characteristic curve of 0.946.  

The findings of the research showed that all features in botnet dataset were equally 

important to identify the malicious behaviour as all scored more than 97%, with the 

exception of TCP and UDP. Scan is an important feature as it obtained the highest score 

99.79% accuracy in terms of “correlation coefficient” in test performance. This study 

identified that having a valid IP address does not guarantee that a website is reliable as it 

was vulnerable during malware attack and the number of phishy behaviour was 3,793 out 

of 11,055. Therefore, port feature is mostly secured during malware attack as the number 

of legitimate behaviours was 9,553 out of 11,055. The results showed that links pointing 

to a website may not always safe be, as they were ‘suspicious’ in 55% accuracy and 

‘phishy’ in around 5%. This research revealed that the Alexa web ranking (which is very 

popular for Web of Trust certification) is not as safe as the Google index ranking since 

the page rank had phishy behaviour that ranked 8,201 out of 11,055 web hits while for 

Google-indexed pages, phishy behaviour was only 1,539 for the same number of web 

hits. During the research experiment, it was discovered that the accuracy of phishing and 

botnet datasets is more than 89% average in both cross validation and test analysis. The 

study concludes by offering recommendations and future research directions that may 

assist in future malware identification. 
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Chapter 1   

Introduction 

Malware is known as malicious software that represents a crucial threat to the security 

level of systems. At present, malware codes are hidden behind a huge amount of data, so 

existing defensive mechanisms often are not able to defend against malware attack. 

Malware attacks could cause damage to many internet-connected devices via viruses, 

worms and Trojans, among many others [1]. Since internet data are substantial, the pattern 

of malware attack may differ, but is identifiable by its nature. Malware in webpages is 

one of the biggest threats for both home users and organisations. Malware continues to 

be a cyber-threat and was observed in 2016 more than 357 million of malware variants 

[2]. AVTEST reported that 95 million websites were infected by malware in 2017 [3]. 

Cyber technicians are working to identify the types of malware attacks that can be 

prevented. It is hoped that several types of attack such as the adware, malware, rootkit 

and many others may be prevented earlier if their pattern or behaviour are known. 

Malicious software is defined as malware [4], [5]. The behaviour of malware can be 

identified from a webpage and browsing history or data. Data from a malware can hint at 

the malware’s properties but not the relationships among features of the data; and mostly 

these data do not identify ‘suspicious’ behaviour. Nonetheless, attackers try any possible 

approach to break into a victim’s system. However, tactics are preferred by adversaries 

that allow them to attack a huge number of users in several minutes [6], [7]. Nowadays, 

the browsing time or number of browsing websites in a specific period (sec) is an 

important factor in a website’s properties, along with identifying the behaviour of a 

malware. For instance, once recent very common attack is distributed denial of service 

(DDoS). DDoS tools such as low-orbit ion canon (LOIC) can hit a web system 4,800 

times by the same internet protocol (IP) [8], [9], [10]. Therefore, IP address are important 

feature to identify malicious (DDoS) behaviour. 

Most hackers today can effectively escape detection by security protocols [11] such as 

firewall and intrusion detection system (IDS), invaders have used techniques to spread 

their exploited code that include utilising online advertisements of website pages [12], 

[13], structured query language injection (SQLI), cross-site scripting (XSS) and another 

web scanner [14]. Hence, in many cases, identification of a hacker is not possible [15]. 

However, despite the potential security threat from attacks, it is possible to protect a 
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website/server from damage by recognising the behaviour of malware attacks [16]. The 

McAfee threat report identified malware as the most common form of cyber-attack. 

Therefore, the main concern is the behaviour of malware with the aim of suggesting a 

security protocol to prevent future damage in web space [16]. Malware behaviour on a 

website has been exclusively studied because malware is preventable if its nature is 

identified [17]. The nature of malware can be identified with feature selection techniques. 

When data are multivariate and required more pre-processing, classification with 

ensemble methods (a machine learning technique) may perform better to select suitable 

features. In most cases, malicious data are not in the correct format for suitable features 

to be selected from the data. However, machine learning offers a promising solution to 

identify different types of malicious behaviour [18]. The current study identifies the 

behaviour of malware by classification accuracy in terms of the number of occurrences. 

The empirical investigation reported in this thesis provides clear guidelines for 

selecting features with appropriate classification techniques, which will help to identify 

the behaviour of malware. Thus, future computing may be better able to fight malware. 

The important features of malware may be having an IP address, port, universal resource 

locator (URL), pop up window or email, which are identified in this study. The primary 

aim of this research is to identify and analyse malicious webpage behaviour. 

To achieve the research goal, research objectives and address the research question in 

line with the problem statement, this study considers the property of a webpage as having 

an IP address, port, requested URL, email browsing and web traffic, based on 

experimental datasets. The first dataset is donated by Mohammad et al. [19], [20], [21], 

from the University of California Irvine (UCI) machine learning repository; the second 

dataset is donated by Meidan et al. [22] from the UCI Machine Learning Repository. 

Honeypot data (see sec 2.7 for more explanation) are collected by deploying Modern 

Honeypot Network (MHN) software [23]. 

1.1 Objectives 

The aim of this research is to study the malware behaviour of webpages to identify 

their techniques and make recommendation for future work. The outcomes of the research 

depend on the analysis of three datasets (phishing, botnet and honeypot) to achieve the 

aims of the study. We identify malware behaviour through feature selection, determine 

influential features that have been targeted by attackers, generate similarities between the 

properties of malicious webpages to identify the common target of exploitation, and 

predict malware vulnerability of specific features. 
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1.2 Problem Statement and Research Questions 

Malware is one of the latest security threats to stand-alone computers or even a secured 

network. Existing malware detection systems are not capable of fully protecting a 

computer from malware attack [24]. A significant amount of research has been conducted 

on malware attack, but little attention has been paid to the behaviour of malware. In this 

scenario, a study on malware behaviour is required to understand malware attack. As most 

malware is spread through websites, this study aims to analyses the effects of malware 

features on websites, based on available data and from custom honeypot infrastructure 

applied via MHN technology on a Linode server. Most datasets on malware are not 

reliable as they contain insufficient data description and features are not clearly 

understandable. The research challenge is great when we have huge number of malware 

data without the meaning or the relationships among features of the data. This research 

collected data from different sources including honeypot infrastructure where the nature 

of the data is malware and there is information about IP, source port, protocol and 

requested URLs. However, the datasets do not identify malware behaviour among the 

features. Data that do not provide sufficient information are not suitable for identifying 

malware behaviour. Thus, identifying behaviour from these features that is closely related 

to that of malware may prevent future malware attack. It is better to use several datasets 

to identify malware features and to validate the findings. In this study, one dataset is based 

on honeypot infrastructure and the other two are real web-based server data obtained from 

the UCI Machine Learning Repository—the first being from detection of Internet of 

Things (IoT) botnet attacks (N BaIoT), and the second from phishing websites. The 

research findings are validated using different data sources. 

The following main research question and sub-questions are addressed. The proposed 

main research question for the study is: 

What research can be done to identify and analyse malicious webpage behaviour? 

To address this research question, the following sub-questions are answered. 

• How can malware behaviour be identified through the feature selection method

used by attackers, based on their behaviour?

• What types of exploitation have been used by attackers?

• What are the similarities between malicious webpages properties and the known

common targets of exploitation?

• How can we predict malware attacks using information from the datasets?
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1.3 Contribution and Structure of This Thesis 

The main contribution of the study is the identification of malware behaviour. Malware 

behaviour is identified using three datasets. This study also identifies similar features 

from different datasets that are targeted during malware attack. Finally, the findings of 

this study suggest the kinds of features that are identical or point to exploitation by 

hackers in malware attacks to reduce such attacks. In summary the research contributions 

are: 

• Identification of the most targeted features via malware attack in three datasets: 

phishing, botnet and honeypot. 

• Comparison of maliciousness in two available datasets and application of similar 

techniques to identify maliciousness in custom-built honeypot infrastructure. The 

identification is achieved via the accuracy of the number of occurrences for 

selected features. 

• Identification of the most vulnerable features that are common to the three 

datasets. 

• Identification of ‘legitimate’, ‘phishy’ and ‘suspicious’ behaviour in these 

features. 

• Description of the difference between Google index and page rank in identifying 

malware behaviour, which is a significant achievement of this research along with 

identification of malware behaviour on webpages. 

• Identification of the behaviour of malware as legitimate, suspicious and phishy. 

 

The overall structure of this thesis is shown in Figure 1.1. To achieve the research 

goals and objectives, and address the research questions, a basic understanding of 

malware behaviours is required. 

Chapter 1 began by presenting the motivation and background of the study, which also 

explained the current problem of malware attack. To protect malware attack it is 

important to understand the behaviour of malware, which is the main concern in this study 

as depicted in the research objectives. The research question provides a general idea of 

the research that is required for this study. Finally, this chapter ends by describing the 

research contribution/significance and the organisation of the thesis. 

Chapter 2 reports the literature review, which discusses work related to this study in 

line with the problem statement and research objectives. In particular, it provides an 

introduction of identifying malware behaviour in webpages and classification and 

machine learning techniques. Feature selection in malware webpages, which is an 



5 

important issue, are described in detail. Therefore, malware behaviour of webpages is 

highlighted in this chapter. To provide a review of the literature in the area of malicious 

attacks, honeypot technology in relation to the aims, types, level of interaction, purpose 

and architecture are also surveyed in this chapter.  

The original contributions of this thesis are presented in Chapters 3, 4, and 5, which 

primarily explain the key factors of feature selection being performed by attackers, based 

on their behaviours. 

 

Figure 1.1: The structure of the thesis. 

Chapter 3 reports the research methodology and design used in the thesis. The 

ensemble method used in data analysis is defined, along with the bagging algorithm. In 

this chapter, honeypot software utilised in the study is described in detail. 

In Chapter 4, the major findings from the three datasets are investigated in detail. The 

primary objective of this empirical study was to obtain insights by comparing three 

datasets to identify malware behaviour in webpages. 
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Chapter 5 presents the main contribution by discussing the results from the three 

datasets. The thesis is summarised and concluded in Chapter 6, future research directions 

for future developments are also outlined. 
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Chapter 2   

Literature Review 

2.1 Introduction 

Chapter 1 provided an outline of the problem statement, objectives, and contribution 

of this thesis. A primary objective of this thesis is to identify and study the malware 

behaviour of webpages. To achieve this aim, a general understanding of malware 

behaviour is required. This chapter aims to present an introduction to various key 

concepts of malware that are necessary to study malicious attack by webpages. Section 

2.2 identifies malware behaviour in webpages. Classification and machine learning 

techniques used to identify malware behaviour are highlighted in Section 2.3. Section 2.4 

presents feature selection in malware websites. Section 2.5 outlines the malware 

behaviour of webpages, specifically discussing the current and common sources of 

malware including IP, port, requested URLs, email and web traffic, which are important 

issues to be considered in a study focusing on the sources considered in this thesis. In 

Section 2.6, the malware behaviour of honeypot is defined. Section 2.7 describes various 

key parameters relating to active honeypot; the architecture of honeypot is also discussed 

in this section. Section 2.8 discusses types of honeypot: low, medium and high interaction. 

As this thesis focuses on the malware of webpages, different types of malware are the 

focus of this thesis (Section 2.9). Finally, the chapter is summarised in Section 2.10. 

2.2 Identifying Malware Behaviour in Webpages 

Malware is a threat that can copy a legitimate site such as PayPal or eBay to harm the 

user. It may access a victim’s computer by offering money or incentives; sending warning 

or enticing emails; or posting URL links in social media. Thakur and Verma [25] tried to 

detect phishing websites based on a URL classification by the number of hits, and 

suggested that future work should combine this with a malware detector to detect 

malware. The current study aimed to detect malware by identifying behaviour of 

webpages focusing on three main categories: ‘phishing’, ‘legitimate’ and ‘suspicious’. 

Altaher [26] used several classification techniques, including Naïve Bayes, neural 

networks, support vector machines (SVM), decision trees (DT) and k-nearest neighbour 

(KNN) to identify the behaviour of websites. The author proposed a hybrid methodology 

that combines the KNN algorithm with SVM to classify websites as phishing, legitimate 
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or suspicious. First, KNN was applied to classify noisy data and then SVM was applied 

to improve the classification. KNN and SVM performed better than other classifiers with 

87.45% and 83.76% accuracy, respectively. The hybrid methodology gave the highest 

accuracy of 90.04%. The important findings from the research were that phishing 

(website behaviour) always obtained more than 90% accuracy, which suggests that to 

identify malware behaviour in websites, phishing behaviour needs to be considered. 

Although Altaher’s research quantified performance of several classifiers it did not 

consider the performance of DT or other popular classifiers such as ensemble. Therefore, 

the current study employed the DT classification and ensemble method, in line with [26]. 

By employing the ensemble bagging method, the current research also achieved more 

than 95% accuracy in classification of phishing behaviour in websites, which is better 

than [26]. 

Bahnsen et al. [27] proposed two methods to identify phishing URLs from websites. 

One method was feature engineering with a lexical and statistical URL analysis and 

random forest (RF) classifier. The second method, long/short-term memory (LSTM) 

neural network, was claimed by the authors to be novel as it had a model training accuracy 

score of 0.98 whereas RF had a model accuracy score of 0.93. Although LSTM was 5% 

more accurate than RF it may not be an acceptable option by the researcher because the 

run time was almost 4 hours, whereas RF required only 3 minutes. In the current study, 

near or similar accuracy was achieved by employing the ensemble method with random 

tree, and the run time was less than 3 minutes. Thus, the method employed in this study 

to identify phishing URL is superior in terms of time and accuracy. 

2.3 Classification and Machine Learning to Identify Malware Behaviour 

Machine learning methods are a suitable analysis technique for classifying websites as 

legitimate, phishy or suspicious because they utilise a binary classification [28]. The main 

point of these methodologies is to classify the behaviour (feature) instead of the user as 

many clients are unable to identify malware attacks [29]. Machine learning is depended 

on datasets that contain either previous experiences or a collection of examples. One 

example is a set of attributes or features [30]. Phishing attacks can be controlled using 

machine learning methods such as SVM, RF and logistic regression (LR). To detect 

phishing sites, Liu and Wenyin [31] suggested a method that finds sets of related 

webpages for a site. They discovered relationships for a given site by focusing on features 

such as similarities in text and webpage layout, ranking relationships and links. Their 

investigations resulted in 91.44% accuracy and around 3.40% false alarm rate. Several 
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machine learning methods were considered by Abu-Nimeh et al. [32], including Bayesian 

additive regression trees (BART), RF, LR, SVM, artificial neural networks (ANN) and 

classification and regression trees (CART) to predict phishing attacks in emails. They 

tested 2,889 samples in both phishy and legitimate emails, which helped them extract 43 

features. In their research, LR performed better than the others; however, Basnet and 

Doleck [33] found RF to perform the best and SVM, the worst, when comparing seven 

methods of machine learning. Huang et al. [34] investigated use of an SVM technique to 

recognise phishing webpages. 

A new methodology presented by Marchal et al. [35] considers relationships between 

the low-level domain and the upper-level domain; that is, the registered domain and path 

or query in URL, respectively. The authors characterised a new concept named intra-URL 

relatedness and used queries in Google and Yahoo to establish a relationship between the 

words. The features were extracted from the words composing the URL to help the 

authors assess the previous concept that is called intra-URL relatedness. They 

demonstrated a classification rate of 94.91% accuracy and false positive rate of only 

1.44%. RF methods can manage many variables and can help to assess missing values 

and can build a random forest that causes difficulties in understanding the latter model 

and related results [28]. These days, attackers employ complicated URLs to trick end 

users. 

Choi et al. [36] proposed a machine learning approach (SVM and KNN) to identify 

malicious URLs. They studied several features of URLs such as webpage content, domain 

name system (DNS) information and network traffic. The classification model was used 

to detect 40,000 benign URLs and identify 32,000 types of malicious URL attack, with 

over 98% accuracy and more than 93% accuracy, respectively. 

To recognise attacks by phishing webpages, the authors in [37], [38], [39] and [40] 

utilised URL-based features. The study of Abutair and Belghith [41] focused on 

extracting URL features and the similarity of key words in the domain name and URL; 

for instance, the subdomain and query parts. The authors claimed that none of the 

classification methods for phishing attacks can identify and prevent phishing webpage 

attack because of the short life cycle of phishing webpages. They presented a case-based 

reasoning–phishing detection system (CBR-PDS) approach with the CBR technique as 

the main part and proposed that this system can detect any new phishing website, unlike 

other classification systems, which must be prepared in advance to detect attacks; their 

technique is adaptive and dynamic. When testing their system utilising 572 phishing and 
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legitimate URLs, the classification result of 95.62% accuracy was achieved with limited 

dataset and features. 

Machine learning is an advanced technology to study malware and is important for 

protection from malware. Al-Garadi et al. [42] discussed several machine learning 

algorithms including DT, SVM, Bayesian algorithms, KNN, RF, association rules (AR), 

ensemble, learning, k-means clustering and principal component analysis (PCA), along 

with their advantages, disadvantages and applications in security. It is often noted that 

SVM classifiers may outperform DT. However, the DT with ensemble method may 

enhance the performance of DT, which may supersede SVM. 

Hoang and Nguyen [43] examined the effectiveness of supervised learning techniques 

to select suitable features in botnet data from the Alexa top-level domain using some 

common supervised machine learning algorithms including KNN, DT, RF and Naïve 

Bayes. The authors focused on DNS queries and obtained over 90% accuracy in general. 

However, they did not focus on individual features such as the effect of transmission 

control protocol (TCP), user datagram protocol (UDP), junk, benign and so on. Thus, a 

study of botnet data is required that might reveal the individual effects of those features. 

The current research applied DT algorithms more precisely and used an ensemble DT 

algorithm with random tree as a base classifier. The study also identified related features 

that are the cause of malware attack, according to classification accuracy. 

Jain and Gupta [44] suggested a machine learning technique that depends on an anti-

phishing method. The system, called PHISH-SAFE, is based on URL features. They 

conducted a study to identify websites that were either phishing or non-phishing, and 14 

URL features were used to test the system’s performance. Two types of classifier (SVM 

and Naïve Bayes) were used to prepare the system, with around 33,000 URLs (phishing 

and legitimate). The accuracy of recognising phishing sites was over 90%. 

Mirza et al. [45] focused on two main issues in the domain of malware detection; (a) 

accurately identifying a malware and (b) enhancing the efficiency of the detection 

mechanism. The authors employed CloudIntell machine learning techniques to enhance 

the malware detection rate and cloud-based architecture to support and host the 

methodology implementation. They used DT and SVM and then applied boosting 

(ensemble) to DT to improve the performance of weak classifiers. Rieck et al. [1] 

proposed an automatic malware behaviour analysis framework based on a clustering and 

classification method in the sandbox environment, although their research ignored 

scenarios in real webpages. The authors criticised the scale super-linear method and 

claimed that it cannot be directly applied to malware analysis. However, they did not 
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demonstrate that their clustering and classification analysis was better than the scale 

super-linear method. It would be better if their analysis had identified the source of 

malware and malware behaviour instead of simply classifying malware. 

Mohaisen et al. [46] discussed a malware analysis tool that is automatically based on 

malware behaviour. The tool, called AMAL, has two subsystems—AutoMal and 

MaLabel—both of which are based on medium-scale and large-scale datasets. The author 

criticised the hierarchical clustering method and claimed that it provides limited insight 

into illustrated malware samples. However, the collection step using AutoMal and 

clustering step with classification using MaLabel were the only steps followed; the 

authors did not identify malware features and behaviour. 

Table 2.1: Key researchers and their contributions in machine learning algorithms. 

Publication Contribution Year Description/key concept 

Altaher [26] Naïve Bayes, neural 

network, SVM, DT and 

KNN 

2017 Identifying behaviour of websites 

as phishing, legitimate or 

suspicious 

Bahnsen et al. 

[27] 

LSTM and RF 2017 Detecting URLs from websites 

Abu-Nimeh et 

al. [32] 

BART, RF, LR, SVM, 

ANN and CART 

2007 Predicting email attacks 

Basnet and 

Doleck [33] 

RF and SVM 2015 Comparing performance of RF and 

SVM with seven methods of 

machine learning 

Marchal et al. 

[35] 

Intra-URL relatedness 2014 Using queries in Google and 

Yahoo to establish a relationship 

between words 

Abutair and 

Belghith [41] 

CBR-PDS 2017 Extracting URL features and 

identifying similarity of key words 

in the domain name and URL 

Al-Garadi et 

al. [42] 

DT, SVM, Bayesian 

algorithms, KNN, RF, AR, 

ensemble, learning, k-

means clustering and PCA 

2018 Discussing several machine 

learning algorithms 

Hoang and 

Nguyen [43] 

KNN, DT, RF and Naïve 

Bayes 

2018 Examining effectiveness of 

supervised learning techniques to 

select suitable features in botnet 

data 

Jain and Gupta 

[44] 

PHISH-SAFE 2018 Identify websites as phishing or 

non-phishing 

Mirza et al. 

[45] 

DT, SVM and ensemble 2018 Enhancing malware detection rate 

and developing cloud-based 

architecture  

Kumara and 

Jaidhar [47] 

VMI 2018 Characterising unknown benign 

and malware data to conduct 

forensic analysis inside memory 
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Detection of hidden and malicious processes executed on a virtual machine (VM) 

using virtual machine introspection (VMI) in a virtualised environment presents several 

problems, including that the information is not meaningful unless its behaviour is 

identifiable. Kumara and Jaidhar [47] utilised VMI technology to characterise unknown 

benign and malware data to conduct a forensic analysis of inside memory; and intelligent 

cross-view analyser (ICVA) to identify hidden, dead and dubious processes data. They 

employed 10-fold cross-validation to detect unknown malware but did not present their 

test results. Table 2.1 lists the key researchers and their main contribution in machine 

learning algorithms. 

2.4 Feature Selection in Malware Websites 

Feature selection is important when data are high dimensional and computational 

power needs to be minimised. To achieve better accuracy and faster run times, random 

feature selection is better and can sometimes be done based on feature relevance in terms 

of accuracy [48]. The feature selection process is crucial to delete irrelevant features or 

noisy data based on certain criteria to enhance the performance of machine learning 

techniques [49]. Zhao et al. [49] developed a feature selection algorithm repository called 

ASU, which is a combination of common feature selection algorithms classified based on 

three different models: filter, wrapper and embedded. 

Some organisations and end users depend on antivirus tools and security techniques to 

secure their devices. However, the techniques utilised by such programs are inadequate 

for identifying and preventing malware performance. Mirza et al. [45] used several 

machine learning methods on features taken from a large dataset of benign and malicious 

files using a feature extraction device. The features were extracted from data by applying 

SVM, DT and boosting on DT to achieve the highest possible detection rate. 

Basnet et al. [50] evaluated two feature selection methods to identify phishing attacks: 

correlation-based and wrapper-based feature selection; and three machine learning 

classifiers, Naïve Bayes, LR and RF, were compared. The authors demonstrated that the 

feature selection method that affected classification results in their study was wrapper-

based feature selection, which was slower than correlation-based. However, they 

collected their dataset without analysing the features and compared the feature selection 

methods based only on error rates—false positive and false negative. Based on this, the 

current study has chosen correlation-based accuracy when employing bagging and 

random tree. 
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Rajab [51] considered two feature selection approaches in his study: information gain 

(IG) and chi-square (CHI). The author’s goal was to develop a metric for feature selection 

by finding the score of classification accuracy from preprocessed phishing data using the 

two methods of feature selection. The study concluded that a new feature selection 

method that assesses by picking the relevant features influences the phishing data 

detection rate. 

Basnet et al. [52] classified phishing URLs by utilising a heuristic-based method 

whose classifier is based on data offered only in URLs, without examining webpage 

contents. The authors studied phishing and benign URLs, and features were extracted by 

running several scripts. To classify phishing URLs, features were selected based on four 

categories: lexical, keyword, search engine and reputation. The authors aimed to identify 

URLs as either phishing or non-phishing. In their study, several machine learning 

techniques were compared to determine which was a better classifier for phishing URLs. 

However, the authors did not examine the suspicious feature of URLs, as was done in the 

current research.

This research has selected the most common features—IP, port, request URLs, 

Hypertext transfer protocol secure (HTTPS) token, Google index, submitting to email, 

web traffic, page rank, abnormal URLs, pop up window and links pointing to page—to 

achieve better accuracy with shorter run times to identify malware behaviour in websites. 

2.5 Malware Behaviour of Webpages 

Every year, the number of malwares increases substantially compared with the 

previous year [53] and it is almost impossible to study or examine the features and nature 

of individual malwares produced globally [54]. The study by AVTEST [54] illustrated 

the trends in malware attack per-year from 2008 to 2017, the number of attacks increased 

from 100 million to 600 million, respectively. 

Malicious behaviour can be observed in websites as well as in IoT devices connected 

to internet. Malware attack occurs because of weakness in a security system. Numerous 

malicious attacks occur through DDoS, structured query language (SQL), XSS, HTTPS 

token, web traffic, pop up window, email or third party software [42]. 

Network activities are continually monitored using tools and methods to identify and 

recognise phishing webpages and targeted sites. Monitoring network traffic logs involves 

analysing events or generating information related to requested URLs. Based on analysis 

of requested webpages, some webpages could be considered phishing sites. To detect 

phishing websites, set-up implementation and functionality of a browser or network 
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router can assist in this operation [55]. Malware is a kind of software that is designed to 

damage a computer system without the consent of the owner. Computer viruses, worms, 

Trojan horses, Rootkit, adware, spyware and any other unwanted programs that have 

malicious behaviour are considered malware [56]. At present, malware is considered the 

greatest threat to web security as it most often target’s a victim’s computer, although it is 

not easy to install malware without the victim’s consent [24]. However, malware can be 

installed without the victim’s consent by a single click on ordinary images, web links and 

so on. 

Internet communication technology is mainly based on TCP and IP, which were 

designed to provide secure communication. However, TCP and IP became vulnerable 

because of a design fault (IP spoofing, DDoS on IP and so on) [57]. Network resources 

are not safe either as they are exposed to unauthorised access, such as an email that can 

be accessed by an unauthorised person and hacked using social engineering or malware 

[58]. CertNZ [58] mentioned that websites are one of the resources that may suffer from 

unauthorised access. An unauthorised person may gain access to usernames, passwords 

or login details by using different types of malware or dictionary-based software such as 

brute force. Thus, this study considered email/junk, username and password as an 

important feature to detect malware behaviour. 

Pandey and Saini [57] conducted a study on TCP, IP and UDP to understand attack 

mechanisms. They used several tools to identify the vulnerability of a network based on 

these three features and suggested that it is necessary to learn how to protect network 

security rather than simply identifying vulnerability. To meet this goa, the current study 

proposed machine learning techniques to identify related features such as TCP, IP, junk 

(email), port and their malicious behaviour, to identify future malware trends. 

Attackers targets the web site by using botnet to manipulate the original IP for a long 

time. Botnet can be distinguished from typical malware because it take control on the 

infected machines by ‘bot-herder’ [59]. Botnet allows an attacker to initiate remote 

control over a victim’s computer to install malware. Li et al. [59] described botnet attacks 

based on DNS and reported several studies of botnet techniques. However, the research 

did not focus on the features of a botnet, such as which features are more related to 

security vulnerability. To fill this gap, the current research studied botnet data and 

identified relevant features that represent malware behaviour (Section 4.3.2). 

DDoS, floods and DNS security pharming are the main way to manipulate the IP to 

plant malware [60]. Seo and Lee [61] calculated the frequency of network-based packet 

attributes and analysed anomalies in attributes to detect IP-spoofed DDoS attacks via the 
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direct matched filter (DMF) algorithm. The DMF uses a spectral signature filter (SSF) 

instead of a thresholding process; the SSF includes a numerical description about the 

relevance. Their proposed method for effective detection of malware infection systems is 

based on accuracy of triggering IP-spoofed DDoS attacks on an edge network. Detection 

accuracy and performance of the collected real-time traffic on a core network meant that 

DDoS attacks on the internal network were detected in real time, and whether IP addresses 

were spoofed was confirmed. The current research employed machine learning 

techniques (bagging with random tree as a base classifier) to study the most suitable base 

classifier (Table 4.1) for identifying the relevance of malware features in similar types of 

botnet data. A correlation analysis based on the machine learning algorithm shows how 

much the features are related (Section 4.3). This study did not employ SSF techniques, 

but defined malware terms as ‘1’ for legitimate, ‘0’ for Suspicious, and ‘–1’ for phishy. 

Black et al. [62] described a Dyre, SOCKS and web injection protocol that enables 

malware to work through the IP. Dyre malware contains a domain-generation algorithm 

(DGA) that uses the date as a key to generate the C&C server’s IP address and port pairs 

[63]. Dyre malware uses session traversal utilities for network address translation (NAT) 

(STUN) to find the IP address of the infected computer via a NAT internet connection 

[64], [65]. Dyre performs a man-in-the-middle attack by redirecting website requests 

through an attacker-controlled proxy server IP. A SOCK proxy provides TCP access to 

the attacker with the ability to login to an internet banking website; banking security 

software assumes it is legitimate as the banking session originated from the IP address of 

the victim’s computer [66], [67]. Webinjects are added when a website response is 

received from that IP. Storing the webinjects on an attacker-controlled server has the 

advantage of hindering efforts to access the webinjects for analysis [68]. 

HTTP protocols run the world wide web (WWW), which is one of the most widely 

used network protocols [69]. A huge number of studies have been conducted on HTTP 

protocols. For example, Hoang and Nguyen [43] used SVM learning algorithms to 

develop a model that is capable to classify both botnet and legitimate traffic; Kheir et al. 

[70] focused on HTTP-based botnets’ C&C patterns to classify network traffic into

clusters; Tariq and Baig [71] studied machine learning-based botnet detection. A 

significant amount of research has been conducted on HTTP-based botnet detection. 

However, only a small proportion has focused solely on detecting the effect of the HTTP 

feature of websites to identify malware behaviour. 

Similar to IP, HTTP has become a point of interest for C&C communication of botnets. 

C&C communication codes are easily hidden because of the massive amount of web 
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traffic. However, detecting anomalies in HTTP is not an easy task. To detect an anomaly, 

Sakib and Huang [69] proposed HTTP-based C&C traffic which uses statistical features 

based on client-generated HTTP request packets and DNS server-generated response 

packets. The authors employed unsupervised learning based on feature selection 

(frequency, mean, one-class SVM) on botnet data and achieved over 90% detection rate. 

However, the authors ignored the performance of supervised machine learning 

techniques. 

HTTP are the primary target of bot masters within C&C infrastructure because they 

blend web traffic with benign. Several studies have aimed to characterise or detect HTTP-

based bots, and many have used network communication features as identifiers of botnet 

behaviour. Acaralia et al. [72] undertook a detailed survey of HTTP bots to determine 

how a HTTP bot is different from normal traffic and tried to identify the relationships 

among the features. However, they only reported previous studies while the current 

research studied behaviour of HTTPS in terms of the relevance to malware behaviour. 

Cyber threats such as phishing can affect a huge number of users within several 

minutes and may target financial data or online information. Phishing attacks are one of 

the cyber threats for which there is no specific solution to assist with stopping the attacks. 

Kaytan and Hanbay [73] proposed a model to identify phishing websites using machine 

learning. There are several types of website, based on website features. The authors 

developed several new rules to identify efficient features. Their model consists of 30 

inputs and 1 output, and a cross-validation algorithm (10-fold), which resulted in 95.05% 

accuracy. 

Phishing attacks are considered a security threat from attackers attempting to steal 

personal data, for instance, PINs and credit card details [44]. Based on Nivedha et al. [74], 

they are used to obtain sensitive data such as usernames and passwords. Such attacks 

continue to be a serious issue for web users including in the field of electronic commerce. 

There are several machine learning techniques and classifications for URL features that 

can help protect users against phishing webpages [75]. Phishing URLs are one of the main 

features targeted by malware. Malware in URLs pose a security threat that is of current 

concern [76]. In many studies, ‘drive by download’ has been identified as malware that 

is making computer security vulnerable. Tanaka et al. [77] investigated the behaviour of 

malware in download sites and detected ‘43,000’ malicious URLs over an 18-month 

period. The author developed a monitoring system that is able to find malicious webpages 

based on URL features and to observe whether the malware of URLs has changed or 

remained the same. The study detected three kinds of URL malware: unchanged, every 
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time changed and changed occasionally. However, the author did not focus on several 

types of URLs, including request URL and abnormal URL, which were examined in the 

current research. 

Phishing attacks are causing security issues around the world. Phisher can launch 

attacks from anywhere and phishing can be done by an individual with a low level of 

technical skills [78]. The process of protecting a company’s users has become more 

complicated with the increasing number of emerging websites that should be considered 

malware webpages before users access them. Many entertaining and tricky techniques are 

used by attackers to attempt to make a site seem legitimate [79]. Redirecting the victim 

to a phishing URL is the main aim of a phisher and impersonating a legitimate URL is 

their preferred strategy to achieve their goal. 

Hybrid approaches such as the KNN and SVM algorithms are probably a better option 

for classifying websites as phishing, legitimate or suspicious [26]. Bearing this in mind, 

this study has applied an ensemble method, which is a hybrid DT approach to identify 

phishing, legitimate or suspicious webpages. 

Machine learning techniques such as RF are better classifiers of the behaviour of 

malware sites based on URLs. Bahnsen et al. [27] compared the combination of lexical 

and statistical analysis of URLs as input for a RF classifier and claimed that their study 

was novel in employing a LSTM network in a recurrent neural network. Although their 

method does not require the manual extraction of features, it is not efficient as shown by 

the training results used for comparisons. The authors considered only a 3-fold cross-

validation but ignored the most acceptable performance among the ‘test’ results. For 

instance, the current study proposed use of a DT algorithm to identify similar behaviour 

based on 10-fold cross-validation and test performance. 

Attackers employ any possible approach to break into a victim’s system. However, 

some tactics preferred by adversaries guide them to attack a huge number of users in the 

course of several minutes. There are current and common sources of malware that might 

result in security threats, including IP address, port, malicious URL, email and web 

traffic. 

The numbers in an IP address are allocated to a PC to arrange interfaces that are used 

to connect devices such as computers, servers, and printers [80]. Devices can be identified 

by their IP address and these data are transferred when a network uses an IP address. 

There are a variety of security threats involving IP addresses; some attackers use threat 

models, such as IP piracy [81], to compromise or steal IP addresses and sell them illegally. 

However, automated tools such as InferIP [82] can be used to identify and detect 
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malicious IP addresses and provide an early warning that captures attacker behaviour to 

decide whether it is malicious or not. 

The port is responsible for sending and delivering data and messages within a network 

by establishing a channel between two devices [83]. Many backdoor attacks focus on 

scanning methods such as port scanning to compromise a system; the attacker aims to 

collect information about a targeted system and its operating system [84], [85]. Hackers 

utilise scanning tools such as Nmap, Amap and Unicornscan to check whether a port is 

open or closed and to obtain more information [86]. 

A URL is considered a web address as it contains a link to guide the user to the 

requested website [87], [88]. The communication between the client and the server is 

based on the HTTP method (GET/POST method); to perform an action the client requests 

the resource from the web server and then the server responds [89], [90]. Malicious URLs 

is malicious software that uses an encryption method for some sections of a URL to 

bypass detection by signatures [91] and attempt to inject malicious content such as via 

SQLI and XSS within the link [90]. 

Email, or electronic mail, is used to communicate by sending documents file, folders, 

links and images via a particular port, which has two parts: a body and a header [92]. The 

security threat relating to sending email between users has different aspects, one of which 

is attacks, where the attacker spreads malicious content by sending email to a targeted 

system [93]. 

A website owner usually has the goal of searching for approaches to attract visitors, 

which may provide more benefits for their website such as the potential financial gain. 

Advertising officers in companies aim to exhibit clean codes that means it does not 

contain any malicious code in their advertisement banners to achieve their goal of 

convincing other website masters to support their services without the weaknesses or 

implementation errors that can lead to an unexpected event, and to avoid ruining their 

reputation. Therefore, website owners put their trust in the company officer to utilise a 

safe code in their banner, as they will be inserting this code into JavaScript code for the 

webpages [94]. Normally, JavaScript code creates a different banner for each visitor, but 

this approach may be used to present a vulnerability; for instance, this code could be 

targeted by malicious code added by an attacker, which may cause substantial harm for 

large numbers of users without their knowing [95]. 
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2.6 Malware Behaviour of Honeypot 

Use of honeypots allows a malware attack scenario to be achieved even without access 

to vulnerable software [96]. To identify the spread of malware in a honeypot, Kaur and 

Kaur [97] described the detection of malware programs linked to webpages. Honeypots 

are security devices that detect malicious webpages on a network. Cabaj and Gawkowski 

[96] deployed honeypots at the Institute of Computer Science to test their practicality and

observed that the number of attacks was correlated with the complexity of the web 

application on the honeypot.  

2.7 Honeypot 

To deflect malicious intent, security experts need to infer or observe an attacker’s 

approaches, strategies and techniques. According to Spitzner [98], “a honeypot is a 

security resource whose value lies in being probed, attacked, or compromised” (p.58). 

Döring and Erbs [99] provided a substitutional definition as “a computer connected to a 

network. It can be used to examine vulnerabilities of the operating system or network” 

(p.1). The purpose of honeypot technology is to gather information in visible form and 

testimony about attacks and attackers by monitoring the machine being assailable, instead 

of that, it can mimic the operating system services to discover attacks. Therefore, any 

internet traffic a honeypot receives via the network or external environment might be an 

attempt to intrude or to break into the system, because the honeypot works as 

supplemental software created by the owner of the network that should not experience 

any external traffic unless someone is trying to attack it. Figure 2.2 shows an overview of 

honeypot technology. 
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Figure 2.1: Overview of honeypot technology. 

Typically, honeypots are of two main types: passive and active [100]. These are 

designed differently but share goals such as developing the security level of an operating 

system and network to collect data about an adversary’s behaviour and attitude. 

Passive honeypot: This type aims to set up a vulnerable system or simulated system; 

honeypot software inspects a system by monitoring a hacker’s movements to observe any 

attacks such as on the firewall. 

Active honeypot: This type involves searching for attackers instead of waiting for them 

passively. 

There are two main aims of using honeypots for searching or production [101]: 

Research honeypot: This is a traditional honeypot used to recognise strategies used by 

attackers and techniques in the intruder community. Normally, it is used to detect tools 

and thus learn how attackers work, to gain information about their methods. It is focused 

on discovering the aims of the attacker and in this way, finding and discovering new 

malware and attacks being used. 

Production honeypot: This is a honeypot used within an internal network, such as an 

organisation’s environment, to protect the system and reduce attack traffic, rather than 

simply watching how attackers work and gathering information. It monitors intrusion 

activities using real-time alerting, which helps to create a counter measure against 

predicted dangers. 
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To be specific, the information gathered by a honeypot or honeynet (more than one 

honeypot) is described and can be utilised for different goals by different organisations, 

such as: 

Academic purposes: An example of this is a campus network. Network administrators 

collect data to help researchers in their papers into viruses, trojan horses or attacker 

tactics. The campus network presents a variety of external and internal services that might 

attract multiple attackers [102]. 

Security purposes: Some institutions and companies use honeypots to identify malicious 

intent, which helps them to understand and eliminate risks from malicious activities and 

create a secure environment by generating a database of new viruses. 

Government purposes: Some government ministries use honeypots to help them 

frustrate malicious attackers and determine their location. 

According to Peter and Schiller [103], using honeypots has positive aspects that can 

be briefly summarised such as there are fewer false positives as no valid traffic is captured 

by honeypots, honeypots can detect unknown attack signatures, only illegal movements 

of malware are discovered, so there is no requirement to store huge logs, and honeypots 

use an encrypted environment. 

According to Akkaya and Thalgott [104], the advantages of honeypots include that 

using a honeypot can motivate researchers to find new security solutions by detecting 

new malicious attacks, any computer or system can be used as a honeypot, so there is no 

need for an additional budget to build one. However, there are some disadvantages: A 

honeypot can be used by unethical users to subvert or compromise other systems. In some 

cases, honeypots can be recognised by attackers; expert hackers can use fingerprinting to 

identify them. 

Honeypots can work in different structures, either in a real computer or by mimicking 

a variety of operating systems. These structures can create some risks for a network, but 

may also bring benefits; nonetheless, honeypots should be executed carefully. According 

to Mokube and Adams  [105] , a honeypot should be used in a legitimate and authorised 

way, and some countries and cities have their own rules about performing and using 

honeypots to avoid risks to their networks. There are some general and legal issues that 

should be taken into consideration when using a honeypot, which include privacy and 

liability. 

A honeypot system can be compromised by attackers to attack other systems on the 

same network. This is called an uplink liability. There are some legal issues relating to 

such liability that should be considered; for example, if a compromise occurs, what 
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preventative measures should be taken to prevent uplink liability. Most the honeypot 

problems can be avoided by having the correct implementation and architecture (or 

building) within the network. For instance, experts recommend isolating a honeypot 

system from the production network to reduce risks such as uplink liability [105]. 

Recently, researchers have been focusing on active honeypots rather than passive ones, 

which involve passively waiting for attackers rather than going and searching for them. 

Honeypot technology has one type that is called a client honeypot. 

Active Honeypots (Client Honeypots) 

In recent times, the main goal of intruders has been causing harm to client applications 

(web application) such as web mail and web browsers; in the past, they aimed to subvert 

servers. Accordingly, techniques are required to deal with this issue by determining 

attacker tactics and seizing malicious code to increase security. An active honeypot is one 

way to improve security. It is activated differently from a passive honeypot, which works 

by waiting passively for attack attempts. Joho and Riedl [106] described “an advanced 

honeypot system. In contrary to traditional honeypots that undergo passively all attack 

attempts, active honeypot systems actively react to them” (p.55). 

Architecture of Honeypots 

There is a general architecture for any active honeypot [104]; it involves the following 

three basic parts (see Figure 2.2), which should be considered with caution: 

1) Honeypot server: This is a server that sets up a virtual honeypot(s); it is not an

actual honeypot.

2) Management server: This is the main part of the system structure, as it has the

responsibility for collecting the data from a honeypot. The collected data are then

processed and can be used to determine the quality of the honeypot:

a) Data collection: The management server must gather as much data as possible

about an attacker’s activities.

b) Data processing: This activity provides some information such as the

experience level of the intruder, how many minutes or seconds the attacker

spends on the fake target, and the activity of the attacker and his tools.

c) Reaction evaluation: The data collection and processing steps help to assess

the quality of the system, identify the goal of the attacker and observe the

attacker’s techniques. This might make it possible for researchers to determine

how successfully the system can impede the attacker. Finally, logging this
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information will guide experts in how to upgrade and develop the active 

honeypot. 

3) Database: This holds all types of information, such as the data that have been

gathering from a honeypot or firewall. It works as memory for the honeypot and

thus it is important to save all the collected data in a database. Some examples of

the information that can be gathered in a database are the attack date and time, the

IP address of the source, and any modification that occurs in the file system.

Figure 2.2: Architecture of an active honeypot. 

Types of Honeypot 

This section presents a brief overview of honeypot types and the differences between 

them, with examples of how to use each. For security researchers, the main purpose of 

using honeypots is to extract information about malicious intent from attackers to 

understand their activities by generating a weak configuration for the system. In addition 

to classification as either production or research honeypots, they can be classified based 

on the level of interaction between attackers and the system. 

Each type will be presented in the next sections to achieve a variety of aims based on 

the following aspects: installation and configuration which will determine the time of the 

installation. Then, collection of information which the acquisition process for data is 

based on the level of interaction. Finally, level of risk which is based on the complexity 

of the honeypot. Honeypots can be low interaction, medium interaction or high 

interaction. 
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Low-interaction Honeypots 

This type mimics a client or a real system. It imitates only services that are difficult 

for an attacker to utilise, to avoid having complete access to the honeypot [107]. It 

provides limited communication between the attacker and the honeypot. As a result, it 

collects limited information. A low interaction has a simple structure that makes it easy 

to install because it is not a real operating system. Therefore, it is a kind of program with 

services to store the logs. The level of risk in a low-interaction honeypot is very low. Most 

of low-interaction honeypots can only log the following: time and date of the event, the 

IP address of the source and destination, and the port of the connection for the source and 

destination. There are many low-interaction honeypot software programs, but common 

examples are: 

1) HoneyD: is an open source program created by Niels Provos (a security investigator).

It can be performed on Unix or Linux operating systems and its main purpose is to

discover unauthorised activity within the network. Generally, any attempts coming

through an unused IP address are considered malicious. HoneyD is able to mimic a

variety of operating systems at the same time on a network [107]. It has two

outstanding disadvantages. The main one is that advanced intruders may realise that

they are not in a real operating system because it uses a non-existent address or

unassigned IP address. Also, HoneyD can detect only known attack patterns, because

it uses a signature database.

2) Specter: simulates the IDS, but the design of this software was created to be a

honeypot to gather information and testimony against intruders. This software has

some merits [103], It provides fake information for attackers to access and download,

this information gathers hidden evidence because it makes marks on the computer of

an intruder. Therefore, it tries to gather data about each attacker.

Medium-interaction Honeypots 

These are also called mixed-interactive honeypots [108]. Honeypots considered to be 

medium interactive are a little more complex than low-interaction honeypots, but less 

developed than high-interaction honeypots. An example of a medium-interaction 

honeypot software is: 

• Honeytrap: It is a program that generates network services that are not predefined.

It considered as a medium-interaction honeypot, while Seifert et al. [109] reported

that Honeytrap is a low-interaction honeypot. Known and unknown attacks over a

TCP network can be monitored by Honeytrap.



25 

High-interaction Honeypots 

It can be applied in a physical computer system and used to identify malware; for 

example, worms and viruses. It may be built as a controlled environment that can detect 

attack events [110]. Ma et al.  [111] utilised a high-interaction honeypot to analyse SQLI 

attacks. They found that the honeypot system assessed in analysing the SQLI with 

providing attack graphs. An example of a high-interaction honeypot software is: 

• Capture-HPC: This security system, also known as Honeyclient, can help the

security experts to capture the malware traffic and can find the malicious activities

on compromised system [112].

2.8 Types of Malware 

There are different types, patterns and techniques of attacks that allow hackers to gain 

control over a system or machine and generate increased damage [113]. This section aims 

to provide an overview and definition of attack types including viruses, worms, spyware, 

backdoor, Rootkit, Trojans and adware. Application and operating systems have the 

potential to be affected by malware code, links and script. Malware was described by 

Skoudis and Zeltser [114] as “a set of instructions that run on your computer and make 

your system do something that an attacker wants it to do” (p.2). Once a user’s machine is 

compromised, an attacker can download any kind of malware from the following, as 

explained and classified by Sikorski and Honig [115]. 

A virus is the most common and traditional model of malware and has various patterns. 

Viruses can damage a system at different levels, from changing desktop backgrounds to 

modifying hard drives. They are programs that can attach themselves to files or 

applications and then transfer themselves to other computers, causing subversion of the 

entire network [116], [117]. However, a virus demands the user’s intervention to run in 

the system, which means the user must initiate activation of the infected program. 

Worms are identical to viruses as a malicious code but do not need human interaction. 

A worm can install itself automatically, which makes it more dangerous and more 

difficult to identify [118]. Therefore, worms are still used by attackers because worms 

help them to affect other computers on the same network [119], [120]. 

Spyware includes software or programs formed to gather sensitive data from a user’s 

computer, such as passwords, or to change the computer’s settings and website logins. It 

can also check the user’s browsing activities, such as search keywords and history [121], 

[122]. Spyware can be secretly installed on a user’s system to monitor it. 
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Backdoor malware normally works based on previous method that was done by users, 

such as compromising a system using viruses or worms. It is installed to admit easy access 

in the future or to allow adversaries entry [123]. 

Rootkit is software set up to provide remote access to adversaries, allowing them to 

alter files or applications. It works as a group of tools installed to obtain access for the 

attacker as an administrator [124]. In this way they can manage and control the system 

by avoiding being discovered or visible. Rootkit works at three levels: the application, 

library and kernel levels [125]. 

Trojan works as a ‘trojan horse’, which has a unique way to trick the user into 

downloading or running software that includes malicious code. However, it appears as 

legitimate to make the user activate it [126]. When the victim downloads the software, 

the Trojan will be installed alongside it. 

Adware is short for advertising-supported software, which is any program that 

automatically displays pop up advertisements on the computer’s screen. Usually, it is 

provided to the user free or at a small fee to attract them [127]. Madware is a kind of 

adware malware that is found on Android phones and is used to steal private information 

by spreading ads via the app store such as through Google play [128], [129]. 

2.9 Summary 

This literature review has shown that there are many issues regarding the malware 

behaviour of webpages. The chapter can be summarised into four main sections: 

identification of malware behaviour in webpages; classification of several machine 

learning techniques; feature selection in malware websites; and malware behaviour of 

honeypots. The first section discussed the detection of phishing websites based on URL, 

and several methods used by researchers were outlined. The second section explored 

techniques to classify websites into categories as legitimate, phishy or suspicious. The 

next section identified feature selection in malware websites. Finally, the chapter focused 

on malware behaviour in honeypot data and provided key information about active 

honeypots, types of honeypots and types of malware. The research methodology and 

design for this study are presented in the next chapter. 
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Chapter 3   

Research Methodology and Design 

3.1 Introduction 

Chapter 2 reviewed the substantial literature on identifying malware of webpages, 

classification and machine learning techniques to identify malware behaviour, feature 

selection in malware websites was outlined. Therefore, the honeypot technology was 

described in detail. Malicious activities are a serious threat and demand examination 

[130]. This chapter identifies the research methodology and design to be used in this 

research. The ensemble method used for data analysis is a machine learning technique 

involving multiple classifier systems; that is, ensemble learning uses several models and 

the final model is the most accurate and better predicted [131]. The ensemble method 

with random tree as its base classifier produces one of the best models when data are 

multivariate or has repeated instances [132]. A bagging (bootstrap aggregation) algorithm 

was chosen for this study, it is a machine learning algorithm designed to improve the 

efficiency of classification process. Bagging provides better accuracy because the number 

of splits in the decision tree is 100 which improves the classification rate and to train 

multiple predictors [133]. Bagging can classify binary class, date class, missing values, 

nominal class, numeric class, unary class and empty class. Various techniques can be 

utilised prior to choosing the type of base classifier. In this study, cross-validation and 

percentage split also known as test analysis in WEKA were employed. 

The remainder of this chapter is organised as follows: Section 3.2 presents the research 

methodology adopted, which is classified into five parts: identification of the problem; 

data collection; data description; data pre-processing; and data analysis. Section 3.3 

presents the research design, which consists of four subsections: the honeypot deployment 

method; features in botnet data; features in data; feature selection; malware behaviour 

identification; and prediction of malware attack. The chapter is summarised in Section 

3.4. 

3.2 Research Methodology Adopted 

The research methodology was selected based on the objectives presented in Section 

1.1. The research was conducted using an experimental approach. When data 

classification/feature selection is involved, an experimental phase is required to achieve 
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highest accuracy because different classifiers may produce different accuracy. 

Experimental analysis enables analysis of data, as required by several classifiers—in this 

study, bagging and different base classifiers: decision stump, hoeffding tree, random tree, 

j48, RF and REPTtree. Random tree as a base classifier for bagging was chosen for the 

remainder of the analysis as it achieved better accuracy in experiments. This research 

used a hierarchical process model with five phases, each with a specific task. This 

methodology helped the researcher to follow the steps as required to complete the study. 

The first stage of the methodology involved understanding the problem to achieve the 

study objectives. Data collection required data description. The data pre-processing stage 

prepared the data to train machine learning algorithms. Data analysis was the final stage 

in identifying features. Figure 3.1 summarises the research methodology adopted. 

Figure 3.1: Phases of research methodology adopted. 

Identify the Problem 

The first phase that took place was identifying malware behaviour, which is still a 

research challenge. This problem was outlined in Section 1.1. 

Data Collection 

The existence of a massive amount of internet data with little information regarding 

the expected features of malware means that the identification of malware behaviour is 

not easy. Phishing, botnet and honeypot data were chosen for this study as they provide 
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a description of malware properties such as IP address, URL, email and abnormal URL. 

The second phase executed was the data collection step. Section 3.2.3 explains the 

attributes and number of instances of the three datasets collected for the study, which 

were as follows. 

Phishing data: Phishing data were downloaded from the UCI Machine Learning 

Repository (https://archive.ics.uci.edu/ml/machine-learning-databases/00327/) In this 

dataset, the features that proved to be effective for predicting malware websites were 

studied. 

Botnet data: Botnet data were taken from the UCI Machine Learning Repository 

(https://archive.ics.uci.edu/ml/machine-learning-databases/00442/) to capture network 

traffic patterns. 

Honeypot data: Honeypot data were collected for several months to enable an in-depth 

analysis through application of MHN software; this phase involved a testing scenario to 

make it as real as possible. The detection of traffic, malware activities and the collection 

of data was possible after installing the operating system (Ubuntu 16.04) and software 

(MHN). The data were collected for the study after running the MHN software. 

 Data Description 

The scenarios in the experiments were based on three types of data: 

Phishing data: The number of attributes was 31 and there were 11,055 instances without 

any missing values where the data type was integer (see Figure 3.2 ). For data analysis, 

the Weka tool was utilised [134], it was used to generate an Excel file for the phishing 

dataset to enable examination and analysis using charts. Excel worksheets were utilised 

to graph results. Phishing data contains three types of behaviours: Phishy, suspicious and 

legitimate. Phishy behaviour is an attack designed to steal users’ confidential information, 

it may cause substantial financial harm, phishing websites are those which designed to 

hijack websites and obtain users’ sensitive information [135]. It could be used with a 

high-quality visual deception by the attackers [136]. Suspicious behaviour is an activity 

that may consider as phishy and could has malicious codes and links [137]. It also known 

as a suspicious URL, is one that is not obviously either malicious URL or non-malicious 

URL [138]. A legitimate webpage is a page with clean source code that means it does not 

contain any malicious code in its source code [135].  
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Figure 3.2: Information of phishing dataset. 

Botnet data: The dataset had 115 attributes for each type of attack: 40,395 and 13,111 

instances of benign for Danmini and Ecobee, respectively. Danmini is an anti-hacking 

tool that is similar to a hardware device. As this device is not resistant to being hacked, it 

was necessary to investigate types of malware attack it experiences to identify malware 

behaviour of webpages. If this device is safe, then the computer is safe too. Ecobee is a 

device model similar to Danmini; the device was used with the botnet dataset as well. 

Both Danmini and Ecobee are successors of IoT technology and devices [22]. The data 

type was numeric for Danmini and Ecobee (The arrows in Figure 3.3 and Figure 3.4 

indicate the information of benign feature in Danmini and Ecobee, respectively). In this 

research, gafgyt attacks ‘A type of botnet attacks that was found in Danmini and Ecobee’ 

was studied. It is also known as BASHLITE, an IoT botnet attack that mostly 

compromises Linux servers using brute force attack [139]. 

This study focused only on features based on relevance or accuracy (see Appendix A.1 

and A.2 for more figures of the rest features. Appendix A.1 shows the botnet dataset of 

Danmini and Appendix A2 has the botnet dataset of Ecobee. Both appendices have the 

same types of attacks: Combo, Junk, Scan, TCP, and UDP; all features have the same 

number of attributes with different number of instances based on the number of data that 

were collected. All data are numeric data). Weka (Waikato environment for knowledge 

analysis) software is a data mining tool written in java and used for data analysis to find 
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the accuracy of each feature and summarize them with graphical user interface. Weka 

uses different algorithms to classify data, it is open source for data preprocessing, 

classification and feature selection [140]. The features that were analysed in this study by 

weka: benign that is consider as a non-malicious traffic data [141], it is a normal traffic 

patterns. Combo refers to sending spam data to an email and opening connection time 

[22], junk is sending spam data, scan is to scan the network for any vulnerable data [142], 

TCP and UDP—using the bagging method and random tree as classifier; the classifier 

evaluation options were cross-validation and percentage split that known as test analysis. 

Figure 3.3: Information of benign feature detected in Danmini. 
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Figure 3.4: Information of benign feature detected in Ecobee. 

Honeypot data: The dataset includes several types of attacks, such as IP address, port, 

protocols, usernames, passwords and requested URLs. There were around 80,462 attacks 

for the three types of honeypot sensors used in this research: Snort, Kippo and Glastopf. 

The reason for using Snort as one of the sensors was to collect more malicious 

information, it is the most common IDS to detect attacks. Snort is open source IDS that 

is used to discover and scan if someone is trying to get into your network; then it can log 

the alerts to a database [143]. Kippo was selected as one of the sensors in honeypot to 

identify different and unique data, such as the most used usernames and passwords, this 

was important to evaluate the skill level of attackers by logging their brute force attacks. 

Glastopf is one of the web application honeypot sensors that was deployed via the MHN 

server. It can mimic web vulnerabilities to collect data about attacks that are targeting the 

web server such as SQL injection which considered as ‘unknown’ pattern rather than 

‘SQL’ and this is one of its limitation. It focuses on reguest-urls which the attacker’s 

requirement are, and it can track the attack pattern. Glastopf is open source and it is free 

of cost, it captures data such as source IP address and time of event [144].  

Figure 3.5 presents the payloads report for Snort where the attack’s features found. 

Appendix A.3 provides for additional figures of Kippo and Glastopf including an example 

of payload report of Glastopf events (data) that explains the time of the attack, the pattern, 

the source IP and the request- URL. Also, it illustrates the top 10 passwords, top 10 

usernames and the top 10 attackers that were registered by Kippo). Analysis of the data 

to test the proposed software was based on two types of machines: a physical machine 
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(laptop) and a VM. The Windows 10 (64-bit) operating system was installed on the 

physical machine and the Linux operating system (Ubuntu 16.04) was loaded in the 

Oracle VM VirtualBox. The aim of using a VM was to have a more secure environment 

in the case if the VM is infected. The Ubuntu 14.04 operating system was used to install 

MHN using a cloud web server hosted by Linode from the web address 

https://www.Linode.com/docs/platform/billing-and-support/Linode-beginners-guide/. 

MHN was downloaded from https://github.com/threatstream/mhn.git and was 

controlled remotely using a secure shell (SSH) service. Analysis of malicious activities 

was performed using RStudio to determine the number of occurrences of each feature.  

Excel program was used as well to save data, Table 3.1 illustrates the system set-up. 

 

Table 3.1: Pre-existing condition for this experimental study. 

No Component Type Description 

1 Windows Windows 10 operating system Installed on physical 

machine (HP laptop) 

2 Ubuntu Linux operating system (Ubuntu 

16.04) 

Installed on VM VirtualBox 

3 Ubuntu Linux server (Ubuntu 14.04) Cloud web server node 

hosted by Linode and 

located in Tokyo 

4 MHN Honeypot MHN installed on the web 

server 
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Figure 3.5: Payloads report of Snort.alerts. 

Data Preprocessing 

The data features chosen were those that were most relevant based on the literature 

review; the data of the phishing dataset was changed to 0, 1 and –1 based on Mohammad 

et al. [19]. The authors defined 1 as legitimate, 0 as suspicious and –1 as phishy. Data 

preprocessing was important for choosing suitable features and differentiating malicious 

behaviour. For honeypot and botnet data, preprocessing was not required as there were 

no missing values or outliers. 

Data Analysis 

For data analysis, a very popular machine learning ensemble classifier was employed. 

Bagging as an ensemble was chosen as it mostly performs better than a single classifier, 

bagging ensemble classifier can be utilized to expand the accuracy of classification 

(where two or more classifiers are combined into an ensemble). Random tree was the base 

classifier in bagging based on the high accuracy obtained in comparison with other base 

classifiers with bagging (Table 3.2). In the initial experimental analyses that was done by 

the author using WEKA tool, several base classifiers were employed with the bagging 

ensemble method (one of the meta-algorithms in Weka tools): decision stump, hoeffding 

tree, J48, RF, random tree and REPTree. The empirical analysis showed that of all the 

base classifiers, random tree performed better; thus, random tree was chosen as a base 

classifier for bagging. It was noted that random tree was the best with accuracy of 88.22%, 
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which has more relevant ROC of 0.938 in terms of time in only 0.2 sec. The result of 

ROC near 1 is better (Table 3.2). Bagging is an ensemble technique and its performance 

depends on the base classifier it uses. 10-fold cross-validation was the test option chosen, 

it means that the dataset is divided into 10 parts where one for testing and 9 times for 

training which then produce the classifier for the data. Most of the other test options are 

used if there are lots of datasets as it is evaluated just one time.  

Table 3.2: A comparison of classification algorithms. 

Classifier type Time Accuracy True positive 

False 

positive ROC area 

Decision stump 0.05 73.0167 0.730 0.404 0.757 

Hoeffding tree 0.83 85.9060 0.859 0.190 0.910 

J48 1.08 88.6296 0.886 0.145 0.949 

RF 11.17 88.6024 0.886 0.147 0.949 

Random tree 0.20 88.2225 0.882 0.146 0.938 

REPTree 0.92 87.8697 0.879 0.153 0.946 

Note: ROC, receiver operating characteristic 

3.3 Research Design 

To address the research questions, experimental research was conducted to gather 

evidence, using three datasets: phishing website data; botnet attacks; and honeypot 

attacks. The study collected the first two datasets from the UCI Machine Learning 

Repository, and the third dataset from payloads of honeypot sensors deployed within 

MHN, which were Snort, Kippo and Glastopf. 
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Figure 3.6: Research design phases. 

 

This section provides a brief introduction to the research design, which was divided into 

four main phases. Figure 3.6 shows the phases included to achieve the research goals. 

Each of these processes is described to explain the research design. 

 Honeypot Deployment Method 

This study employed a virtual honeypot that can emulate services or a network and 

was considered a low-interactive honeypot. In the preparation stage, the operating system 

and software characteristics were identified and set up for collecting the data from the 

honeypot. This included the web server setting, virtual machine ware (VMware), and the 

internet connection arrangements to prepare for the next phase, including any required 

software/packages to support the main goal of operating readily during the experiment. 

Some of the experimental settings, including the operating system and the main software 

used (MHN), were open source so were downloaded from the internet. The cloud web 

server (Linux server) hosting from Linode was closed source which required payment for 

the hosting, the hardware components (lab top and its belongings) were sourced locally.  

Figure 3.7 shows the honeypot data collection process. The diagram illustrates that 

Linode web server was accessed remotely using Windows 10, located in New Zealand 
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(Auckland). The VMware software (Virtual Box) was installed in Windows 10; it was 

used to setup the MHN software and the sensors (Snort, Kippo and Glastopf) remotely in 

Linode server. Linode web server had Ubuntu 14.04 to be a platform for MHN and the 

geolocation was in Japan (Tokyo). MHN was setup in Ubuntu 14.04 using VMware. The 

data was collected using MHN’s sensors and it was stored in Linode web server.  

 

 

Figure 3.7: Overview of the honeypot deployment network. 

 

To activate the honeypot (deployment steps), the following commands were required. 

Deploy MHN management server based on Linux command prompt 

MHN server designed to catch malicious attacks. Several Linux commands needed to 

deploy the MHN server on Linux, as shown in  

 

 

 

Table 3.3 (more details are in Appendix A.4; it shows how the MHN was deployed 

using specific commands). 
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Table 3.3: Commands for deploying MHN. 

Command Description 

Sudo apt-get install git To assist in downloading the required 

program from the internet 

Cd /opt To move to option directory in the system 

Sudo git clone 

https://github.com/threatstream/mhn.git 

To generate a local copy of the required 

code to install program 

Cd./mhn/ To change the directory to MHN folder 

After installation of the MHN, the ‘ifconfig’ command was employed to find the public 

IP address generated by Linode for the web server. Once the IP address was copied and 

pasted into the search engine (Google chrome), the MHN webpage appeared. An email 

address and password were required to be entered and these were used during the 

configuration step to view the MHN GUI (graphical user interface). 

Deploy sensors 

One of the main icons of the MHN GUI, called ‘deploy’, was utilised to deploy the 

honeypots (sensors such as Snort, Kippo and Glastopf) by using special command offered 

in this icon for each sensor, as shown in Table 3.4. The malicious behaviour and traffic 

studied were taken from the honeypot’s payloads. 
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Table 3.4: Information of the sensors (Honeypots) used in MHN. 

Sensors Description Deployment command 

Snort An IDS to detect attacks Wget 

“http://139.162.127.134/api/script/?te

xt=true&script_id=3” -O deploy.sh 

&& sudo bash deploy.sh 

http://139.162.127.134 nT6KfpXr 

Kippo A medium-interaction SSH 

honeypot to detect brute force 

attacks 

Wget 

“http://139.162.127.134/api/script/?te

xt=true&script_id=7” -O deploy.sh 

&& sudo bash deploy.sh 

http://139.162.127.134 nT6KfpXr 

Glastopf A web server honeypot wget 

“http://139.162.127.134/api/script/?te

xt=true&script_id=8” -O deploy.sh 

&& sudo bash deploy.sh 

http://139.162.127.134 nT6KfpXr 

Feature Selection 

The common properties or common nature of features in the three datasets were chosen 

to validate the results. Detailed explanations of other classification and relevance criteria 

with empirical results are provided in Section 4.3.  

Features in Phishing Data 

The ensemble method with random tree as a base classifier was utilised to classify 

features as legitimate, phishy or suspicious. The features were classified according the 

number of occurrences and their relevance. For example, the feature ‘having IP address’ 

was selected by bagging (random tree) based on its relevance and maximum number of 

occurrences of 8,000; while 3,793 occurrences were considered phishy. The other 

relevant features based on the accuracy and relevance are IP, port, request URL, Google 

index, submitting to email, web traffic, page rank, HTTPS (hypertext transfer protocol 

secure) token, abnormal URL, pop up window and links pointing to page. 

Features in Botnet data 

The features chosen for the botnet data were benign, combo, scan, junk, TCP and UDP. 

The relevant features based on accuracy and relevance. 
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Features in Honeypot data  

    The feature selection consisted of IP address, port, usernames, passwords, requested 

URLs, TCP, UDP and internet control message protocol (ICMP). 

 Malware Behaviour Identification 

The analysis proposed in Section 4.3.3 shows that the most malware attacks occurred 

between October 2017 and February 2018; the attack period identified was similar to that 

of the McAfee threat map by month. The study shows the virus threat map created by 

McAfee Antivirus software in 2017 [16]. They found that attackers contacted an IP 

address or domain that was used to host a malicious document. These attacks were based 

on IP. Another report from the McAfee lab shows that malware attacks via spam were 

high during the last quartile (Q4: October, November and December) of 2017 and the first 

quartile of 2018 (Q1: January, February and March). The source of McAfee data are 

McAfee spam traps, crawlers and customer submissions  [16]. The study confirms that 

the attacks were mostly from October 2017 to February 2018, as identified in the current 

study (Section 4.3.3). 

The above discussion and the findings in the next chapter show that studying the 

behaviour of malware is crucial. The features selected and the time frame to collect 

honeypot data for this study are in line with the McAfee virus threat map. Thus, 

predictions about malware are required to ensure future safe webpages. 

 Predicting Malware Attacks 

There are several ways to predict the behaviour of malware, including examination of 

previous malware data (generated from honeypot infrastructure). Assessing the 

legitimacy of IP, port, request URL, Google index, email, web traffic, pop up window, 

links, page rank, HTTPS token, abnormal URL, combo, junk, scan, TCP, UDP, ICMP, 

password and username can provide a better idea of how malware behaves and what areas 

are targeted in a malware attack. Further details and experimental results are provided in 

the next chapter. 

3.4 Summary 

This chapter presented the research methodology and design. The methodology 

includes identifying the problem, data collection, data description, data preprocessing and 

data analysis. The research design includes several phases: honeypot deployment, feature 

selection, malware behaviour identification and prediction of malware attack. The 

methodology involves three datasets to investigate the problem identified in this research. 
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The first dataset contains phishing data, which were identified and described in detail, 

and illustrated with figures. The second dataset contains botnet data, which were 

discussed based on two different devices (Danmini and Ecobee). The phishing and botnet 

data were downloaded from the UCI Machine Learning Repository and analysed using 

the chosen ensemble method with bagging (bootstrap aggregation) algorithm. In regard 

to the third dataset, set-up settings for MHN were highlighted. The main research findings 

and analysis are presented in Chapter 4. 
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Chapter 4   

Research Findings and Analysis 

4.1 Introduction 

In Chapter 3, the research methodology and design were discussed in detail. A primary 

objective of this thesis is to identify key features identifying malware behaviour. With the 

growing popularity of attacking techniques, it is important to study malicious behaviour 

on webpages for their different features. The research question considered in this chapter 

is: What research can be done to identify and analyse malicious webpage behaviour? In 

particular, how can we recognize malware behaviour through the feature selection method 

being performed by attackers, based on their behaviours and activities? These questions 

are evaluated by comparing three datasets. How can we predict malware attacks using 

information from the datasets? This question is evaluated by analysing the datasets of 

Phising and Botnet using WEKA software. 

Classification was employed to assign each data set to one of the predefined classes; 

classification helps to find related features/attributes in data. Attribute or feature selection 

is necessary to recognize the malware behaviour of webpages. Attributes were selected 

here to identify malware features and develop an understanding of malware behaviour. A 

study using three datasets was undertaken to achieve the main objective of this research. 

Two datasets were selected from the UCI Machine Learning Repository and labelled as 

phishing websites and detection of IoT botnet attacks (N BaIoT). The third was a 

honeypot dataset. Experimental details and an introduction to the empirical results are 

provided in Sections 4.2 and 4.3, respectively. The phishing dataset is presented in 

Section 4.3.1. Section 4.3.2 contains details of the botnet dataset, and the honeypot dataset 

is outlined in Section 4.3.3. Finally, the chapter contents are summarised in Section 4.4. 

4.2 Experimental Details 

In this empirical study, phishing, botnet and honeypot datasets were used for 

performance evaluation to predict attacks from phishing and botnet data. This study 

employed a bagging ensemble classifier (where two or more classifiers are combined into 

an ensemble). As random tree performed better, random tree was used as a base classifier 

in the ensemble. Table 4.1 illustrates the results for bagging with different base classifiers. 

In the initial experimental analyses, several base classifiers were employed with the 
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bagging ensemble method (one of the meta-algorithms in Weka tools): decision stump, 

hoeffding tree, J48, RF, random tree and REPTree. The empirical analysis showed that 

of all the base classifiers, random tree performed better; thus, random tree was chosen as 

a base classifier for bagging. It was noted that random tree was the best with accuracy of 

88.22%, which has more relevant ROC of 0.938 in terms of time in only 0.2 sec (The 

result of ROC near 1 is better). Bagging is an ensemble technique and its performance 

depends on the base classifier it uses. 

 

Table 4.1: Bagging algorithm (Random tree). 

Classifier type Time Accuracy True positive 

False 

positive ROC area 

Decision stump 0.05 73.0167 0.730 0.404 0.757 

Hoeffding tree 0.83 85.9060 0.859 0.190 0.910 

J48 1.08 88.6296 0.886 0.145 0.949 

RF 11.17 88.6024 0.886 0.147 0.949 

Random tree 0.20 88.2225 0.882 0.146 0.938 

REPTree 0.92 87.8697 0.879 0.153 0.946 

 

 

Table 4.2 summarises the three datasets used in the study. Both 10-fold cross-

validation and test (66% training data; the rest 34% of the data were test data) analysis 

show that the percentage of attacks in phishing data and botnet data were more than 89% 

average, and the total datasets contained less than 680,786 attacks. The honeypot 

infrastructure registered the number of malware hits; honeypot infrastructure was used as 

a test bed server; the number of attacks was 35% when the total data were not more than 

80,462. 
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Table 4.2: Datasets used in this study. 

Dataset source 1 

Phishing websites (UCI) Percentage of attacks 

(10-fold cross-

validation) 

Percentage of 

attacks (test) 

Training dataset (Bagging) 97% 96% 

Dataset source 2 

Detection of IoT botnet attacks N BaIoT 

(UCI) 

Percentage of attacks 

(10-fold cross-

validation) 

Percentage of 

attacks (test) 

Gafgyt attacks Danmini (bagging) 86% 88% 

Gafgyt attacks Ecobee (bagging) 89% 83% 

Dataset source 3 

Honeypot Percentage of 

attacks 

Snort (IDS) 25% 

74% 

6% 

Average 

35% 

 

Kippo (used to find the brute force attacks) 

Glastopf (web application honeypot sensor) 

 

4.3 Experimental Results 

Three experimental results of datasets were described in this section. They are stated 

as following: Section 4.3.1 presented malware behaviour in phishing dataset; Section 

4.3.2 illustrated malware behaviour in botnet dataset; and malware behaviour in honeypot 

datasets is shown in Section 4.3.3. 

 Malware Behaviour in the Phishing Dataset 

Table 4.3 lists the 11 features that were examined to study the malware behaviour of 

phishing websites; these features assist in discovering phishing websites. The total 

number of attributes (features) relating to the phishing dataset was 31; in the current study 

only 11 features were selected based on [19], [20], [21]. Bagging (random tree) was used 

to compare the relevance of malware behaviour in terms of accuracy, between the three 

datasets. These features were chosen to distinguish websites as ‘phishy’, ‘suspicious or 

‘legitimate’ based on Mohammad et al. [20]. If a result was returned as 1, 0 or –1, the 

website was labelled as legitimate, suspicious or phishy, respectively. 
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Table 4.3: Features examined in the phishing dataset. 

Description Feature 

Having IP address 1 

Port 2 

Request URL 3 

Google index 4 

Submitting to email 5 

Web traffic 6 

Page rank 7 

HTTPS token 8 

Abnormal URL 9 

Pop up window 10 

Links pointing to page 11 

Having IP address 

Figure 4.1 depicts the nature of IP addresses based on the URL: if the IP address exists 

in the URL instead of the domain name, this typically means there has been an attempt to 

hijack or steal personal information; otherwise the webpage would be considered 

legitimate. In the phishing dataset, the results show that the number of URLs that did not 

have an IP address or it was masked, was 7,262 among the total behaviours considered 

legitimate as they returned 1 (see second paragraph above, this section). Only 3,793 URLs 

had an IP address and were classified as phishy, returning –1 as a result. 

Figure 4.1: Number of occurrences of different behaviours for IP address feature in 

phishing dataset. 
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Port 

Similar to the previous analysis, the number of malicious attacks through legitimate 

port browsing was 9,553 but there was still 1,502 phishy behaviour (see Figure 4.2). In 

this case, if a port is compromised, all hosted IPs are affected, if the IP address is affected 

then only specific webpages associated with that IP are affected, while the port remains 

safe. Malicious attacks on port are less common compared to IP address manipulation.  

 

 

Figure 4.2: Number of occurrences of different behaviours for port feature in phishing 

dataset. 
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Request URL 

Based on the previous two analyses, it may be concluded that malware occurrence 

through ports is relatively infrequent (1,502 times) while ‘request URL’ has a strong 

influence on malware behaviour, representing more than 40% of 11,055 web hits. In this 

study’s experiments, the results classified 6,560 URLs as legitimate and 4,495 as phishy 

as shown in Figure 4.3. 

 

 

Figure 4.3: Number of occurrences of different behaviours for request URL feature in 

phishing dataset. 
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Figure 4.4: Number of occurrences of different behaviours for Google index feature in 

phishing dataset. 

 

Submitting to email 

Malicious behaviour using the feature ‘submitting to email’ led to more legitimate 

results (9,041) than phishy (2,014) (total number of hits, 11,055; see Figure 4.5). 

Compared with other features such as having IP address and request URL, the number of 

phishy sites was lower, but it was higher than malicious attacks through ports. 

 

 

Figure 4.5: Number of occurrences of different behaviours for submitting to email 

feature in phishing dataset. 
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Web traffic 

Based on the analytical results for web traffic, the nature of this feature is based on the 

number of visitors to webpage. In the phishing dataset, the number of webpages with 

malicious traffic was less than the number of legitimate webpages. The interesting finding 

in this feature was that suspicious never indicates whether it is legitimate or phishy. 

However, from this feature the number of legitimate webpages for browsing was only 

50% of the total number of hits (11,055), which provides a clue that malicious behaviour 

may be closely related to web traffic, as presented in Figure 4.6. 

Figure 4.6: Number of occurrences of different behaviours for web traffic feature in 

phishing dataset. 
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Figure 4.7: Number of occurrences of different behaviours for page rank feature in 

phishing dataset. 

HTTPS token 

Similar to previous results, HTTPS token resulted in very similar rates (almost 9,200) 

as legitimate webpages of features such as port, Google index and submitting to email. 

Turning to phishy results, these numbered 1,795, as illustrated in Figure 4.8. 

Figure 4.8: Number of occurrences of different behaviours for HTTPS token feature in 

phishing dataset. 
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Figure 4.9, the number of abnormal URL that were legitimate was 9,426, which is one of 

the features that has high number of occurrence compared to some previous features; thus 

this is a strange result that requires further study. Only 1,629 hits were phishy, which also 

needs further investigation; however, his study was limited to identifying the malware 

behaviour of webpages. 

Figure 4.9: Number of occurrences of different behaviours for abnormal URL feature 

in phishing dataset. 
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Figure 4.10: Number of occurrences of different behaviours for pop up window feature 

in phishing dataset. 

 

Links pointing to page 

This feature refers to links pointing to a specific URL (i.e., page or subpage). Figure 

4.11 shows that 4,351 webpages were classified as legitimate and only 548 as phishy, 

which was the lowest rate among all features. However, suspicious webpages recorded 
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Figure 4.11: Number of occurrences of different behaviours for links pointing to page 

feature in phishing dataset. 
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Malware Behaviour in the Botnet Dataset 

The second experiment involved findings for malware behaviour in regard to botnet 

attacks (Gafgyt attacks) from datasets from Danmini and Ecobee (see Section 3.2.3 for 

more information about Danmini, Ecobee and Gafgyt). Table 4.4 lists six features that 

were examined with regard to malware behaviour in botnets, based on Meidan et al. [22]. 

The total number of attributes in each feature was 115. The Weka tool was utilised to 

determine the accuracy of each feature using bagging with random tree, where random 

tree worked as a base classifier for bagging. 

Table 4.4: Features examined in the botnet dataset. 

Description Feature 

Benign traffic 1 

Combo 2 

Junk 3 

Scan 4 

TCP 5 

UDP 6 

Gafgyt attacks in Danmini (10-fold cross-validation analysis) 

Figure 4.12 shows that the scan feature had the highest number of occurrences 

(99.23%) compared with other features, it is slightly more than combo and junk, which 

had 98.75% and 98.14%, respectively. Malware occurrence through benign was less than 

scan feature with a difference of around 2%. With regard to the TCP feature, it was less 

than benign with almost 77%. UDP was much lower than all the other features, with only 

around 45%. 
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Figure 4.12: Cross validation analysis of gafgyt attacks in Danmini. 

Gafgyt attacks in Ecobee (10-fold cross-validation analysis) 
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Ecobee was higher than that in Danmini, at around 89%. UDP remained the lowest rate, 

as seen in Danmini. 

Figure 4.13: Cross validation analysis of gafgyt attacks in Ecobee. 
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a slight difference of only 0.01%. With regard to the TCP feature, it was less frequent 

than junk with around 80%. UDP was much less frequent than all previous features, with 

only around 58%. 

 

 

Figure 4.14: Test analysis of gafgyt attacks in Danmini. 
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Figure 4.15: Test analysis of gafgyt attacks in Ecobee. 

Based on the previous analysis, cross-validation and test provided similar results with 

test being lower for all features with the exception of scan, which had a slightly higher 

value than cross-validation (see Figure 4.16). Since the difference was less than 1% the 

scan feature remained an important feature to identify malware behaviour. 

Figure 4.16: The accuracy of scan feature in two types of analysis ‘cross-validation and 

test’. 
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Comparison of features between Danmini and Ecobee with test analysis 

1. Benign

Figure 4.17 depicts the number of benign occurrences in Danmini and Ecobee; 97.08%

were registered from Danmini but Ecobee experienced more, with 98.36%. 

Figure 4.17: Number of occurrences of benign feature in Danmini and Ecobee. 

2. Combo

Figure 4.18 shows that combo had a higher number of occurrences than the benign

feature. The rate of attacks in Ecobee was slightly (by 0.23%) lower than that in Danmini. 

Figure 4.18: Number of occurrences of combo feature in Danmini and Ecobee. 
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3. Junk 

Similar to the previous analysis of malicious attack in benign, the number of 

occurrences in Danmini was less than that Ecobee, with a difference of around 4% (Figure 

4.19). In short, malicious attacks on Danmini (junk) were less common than on Danmini 

(benign) as shown in Figure 4.17. 

 

 

Figure 4.19: Number of occurrences of junk feature in Danmini and Ecobee. 
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Figure 4.20: Number of occurrences of scan feature in Danmini and Ecobee. 
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5. TCP 

Figure 4.21 shows that the TCP rate in Ecobee was less than that in Danmini with a 

difference of around 13%. Compared with the previous fives features, TCP had few 

occurrences. 

 

 

Figure 4.21: Number of occurrences of TCP feature in Danmini and Ecobee. 
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Figure 4.22: Number of occurrences of UDP feature in Danmini and Ecobee. 
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Malware Behaviour in the Honeypot Dataset 

The third experiment examined malware behaviour in the honeypot dataset. This 

section presents findings from three honeypot sensors: Snort, Kippo and Glastopf. The 

section is divided into three primary sections: Snort.alerts, Kippo and Glastopf.events. 

The web server geolocation was in Japan (Tokyo), and operated for a period of several 

months from 17 October 2017 to 29 February 2018 from New Zealand (the study 

location). Throughout this period the server derived around 80,462 hits of malware 

activities, the features as shown in Table 4.5. The features IP, port, and URL shared with 

those in phishing dataset (Table 4.2). 

Table 4.5: Features detected in honeypot data. 

Description Feature 

IP address 1 

Port 2 

ICMP 3 

TCP 4 

UDP 

Password 

Username 

Request URLs 

5 

6 

7 

8 

The following three sections present results from the analysis of data received from 

each honeypot sensor used in this study. The datasets are identified in detail, either in 

graphs or tables, to illustrate malicious activities and assist in addressing the study 

questions. 

a) Snort.Alert

This section examines the most attacked ports and protocols. The samples from Snort

were taken from 17 October 2017 to 25 February 2018 (Table 4.6) as McAfee identified 

that attacks were more frequent during October– February. 
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Table 4.6: The days on which samples were taken during the main period. 

Days Months Years 

17, 18, 19 October 2017 

1, 2, 3, 4, 5 November 2017 

11 December 2017 

15 January 2018 

23, 24 February 2018 

 

Port 

The pie charts in Figure 4.23 shows the numbers of attacks received by ports between 

October 2017 to February 2018. At the beginning of the period, port 5060 which is for 

SIP traffic was the most significant port receiving attacks; it was the dominant port 

targeted by attackers in each of October 2017 and February 2018. It is obvious that some 

attackers aimed to build a communication session between the attacker device and the 

vulnerable server using the session initiation protocol (SIP) protocol to exchange data. In 

contrast, from November 2017 to January 2018, port 1433 was the largest segment and 

the lowest segment was made by other ports and services. 
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Figure 4.23: Number of attacks of the most attacked ports. 

Port 5060 accounted for 144 attacks in October 2017, but the number was lower (99 

hits) in November 2017. The number of attacks decreased further to 94 hits in December 

2017, but in February 2018, it increased significantly to (230 attacks). For port 1433, 

attacks began with 58 hits in October 2017, which was followed by a clear increasing 

trend, to 101 hits in November 2017. The number of attacks on this port then decreased 

to 17 and 9 attacks in December 2017 and January 2018, respectively. At the end of the 

sampling period, February 2018, the number of attacks had again increased, to 66 hits for 

the month. When attackers used port 1433, it meant that they wanted to obtain privileges 

to access the SQL server by sending a request to TCP port 1433. 
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Ports 23 and 22 should be highlighted as two of the ports exploited by hackers. Port 

23 was used by attackers for remote access for the purposes of secret espionage or to 

damage the system. It was targeted 20 times in October 2017, but target rates declined 

over the subsequent three months (2 hits in total) and then increased again to 2 hits in 

February 2018. 

Another result of note was in relation to port 22, which is used for remote login; also, 

some Trojans use this port if there is any vulnerability. This means that hackers might 

exploit this vulnerability by using a special command through the SSH command line 

interface to gain unauthorised login to the system. In October 2017, port 22 received 41 

attacks; this figure rose to 53 attacks in November 2017. It is apparent from the pie charts 

that attacks reduced significantly to 2 hits and 1 hit, in December 2017 and January 2018, 

respectively. At the end of the period, in February 2018, the number of attacks rose to 22 

hits for the month. 

In summary, the results from Figure 4.23 show that all the ports discussed in this 

section experienced a decrease in number of attacks in December 2017 and January 2018 

by 50, 84, 18, 51 hits, in ports 5060, 1433, 23, 22, respectively. The number of attacks 

then rose again in February 2018. 

 

Protocol 

The bar graph inFigure 4.24 illustrates the attack rates for three protocols (TCP, UDP 

and ICMP) between October 2017 and February 2018. The attack rates on the TCP 

showed a steady but significant rise over the period from October 2017 to November 

2017, while the number of attacks on UDP experienced a downward trend from October 

2017 to December 2017. There was no evidence for ICMP attack throughout the period, 

except in November 2017. The TCP experienced a reducing in the number of attacks by 

256 and 270 hits in December 2017 and January 2018, respectively. The UDP also 

experienced a reduction in the number of attacks by 110 and 109 hits in December 2017 

and January 2018, respectively; it then experienced an increased trend in February 2018. 

In October 2017, the number of attacks on the TCP and UDP were 257 and 172, 

respectively. The TCP attack rate increased to 303 hits during November 2017, but the 

UDP rate decreased to 114 hits in that month. Both December 2017 and January 2018 

experienced a sharp decrease down to 33 hits for the TCP and 5 hits for the UDP. At the 

end of the period, the TCP and UDP rates showed a gradual increase and reached 185 hits 

and 234 hits, respectively. Figure 4.24 provides limited information about ICMP, this 

ICMP protocol registered only 12 hits, and that was in November 2017. 
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Figure 4.24: Number of attacks by month in three types of protocols. 

b) Kippo 

This section examines the top passwords, usernames, and it was used to study the 

behaviour of the top attackers. 
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login to a victim’s machine by using the brute force method. This technique works by 

using a random group of passwords. Usually, this approach can achieve access if system 

administrators use default or weak passwords. The most used (660 attempts) password 

attempt was ‘123456’, while the least used was ‘qwerty’, with 164 attempts. 

 

 

Figure 4.25: Number of attacks in top 10 passwords used by attackers. 
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Top usernames 

Figure 4.26 provides a summary of the top 10 usernames employed by adversaries 

attempting to gain access to a vulnerable server. The most substantial rate (3000 times) 

of username attempts was for ‘root’, while ‘test’ had the lowest rate (102 attempts). 

Figure 4.26: Number of attacks in top 10 usernames used by attackers. 
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This section shows that Kippo did a good job of revealing brute force attacks by 

attackers and reporting hacking attempts. Figure 4.27 shows that the most common 

combination of usernames/passwords used by attackers was ‘admin: admin’, which was 

employed 99 times. The combination ‘admin:1111’, ‘root:1234’ and ‘admin:1234’, were 

used in only 63 attempts by attackers. 
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Figure 4.27: Number of attacks in top 10 usernames/passwords. 

Top attackers 

Table 4.7 shows the top 10 attacker IP addresses detected by the Kippo honeypot, and 
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November 2017. This section covers only the top attackers, who targeted Port 80: protocol 

http with their activities. 

• IP: 45.77.149.77

This attacker used 181 dynamic/private ports chosen from the port number of 32,918

to 60,968. The attacker used different request URLs and the attacks occurred on Sunday 

12 November 2017 at 22:06. Examples of URLs that were requested and used by the 

hacker are: 

/server-status 

/favicon.ico 

/path.php~ 

/index2.php.~1~ 

/Nmap/folder/check1510477545 

/HNAP1 

/robots.txt 

• IP: 94.177.237.15

This attacker used 13 dynamic/private ports selected from 52,868 to 54,159. The

attacker utilised a variety of request URLs. The attacks were carried out on Wednesday 

15 November 2017 at 14:46. A few of the URLs that were requested and used by the 

hacker are: 

/SQLite/main.php 

/SQLiteManager/main.php 

/agSearch/SQlite/main.php 

/SQLiteManager-1.2.4/main.php 

• IP: 121.130.202.67

This assaulter used eight dynamic/private ports selected from 47,788 to 48,427.

The assaulter utilised difference of request URLs. The attacks occurred on Tuesday 14 

November 2017 at 23:38. Several URLs were requested and utilised by the hacker, 

including: 

/shell?echo+jaws+123456;cat+/proc/cpuinfo 

/cgi-bin/user/Config.cgi?.cab&action=get&category=Account.* 

/apply.cgi 

/board.cgi?cmd=cat%20/etc/passwd 

/upgrade_handle.php?cmd=writeuploaddir&uploaddir=%27;echo+nuuo+123456;%2 

/system.ini?loginuse&loginpas 
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• IP: 211.110.139.158 

This attacker used eight dynamic/private ports selected from 43,928 to 45,434. 

The assaulter utilised eight request URLs, on Sunday 12 November 2017 at 

07:57. Examples of incoming URLs utilised by the hacker are: 

/test.php 

/phpinfo.php 

/u.php?act=phpinfo 

/info.php 

/dashboard/phpinfo.php 

/config.php 

• IP: 77.81.229.93 

This aggressor used six dynamic/private ports chosen from 37,964 to 39,408. The 

attacker utilised different request URLs, on Monday 13 November 2017 at 12:27, 

including: 

/MyAdmin/scripts/setup.php 

/muieblackcat 

/myadmin/scripts/setup.php 

/pma/scripts/setup.php 

4.4 Summary 

This chapter presented information on the findings from research focused on three 

types of datasets namely phishing, botnet and honeypot. The findings were obtained by 

utilising classification methods presented in this chapter. Based on the empirical study, 

bagging with random tree is a better classifier as it produces higher accuracy with less 

error. This study identified different features related to malware attack, including IP, port, 

protocol, URLs and web traffic, which were analysed based on their occurrence. Phishing 

data malware accuracy was 96% (11,055 occurrences); for botnet, accuracy was 85% 

(680,786 occurrences); while for honeypot it was only 35%. Although malware attack in 

the honeypot data appears less common, in fact it was higher based on the number of 

occurrences (80,462). To acquire honeypot data, MHN architecture and three sensors 

were applied. Phishing identified malware behaviour as legitimate, suspicious or phishy. 

Overall, the number of attacks on phishing data were higher. The URL was the most 

vulnerable feature during malware attack. A discussion of the findings and comparisons 

drawing on the analysis and research findings are presented in Chapter 5. 
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Chapter 5   

Discussion and Comparative Study 

 

5.1 Introduction 

In Chapter 4, analysis was conducted on three datasets: phishing, botnet and honeypot. 

A variety of features were analysed, including IP, port, TCP, UDP, junk, combo, benign, 

passwords, usernames, Google index, email, web traffic, pop up window, page rank, 

HTTPS token, abnormal URL and request URL. This chapter discusses the analysis and 

research findings presented in Chapter 4 and is divided into four main sections: The 

malware behaviour in the phishing dataset is discussed in 5.1.1; the malware behaviour 

in the botnet dataset and honeypot data are presented in Sections 5.1.2 and 5.1.3, 

respectively. The last section (Section 5.1.4) compares features among the three datasets. 

The chapter ends with a summary in Section 5.2. 

 Malware Behaviour in the Phishing Dataset 

This study focused on legitimate, suspicious and phishy characteristics as the 

behaviour of malware in website which are categorized into these three. Therefore, 

another interesting finding in Chapter 4 was the identification of the features in the data 

sets that are influential in malware behaviour. Error! Reference source not found. 

summarises important information about Google index (higher rank in google search). 

Having real-life experience of using McAfee web adviser [145], it is already in Google 

index and consequently it is legitimate and safe to browse, as Google is the overwhelming 

leader in the world [146].  

 

Many website rankings or page ranks, for example, Alexa, are very high because of 

their content and browsing frequency [147], [148]. Every website has a ranking and it is 

based on the search term and keywords that is mostly used by SEO (search engine 

optimisation). Also, the content that attracts more users will make the site with top page 

rank. Websites that have prohibited videos organised or hidden very well and more 

visitors are given very high page ranks. In fact, such sites have more malware content 

than others. In the phishing dataset the number of occurrences of phishy behaviour that 

detected for page rank feature was 8,201, which was around 74% accuracy (see Appendix 

B.1 for calculation). Thus, the findings from this research include that more phishy 
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behaviour may be identified in websites that with high page ranks. In summary, Google 

indexed websites are safer to browse, as only 1,539 (13%) were associated with phishy 

behaviour, out of 11,055 which is the total number of phishing data.  

 

 

Figure 5.1: Number of occurrences in Google index and page rank features. 

  

Figure 5.2 shows that all features recorded high rates in regard to legitimate webpages, 

but phishy webpages had higher page ranks than legitimate ones. Figure 5.2 shows the 

selected features from the phishing dataset. The results in Figure 5.2 suggest that having 

an IP address, an average amount of web traffic and a high page rank (randomly selected 

features) are not reliable key features to consider a website legitimate, which is in line 

with the findings in Error! Reference source not found.. When the Google index is 

high, that means sites are reliable in average as only 1,539 times phishy (13%) are 

detected out of 11,055 while average of phishy behaviour is nearly 43% (see Appendix 

B.2 for calculation) when combining the features having IP address, request URL, web 

traffic and page rank. Not all features in the phishing dataset provided information about 

suspiciousness. However, suspiciousness was noted in the following features: web traffic 

(23%) and links pointing to page (55%). The number of suspicious behaviours in web 

traffic was 2,569 and 6,156 in links pointing to page. 

The findings of this study are valid as a prohibited website has a valid IP, high page 

ranking, many request URL, and links pointing to that site without very high Google 

indexed. However, Google is still on the top rank because of search engine optimisation 

(SEO) tools and techniques [149]. The main objective of SEO is to attract people to 
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specific and required site with good and attracted contents; so more visitors to the site 

lead to more google notices, then lead to a higher rank in google index [146]. In addition, 

a prohibited site mostly contains various links to point to similar type of pages that may 

be phishy. 



7
2
 

Figure 5.2: Number of occurrences of all features with comparison of legitimate, phishy and suspicious. 
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Figure 5.3 clearly shows that considering a website is reliable based on page ranking 

is not advisable because highly ranked websites had the highest occurrence of phishy 

behaviour in the dataset (8,201 hits). Another interesting point to note is that having an 

IP address does not guarantee that a website is reliable because the frequency of phishy 

behaviour was almost 34% accuracy (3,793 /11,055). Therefore, Links pointing to a 

website may not be valid, as they were phishy in around 5% accuracy (548 /11055) and 

were not free from being suspicious in 55% accuracy (6156 /11055), as shown in Figure 

5.2. 

 

 

Figure 5.3: Number of occurrences for phishy behaviour of all features. 
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example, some virus removal tools, driver finders and driver boosters are known to be 

adware. Thus, the scan feature had 99.23% accuracy in Danmini. The occurrence of 

combo was 98.75% accuracy, the second most common feature in Danmini. Similar 

trends were noted for Ecobee, with little difference. 

 

 

Figure 5.4: Number of occurrences in Danmini and Ecobee. 
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Figure 5.5: Number of occurrences in Danmini and Ecobee with test analysis. 
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Figure 5.6: Number of occurrences in Danmini and Ecobee for cross validation and test 

analysis. 

Malware Behaviour in the Honeypot Dataset 

All the datasets describe that malware behaviour is closely influenced by type of IP, 
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a closed platform in Linode server, which has been configured with MHN software to 

create the honeypot platform, the IP results in honeypot data was based on Kippo analysis.  

 

 

Figure 5.7: Number of occurrences of IP address feature in phishing and honeypot 

datasets. 
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snort analysis 

 

 

Figure 5.8: Number of occurrences of port feature in phishing and honeypot datasets. 
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URL feature in phishing and honeypot datasets 

Figure 5.9 illustrates a similar pattern to Figure 5.7. It is noticeable that an IP address 

would normally be with an URL address. However, a single IP may have a different URL 

based on domain and subdomain characteristics. Thus, attacks on URL in the phishing 

dataset were more comment than in the honeypot dataset. 

 

 

Figure 5.9: Number of occurrences of URL feature in phishing and honeypot datasets. 
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B.3 for calculation). Thus, the feature ‘email’ is very important to identify the behaviour 

of malware. 

 

 

Figure 5.10: Number of occurrences of email feature in phishing and botnet datasets. 
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Figure 5.11: Number of occurrences of TCP feature in honeypot and botnet datasets. 
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UDP feature in honeypot and botnet datasets 

UDP has a similar pattern of relevance to TCP. However, the average occurrence of 

UDP was less than the average occurrence of TCP in both the honeypot and botnet (test 

analysis) datasets. The average occurrence of TCP was 51.50% (see Figure 5.11) and the 

average UDP occurrence was 34.02% (Figure 5.12; see Appendix B.5 for calculation). 

 

 

Figure 5.12: Number of occurrences of UDP feature in honeypot and botnet datasets. 
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Chapter 6   

Conclusion and Future Work 

This study focused on the malware behaviour of webpages. The main motivation for 

this thesis was the growing demand for information on feature selection in malware data 

to identify malware behaviour. The purpose of this study was to learn about and analyse 

the features that affect webpages. The conclusions mainly stem from Chapter 4, where 

the research findings and analysis are presented, and Chapter 5, where the results are 

discussed. The problem addressed in this research was outlined in Chapter 1. The current 

chapter presents recommendations that could be undertaken for future research. The 

analysis in this study was based on three datasets: phishing, botnet, honeypot. The first 

two were raw data gathered by UCI Machine Learning Repository and were analysed 

using Weka program. To achieve the aims of this study a number of objectives were 

outlined: 

• Identify malware behaviour through feature selection.

• Determine influential features that have been targeted by attackers.

• Generate similarities between the properties of malicious webpages to identify

the common target of exploitation.

• Predict malware vulnerability of specific features.

This research was designed to study malware behaviour on webpages. The ensemble 

method was used for data analysis in combination with the random tree as a classifier 

model. Several benefits were obtained by employing this combination. In this research, 

bagging (bootstrap aggregation) algorithm was selected for use. The study estimated and 

compared selected features—IP, port, URL, email, TCP, UDP—from the three datasets 

used in this thesis and these comparisons provided interesting, and useful results to 

identify malware behaviour. 

Chapter 1 introduced the main objectives in line with problem statement and research. 

The flow of the thesis with the key contributions of the study was discussed. In Chapter 

2, the literature relating to the research area was reviewed to provide a clear understanding 

to the research study. Types of malware and categories of honeypot were also outlined in 

detail. In Chapter 3, the research methodology and design were explained and evaluated. 

Several steps were adopted for the research methodology: 
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Step 1: Data collection, phishing and botnet datasets were taken from the UCI Machine 

Learning Repository and honeypot data were collected after deploying the MHN 

honeypot. 

Step 2: Data description, the features for each dataset were listed in detail. 

Step 3: Data preprocessing, Weka tool was used to generate an Excel file for the phishing 

dataset to enable examination and analysis using charts. The ensemble method with 

random tree was used for the botnet dataset to examine the raw data. MHN generated the 

honeypot data, which were saved in an Excel file to draw graphs. 

Step 4: Data analysis, phishing and botnet datasets were analysed using the Weka 

software. In regarding to the experimental results from the honeypot data, RStudio was 

chosen as the best tool to calculate the frequencies of features. 

 

The points to be noted from the research are: 

i. Webpages ranked in Google index are less prone to malicious behaviour; malicious 

attack through ports is very infrequent. These findings clarify that if a port is secured 

and the site is Google indexed, malicious attack from websites can be minimised. 

Thus, this study contributes to identification of malware behaviour in web page; this 

information can be used to make web browsing safe and reliable. 

ii. In the botnet dataset the feature ‘Scan’ had more than 99% of accuracy correlated 

with test performance (see Section 4.3.2).   

iii. Ultimately, the main consideration of this research was malicious behaviour used by 

attackers against webpages. Information about the malware features studied here can 

be used by antivirus providers and vendors to focus on the main risky features and 

build appropriate algorithms to avoid them and secure end users over the internet. 

6.1 Limitations of the Research 

This thesis project identified and analysed malicious webpage behaviours; thus, the 

research was able to analyse only some randomly chosen features: IP, port, URL, email 

(junk), scan, TCP, UDP, combo, benign, usernames, passwords, web traffic, pop up 

window, Google index, page rank and HTTPS token. Second, the features analysed in 

this research were limited to phishing, botnet (Danmini and Ecobee) and honeypot data. 

Results for the feature occurrence in other platforms and digital devices may differ as 

they may have different setups. Similarly, the honeypot used in this experiment was 

limited to some of sensors (honeypots), three of which were used in this study: Snort, 

Kippo and Glastopf. Finally, the tool used to analyse the phishing and botnet datasets was 
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Weka and because of the limited time for the research, only two of test options were 

utilised: cross-validation and test analyses.  Regarding the algorithms available in the 

ensemble method, only bagging was selected. In the same way, within the bagging 

algorithm there were different models for classifiers, but random tree was the best and 

most suitable for this study’s experimental data. 

6.2 Future Research Directions 

The research was focused on analysis of malware behaviour of webpages. This thesis 

provides contributions in answering the research question “What research can be done to 

identify and analyse malicious webpage behaviour?” This section outlines the areas in 

which this work can be enhanced which would be a valuable contribution to this research 

in the future.  

 

Analysis characteristics of botnet dataset 

This thesis has focused on a malicious website that may affect different IoT devices. 

Gafgyt is one of the most common IoT botnet attack that affected Danmini and Ecobee 

devices was analysed in this research. However, there is another common IoT botnet 

attack called Mirai which was also within the botnet dataset. An in-depth study on Mirai 

attacks would be a useful contribution in order to understand and identify more features. 

Therefore, more analysis of IoT device such as Ennio which has also gafgyt attacks would 

improve the ability to identify even more webpages attacks. 

 

Identifying behaviour of phishing and botnet datasets 

In this thesis two classifier evaluation options ‘cross validation’ and ‘percentage split’ 

(also known as test analysis) are being used to analyse phishing and botnet datasets to 

find the percentage of accuracy. Both provided high percentage of accuracy of the results. 

However, only bagging (bootstrap aggregation) algorithm was chosen while there are 

variety of classifier techniques have not been performed in this thesis because of the 

limitation of time. As an extension to the work presented in this thesis, it would be 

particularly interesting and valuable to use other machine learning algorithms such as 

Neural network, Support vector machine and so on. 

 

To collect data using different level interaction of honeypot 

In this study, a low-interaction honeypot was selected and three types of sensors 

(honeypots) were applied in MHN to study the malware behaviour. Further, the security 
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risk and maintenance were thus less than they would be for high-interaction honeypots. 

Future research in this field may also include opportunities to carry out further honeypot 

experimental research. Other types of honeypot in the MHN software could be considered 

and included to extract more relevant data such as Dionaea and Cowrie, that were not 

considered in this study. Using high-interaction honeypots would provide more exposure 

to security risks and thus a deeper understanding of malware behaviours. 

To analyse more features of malicious website 

In this thesis, the researcher shed light on the important features of malicious website 

such as IP, port, URL, web traffic, junk, scan, combo, TCP, UDP, HTTPS token popup 

window, Google index and page rank. However, many other features are not conducted 

in this study, analysis of other types of malware behaviour is a logical extension to the study 

presented in this thesis. There are features still require examination to achieve a full 

understanding of malware, for example, the prefix/suffix was not studied in this research 

because of the limited time available for the study, URL length, double slash redirecting, 

having subdomain, favicon, links in tags, age of domain and DNS record, to make 

improvements to this field with regard to security aspects.  
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Appendices 

Appendix A 

Additional Screenshots for Chapter 3 

A.1 Botnet dataset (Danmini) 

 

Figure A.1: Combo (Danmini) 

 

 

Figure A.2: Junk (Danmini) 
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Figure A.3: Scan (Danmini) 

Figure A.4: TCP (Danmini) 
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Figure A.5: UDP (Danmini) 

 

A.2 Botnet dataset (Ecobee) 

 

 

Figure A.6: Combo (Ecobee) 
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Figure A.7: Junk (Ecobee) 

 

 

Figure A.8: Scan (Ecobee) 
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Figure A.9: TCP (Ecobee) 

 

 

Figure A.10: UDP (Ecobee) 
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A.3 Honeypot (Payload Report) 

 

 

Figure A.11: Payloads report of Glastopf.events 

 

 

Figure A.12: Kippo top passwords 
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Figure A.13: Kippo top usernames 

 

 

Figure A.14: Kippo top usernames/passwords 
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Figure A.15: Kippo top attackers 

 

A.4 Honeypot (Deploy MHN) 

Sudo apt-get install git 

 

Figure A.16: The first command for deploying MHN server 

• Sudo (superuser do): use if the user of the system is a normal user who does 

not have all privileges on the system. This allows a normal is to build a more 

secure account to avoid being controlled by an attacker. 

• Apt-get (advanced packaging tool): used to accept packages. 

• Install: used to install the required packages. 

• Git: assists with downloading the required program from the internet. 

 



100 

Cd /opt: 

Figure A.17: The second command for deploying MHN server 

• Cd (change directory): used to move to another directory in the system.

• Opt (optional directory): used to add software packages.

Sudo git clone https://github.com/threatstream/mhn.git: 

Figure A.18: The third command for deploying MHN server. 

• Clone: used in the command line to generate a local copy of the required code.

Cd./mhn/: 

Figure A.19: The fourth command for deploying MHN server. 

• MHN: the MHN directory.
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Appendix B 

Additional Results for Chapter 5 

B.1 Calculation of page rank feature

Error! Reference source not found., by dividing the number of phishy behaviour by

the total number of attacks: 

• Total number of phishy behaviour = 8,201

• Total number of attacks = 11,055

• 8,201/ 11,055 = 0.7418

• 0.7418 * 100 = 74.18 %

B.2 Calculation of average phishy features

Figure 5.2, by combining the percentage results of the following features:

• Having IP address = 34%

• Request URL = 40%

• Web traffic = 23%

• Page rank = 74%

• 34 + 40 + 23 + 74 = 171, then divided the result by 4 (the number of features),

171 /4 = 42.75%

B.3 Calculations for the phishy and botnet datasets

• Phishing occurrence = 20.14, and the total number is 11,055.

20.14/11,055 = 0.0018

0.0018 × 100 = 0.18%

• The average of botnet data with test analysis (Danmini and Ecobee).

Ecobee occurrence = 98.23%

Danmini occurrence = 94.8%

Average = 98.23 + 94.8 = 193.03/2 = 96.515

69.515/680.786 = 0.10

0.10 × 100 = 10%

• The difference is 9.82% (10% – 0.18%), Figure 5.10

B.4 Calculations for the botnet and honeypot datasets

• The average of botnet data with test analysis (Danmini and Ecobee).

Danmini occurrence = 79.84%

Ecobee occurrence = 66.43%
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Average = 79.84 + 66.43 = 146.27/2 = 73.135 

73.135/ 680.786 = 0.10 

0.10 × 100 = 10% 

• Honeypot occurrence = 8.25, and the total number is 80.462.

8.25/80.462 × 100 = 0.0102%

• The difference is 9.98% (10% – 0.0102%), Figure 5.11

B.5 The average of TCP and UDP in the honeypot and botnet datasets

• The average of TCP

Botnet (Danmini) = 79.84%

Botnet (Ecobee) = 66.43%

Honeypot = 8.25%

Average = (79.84 + 66.43 + 8.25) = 154.52

154.52 /3 = 51.50%

• The average of UDP

Botnet (Danmini) = 58.25%

Botnet (Ecobee) = 38.53%

Honeypot = 5.29%

Average = (58.25 + 38.53 + 5.29) = 102.07

102.07/3 = 34.02%

Figure 5.11 and Figure 5.12 




