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Abstract

Non-orthogonal multiple access (NOMA) is considered as a strong candidate for en-

hancing the spectrum efficiency of future fifth generation (5G) wireless systems. A key

feature of NOMA is the superposition of multiple users’ messages in a single resource

by allocating different power levels to each user and applies successive interference

cancellation (SIC) at receiver to suppress intra-user interference.

The current literature is sparse in exploring the application of NOMA to multi-tier

cellular network, group device-to-device (D2D) communication and wireless sensor

networks (WSN). Previous studies have also shown that NOMA has no significant gain

over OMA in low signal-to-noise ratio (SNR) regime, and there are some potential

drawbacks of SIC that can limit NOMA performance. In order to address these gaps in

knowledge, extensive research is conducted in this thesis.

The first three chapters provide introduction and research motivations, background

concepts relevant to this thesis, and literature review to identify the research gaps.

In particular, research work conducted in this thesis can be divided into two parts.

The first part considers the application and performance analysis of NOMA for multi-

tier cellular networks, group device-to-device (D2D) communications and ubiquitous

wireless sensor networks (UWSNs). Based on the work done in first part, three problems

are identified to be addressed: a) to enhance the performance of NOMA in low SNR

regime; b) to enhance the performance of NOMA under similar channel conditions; c)

to resolve the issues related to the use of SIC with NOMA. As a result, the second part

v



of the thesis proposes solutions to solve the aforementioned problems.

The specific novel contributions of this thesis can be summarised as follows: 1)

developed a novel analytical framework to investigate multi-tier NOMA networks with

underlay D2D communications; 2) proposed a quality of service (QoS) based NOMA

group D2D communication scheme where unlike existing works, the D2D users (DRs)

are ordered in NOMA according to their QoS requirements; 3) investigated and analysed

NOMA for ubiquitous wireless sensor networks (UWSNs) in the presence of cross-

technology (CT) nodes; 4) proposed a hybrid multiple access (HMA) scheme where

users are scheduled either for NOMA and OMA in order to enhance the performance

in low SNR regime; and 5) designed an alternate receiver structure based on parallel

interference cancellation (PIC) to alleviate the SIC issues as well as an equivalent

transmission model for downlink NOMA. Moreover, in order to analyse the performance

of all the considered NOMA systems, closed-form expressions for outage probability

are also derived.
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Chapter 1

Introduction

1.1 Motivation and Scope

The last decade has witnessed a rapid growth in the number of mobile subscribers with

portable devices such as smart phones and tablets to enjoy a wide range of services

from simple voice to interactive multimedia. A major challenge facing current fourth

generation (4G) mobile network operators is the ever-increasing number of mobile

subscribers and their demands for high data-rate real-time multimedia services due to the

scarce spectrum, along with a vigorous requirement of seamless connectivity, anywhere

and anytime. Consequently, the wireless communications industry and academia

researchers have been compelled to define a new paradigm of technological solutions

to support the requirements of future fifth generation (5G) mobile communication

systems [1, 2].

Some of the colossal expectations of 5G systems include 1000⇥ increase in cell

throughput capacities over current 4G systems; wide expansion in traffic and number of

simultaneous connections; personalized user experience; service access from anywhere,

anytime, and any device; exceptionally low end-to-end latency; and a 10⇥ increase in

battery life for battery-operated services [3–5].
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CHAPTER 1. INTRODUCTION

In order to meet the aforementioned demands, many potential solutions have been

proposed, such as ultra-densification, massive multiple input multiple output (MIMO)

and millimetre wave [5]. Nevertheless, the role of multiple access scheme always

remains a vital factor in cellular networks for enhancing the system capacity in a cost-

effective manner, while utilising the bandwidth in such a way that overall spectral

efficiency will be increased [3, 6].

Non-orthogonal multiple access (NOMA) is considered as a promising candidate

due to its potential of enhancing system capacity by efficient utilisation of the available

spectrum resources. Unlike conventional orthogonal multiple access (OMA), NOMA

superimposes message signals of different users in power domain and transmits this

conglomerate signal using the same time, frequency or code resource. Successive

interference cancellation (SIC) technique is employed at each receiver to cancel the

intra-user interference [7].

The concept of NOMA is originally proposed for cellular networks in order to obtain

significant performance gains over existing OMA techniques. In this context, NOMA

and its integration with other techniques to enhance system capacity is well-investigated

in the literature under single-cell single-tier scenario. These studies demonstrate the

performance gains over OMA in terms of lower outage probability, better achievable

rates, improved cell-edge user throughput and enhanced cell capacity. However, a

practical cellular network is comprised of multi-cell architecture with potentially a

multi-tier deployment to meet the capacity and massive-connectivity requirements of

the future 5G cellular systems. In this perspective, current literature is still scarce on

analysing NOMA systems under multi-cell and multi-tier scenario. The performance

gains achieved by NOMA in single-cell single-tier situations can not be extended to

multi-cell multi-tier cases in a straightforward manner. This is because the presence

of inter-cell and inter-tier interferences require accurate system modeling and analysis

under these scenarios, particularly with a frequency reuse factor of one.
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CHAPTER 1. INTRODUCTION

In addition to NOMA, device-to-device (D2D) communication is another emerging

technique, which has the ability to improve the spectral efficiency of conventional

cellular network by sharing the same spectrum resources among cellular and D2D

users [8–11] . In order to obtain further capacity improvements, NOMA can be applied

to group D2D communications, but very few studies have been made in the literature on

NOMA based group D2D networks. Moreover, NOMA exhibits strengths that can be

considered as highly relevant for addressing the deployment challenges of ubiquitous

wireless sensor networks (UWSNs) for ubiquitous monitoring of physical environments.

Specifically, for a given spectrum bandwidth, NOMA can enable more simultaneous

connections than existing approaches without the overheads of coding and spreading

to facilitate the separation of users’ signals at the receiver [12]. This is particularly

attractive to support massive connectivity without requiring more spectrum resources in

UWSNs.

Despite that NOMA can improve system capacity by efficient spectrum utilisation,

NOMA based systems are inherently more interference limited than OMA due to

superposition coding . Hence, NOMA requires a higher signal-to-interference-plus-

noise ratio (SINR) for successful decoding. Further, previous studies showed that

NOMA has no significant gain over OMA in low signal-to-noise ratio (SNR) regime [13],

which makes it less attractive for those users with low SNR. Hence, there is a need

to enhance the system performance in low SNR regime. Moreover, existing NOMA

systems typically employ SIC receiver. However, SIC technique has potential issues

that include high dependency on the correct decoding of the first user, error propagation,

power sensitivity and increased decoding delay with large number of users. These SIC

associated issues can limit NOMA performance, and hence there is a need to design an

alternate receiver for NOMA that can alleviate these problems.

The aforementioned issues motivated the investigation on the application of NOMA

for multi-cell multi-tier cellular networks, group D2D communications and UWSNs
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in this thesis, utilising stochastic geometry tools to model and analyse interference in

these networks. Closed-form expressions for outage probability at the probe receiver

are derived to evaluate the performance of these networks. In addition, a notion of

hybrid multiple access (HMA) is presented to improve the system performance in low

SNR regime. Further, an alternate receiver based on parallel interference cancellation

(PIC) is investigated for NOMA to alleviate the SIC-related issues.

1.2 Contributions

• In Chapter 4, NOMA for multi-cell multi-tier cellular network, comprising of

macro-cell base stations (MBSs) and small-cell base stations (SBSs) with under-

laid D2D communications, is investigated. Both MBSs and SBSs are equipped

with NOMA functionality. The deployment of SBSs is user-centric and hence

locations of SBSs and users in small-cells are correlated. Based on stochastic

geometry tools, an analytical framework to model and analyse the considered

network is developed. An important characteristic of the developed modeling ap-

proach is that it captures the correlation between locations of SBSs and small-cell

users. Based on the network modeling, the association probabilities for each user

to connect with MBS or SBS are calculated. Further, interference distributions

are derived for a typical user with three possible instances, i.e. MBS user, SBS

user and D2D receiver (DR). In addition, a SIC with intra-user interference es-

timation (SIE) receiver to improve the decoding performance at MBS/SBS user

by locally estimating the intra-user interference, is proposed. Both perfect and

imperfect cancellation for SIE are considered. The outage, throughput and energy

efficiency performances of a typical user for both conventional SIC and proposed

SIE operations, are evaluated.
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• In Chapter 5, NOMA is applied to group D2D communications. A quality of

service (QoS) based NOMA (Q-NOMA) group D2D communications in which

D2D users are randomly distributed over a two-dimensional plane, is proposed.

Unlike existing proposals, the D2D receivers (DRs) are ordered according to

their QoS requirements, which is more appropriate for the D2D communications

scenario. The spatial topology of D2D transmitters (DTs) is modeled by Gauss

Poisson process (GPP) and DRs are considered to be randomly clustered around

DTs. In addition, based on the QoS ordering, two policies to compute power

allocation coefficients that can lead to two implementations of the proposed Q-

NOMA group D2D communications, are proposed. Based on stochastic geometry

results, the interference at the probe DR is characterised and insightful results

are obtained by applying Gaussian–Chebyshev and Gauss–Laguerre quadratures.

In order to evaluate the performance, the closed-form expression for outage

probability of DRs in the proposed Q-NOMA group D2D communications, is

further derived.

• In Chapter 6, NOMA is proposed as a spectrum efficient means of supporting

massive connectivity in UWSNs, and its performance in a downlink scenario

where sink transmits to a group of sensors using NOMA in the presence of cross-

technology (CT) nodes and other interferences is investigated using stochastic

geometry. The sensors, sinks and CT nodes can reside randomly and inde-

pendently of each other in a two-dimensional (2D) plane. Hence, their spatial

topologies are modeled with three different homogeneous Poisson point pro-

cesses (PPPs). The closed-form expression for outage probability at the probe

receiver’s location is further derived and its diversity order analysed. The average

link throughput and energy consumption efficiency performances are compared

between NOMA and OMA based UWSNs. Moreover, in order to assess the
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practicality of utilising NOMA for UWSNs, a computational complexity analysis

is performed to evaluate the complexity required by SIC units of sensor receivers

to decode NOMA message signals.

• In order to enhance the system performance in low SNR regime, a HMA scheme

that dynamically schedules users for either OMA or NOMA while satisfying a

necessary condition derived based on the transmit SNR and user targeted rate,

is proposed. The scheme is flexible enough to be applied to any NOMA group

size and aims to achieve a better overall system performance than pure NOMA

and OMA. Further, a channel gain stretching (CGS) scheme for applying NOMA

effectively in HMA under similar channel conditions is designed. An optimisation

problem is formulated, which is solved numerically to obtain the K for G2 that

results in the optimal throughput for the proposed HMA system. In addition, the

exact closed-form expression for the outage probability is derived to evaluate the

decoding performance of proposed HMA.

• To address the SIC issues that can limit the NOMA performance, an alternative

receiver design based on PIC technique is investigated. The possible imple-

mentations of PIC-based receiver structure for downlink NOMA are presented

and the associated design challenges are discussed. The estimation of intra-user

interference from downlink NOMA signal is an important design consideration

for the proposed receiver as it has a major impact on the decoding performance

of the NOMA user. Hence, in the second half of this chapter, an equivalent

model for downlink NOMA transmission is presented and stochastic geometry is

applied to model the intra-user interference in downlink NOMA signal. Based

on the modeling results, a simple algorithm is proposed to estimate and cancel

the intra-user interference from the received downlink NOMA signal. Unlike

NOMA-SIC which requires proper rate and power allocation to keep NOMA
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operational, the proposed algorithm eliminates this requirement by estimating and

canceling the intra-user interference in a single step. The closed-form expression

for outage probability is derived and a performance comparison between NOMA

under the proposed algorithm and NOMA-SIC is made.
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and Signal Processing (Eds. Khong et al.), River Publishers, Denmark, 2018.

1.3 Thesis Organisation

The rest of this thesis is organised as follows:

Chapter 2 provides the background concepts underlying this thesis. Specifically,

it gives an overview of the two paradigm technologies of NOMA and D2D which are

considered as promising candidates to enhance the spectral efficiency of 5G systems.

Moreover, an introduction to point processes is also given, which are employed for

system modeling and analysis in this thesis.

Chapter 3 reviews the relevant research literature, which is organised as follows:

First, representative works on NOMA for cellular networks are discussed. Then,

considering D2D communications as a promising technology to enhance the spectrum

efficiency, the works exploring the application of NOMA to D2D communications are

reviewed. Next, the works investigating the potential of applying NOMA to WSNs are

analysed. Consequently, sections 3.1-3.3 review the existing works that consider the

application of NOMA to three different networks (cellular, D2D, and WSN). Observing

the negligible gain of NOMA over OMA at low SNRs and the SIC related issues that

impact NOMA performance, sections 3.5 and 3.6 are dedicated to reviewing works

related to HMA, and receiver structure for NOMA, respectively.

Chapter 4 investigates the multi-tier NOMA networks with underlay D2D commu-

nications. Chapters 5 and 6 explore the potential of applying NOMA to group D2D

communications and UWSNs, respectively, under interference limited environment.

Chapter 7 presents the HMA scheme with channel gain stretching for improving the

system performance in low SNR regime. In Chapter 8, PIC-based receiver structure is

proposed for NOMA to alleviate the SIC related issues.

Finally, Chapter 9 concludes the thesis with some suggestions for future work.
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Chapter 2

Background

This chapter briefly visits and describes the background theory and concepts which are

extensively utilised in the rest of this thesis.

2.1 Multiple Access Techniques for Wireless Commu-

nication

Every wireless system must implement a defined procedure to support multiuser com-

munication by sharing a common access medium among different users. Depending on

the type of wireless system, it may explicitly share or divide the common access medium

into smaller parts termed resources such as frequency channels and time slots. These

resources are then utilised to grant multiple users access to communicate over this com-

mon medium access. In particular, a single resource is utilised by one transmit/receive

pair for communication. However, the pool of resources available to a wireless system

is typically far less than the number of transmit/receive pairs present in the system.

As a consequence, in order to realise multiuser communication, every wireless system

must have some set of protocols which are used to share available resources to facilitate

communication between active transmit/receive pairs. This protocol/procedure to share
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available channel(s) among different transmit/receive pair is known as multiple access

(MA) or medium access [14, 15].

The MA schemes can be broadly classified as contention-free and contention-

based techniques. The contention-free techniques implement some mechanisms under

which the available transmission resources are assigned to active transmit/receive

pairs to realise communication. As a result, each user is assigned with a dedicated

resource for the entire duration of its communication. As such, the contention-free

MA schemes particularly suit scenarios where users require continuous access to a

resource. Consequently, this type of MA scheme is attractive to cellular networks, where

users require regular transmission/reception of voice or data [16]. In what follows, an

overview of contention-free and contention-based MA schemes is provided.

The major types of contention-free MA schemes include frequency division multiple

access (FDMA), time division multiple access (TDMA), code division multiple access

(CDMA), and orthogonal frequency division multiple access (OFDMA). In FDMA

systems, the resources are defined in terms of frequency channels. That being said,

every transmitter is allocated with a fraction of an available spectrum which enables all

the transmitters to remain active simultaneously. In contrast to FDMA, multiple users in

a TDMA system can access the entire available spectrum but each user is granted access

for a predetermined time, termed time slot. The transmission in TDMA system occurs

in terms of frames, where each frame has a fixed number of time slots. As a result,

the users served per frame in TDMA are equal to the number of time slots per frame.

In addition, due to imperfect synchronisation among users, guard times are inserted

within each frame in order to avoid inter time slot collisions. In terms of efficiency, both

TDMA and FDMA schemes are equivalent and are considered as orthogonal multiple

access (OMA) schemes due to the absence of co-channel interference [17, 18].

It is evident from the aforementioned discussion that TDMA and FDMA systems

maintain orthogonality between user transmissions in time and frequency domains,
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respectively. CDMA is another class of contention-free MA scheme where resources

are in terms of user codewords. Each user in CDMA system is allocated with a unique

codeword which is orthogonal to those of all other users. The codewords in CDMA

system are pseudo-random waveforms that are used to spread the users’ messages

over the entire spectrum bandwidth. In this way, every user has an access to complete

available spectrum for communication [19].

Another important class of contention-free MA schemes is OFDMA, which is based

on an orthogonal frequency division multiplexing (OFDM) transmission technique. The

OFDM system divides the entire available spectrum into orthogonal subchannels of

relatively small bandwidth. Each subchannel is assigned with a separate subcarrier

which results in a flat fading response for small subcarrier spacing. The information

bits of an incoming message are spread among subcarriers. Separate modulation

is performed at each subcarrier and the resulting signal, termed OFDM symbol, is

then transmitted by superimposing all of those modulated signals. As a result, all

the subcarriers in OFDM system are used to transmit the message signal of a single

user [20]. In order to facilitate multiuser communication, OFDM can be combined with

FDMA to result in a MA scheme known as OFDMA. In an OFDMA system, the total

subcarriers in a single OFDM symbol are shared among multiple users in an orthogonal

manner, where a fraction of available subcarriers in an OFDM symbol is allocated to

each user [21].

In situations when traffic is bursty, the users require access to resources only for a

short period of time and hence contention-free MA schemes are not very efficient. A

promising solution to serve users under bursty traffic situations is to utilise contention-

based MA schemes, which consider the entire available spectrum as one frequency

channel. Such MA schemes are suitable for communication in wireless sensor networks

(WSNs) where users contend or compete for the channel whenever they want to transmit

[14]. Having this succinct overview of contention-free and contention-based MA
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schemes, a new member of MA schemes known as NOMA, is discussed in the next

subsection.

2.2 Non-Orthogonal Multiple Access (NOMA)

NOMA is considered as a promising MA scheme to increase the system capacity for

future 5G communication systems. The basic idea of NOMA with power domain

multiplexing is to allocate different power levels to multiple users and send the super-

imposed signal using same time, frequency or code resources. Multiuser detection is

performed at the user receiver by using SIC technique. NOMA with power domain

multiplexing can be implemented in both downlink and uplink to increase the system

capacity [22–24]. It should be noted that there are various forms of NOMA which

are proposed and investigated in literature. However, this thesis focuses on the power

domain NOMA, which is simply referred to as NOMA in the rest of this thesis. The

basic operational principle of downlink NOMA can be described as follows.

Let us consider a scenario of downlink cellular transmissions in which a base

station (BS) is simultaneously transmitting signal to all the UEs in a cell, as shown

in Figure 2.1. Assume that there are a maximum of N UEs in a cell. Let hn be a

channel gain (power) between UE n and the BS. Consider that users are ordered as

h1  ...  hn, then according to NOMA principle, the power allocation coefficients

are given as a1 � ... � aN , where an is the power allocation coefficient for UE n. In

addition, assume that the total transmission power at the BS is constrained to P , such

that
PN

n=1
anP = 1. As a result, the superimposed signal of all the UEs transmitted by

the BS is then given by [25, 26]:

s =
NX

i=1

p
hiaiPsi, (2.1)
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Figure 2.1. Downlink NOMA transmission.

where si is the message signal for UE i. The received signal at the UE n can be

represented as:

rn =
NX

i=1

p
hiaiPsi + vn, (2.2)

where vn is the additive white Gaussian noise (AWGN) at UE n receiver.

The optimal decoding order for the users is in the order of increasing channel gains.

Hence, in this case of channel gains order, the UE having the least channel gain will

decode its signal in a straightforward manner, as it will treat all the signals from other

UEs as noise. At the receiver of UE n , all the message signals for higher order UEs

1, ..., n� 1 will be considered as interference and they will be removed in a successive

fashion using SIC. After the removal of the interference from higher order UEs, it will

decode its own message signal by treating messages for lower order UEs n+ 1, ..., N
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Figure 2.2. NOMA transmitter architecture.

as noise [25].

NOMA Transmitter and Receiver Architectures

A transmitter and receiver architectures for downlink NOMA system are shown

in Figures 2.2 and 2.3, respectively. At the transmitter side, the input data bits are

converted into the codewords by forward error correction (FEC) encoding block. The

output of the FEC block is interleaved by the interleaving block, which is then fed into

modulation block to obtain the transmitted signal sn for UE n, where 1  n  N .

In order to realize a power domain multiplexing, the message signal of every UE is

multiplied by the allocated power, i.e., sn is multiplied with
p
anP . The transmitted

NOMA signal s is then constructed by adding the message signals of all the UEs. At

the receiver side, SIC is performed to remove the intra-user interference followed by

demodulation. The output of the demodulation is then fed into the deinterleaving block.

Finally, the FEC decoding is performed to obtain an estimate of the message signal of
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Figure 2.3. NOMA receiver architecture.

UE.

2.3 Device-to-Device Communications

Apart from NOMA, another capacity enhancement approach that has recently gained

popularity for 5G networks is to invoke direct communication between devices or

D2D communications. This approach can boost the overall spectral efficiency of the

system due to its ability of offloading traffic from the cellular network. The D2D

communication can be broadly classified into two categories, namely inband and

outband D2D communications.

In inband D2D, the D2D links still operate in licensed band and available cellular

spectrum resources are utilised for both D2D and cellular users. In particular, the inband

D2D communication can be further divided into underlay and overlay modes. In the

underlay mode, the entire licensed spectrum is shared by both cellular and D2D users

for communication i.e., no resources are specifically reserved for D2D or cellular users.

As a result, the underlay D2D operation enhances the overall spectrum efficiency at the

cost of increased interference. In the overlay mode, the D2D users are allocated with

dedicated spectrum resources, which helps to avoid interference but results in poorer

spectral efficiency than the underlay mode [27, 28].

On the other hand, outband D2D operates in the unlicensed spectrum, and thus

the D2D users do not cause interference to the cellular users. In order to realise
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outband D2D, an extra air interface (such as WiFi Direct) in addition to that for cellular

network, is also required at the users’ receiver [27]. As a result, outband D2D can

be further classified into controlled and autonomous modes. In controlled mode, the

cellular network controls the D2D interface of user’s device [29, 30], whereas in an

autonomous type, the D2D users themselves control the interface [31]. It should be

noted that the outband D2D causes no interference to the cellular users, but due to the

uncontrolled nature of transmissions in the unlicensed spectrum, the D2D users can

experience interferences from other devices that are transmitting in the same unlicensed

spectrum [27].

2.4 Point Processes

A general wireless communication system can be regraded as a collection of nodes

randomly distributed in a two dimensional (2D) space (higher dimensions are possible,

but the research in this thesis only considers 2D networks). In other words, the wireless

nodes in a network can be viewed as a random pattern of points in 2D space, where

the physical location of each node typify a point in the 2D space. Stochastic geometry

offers elegant methods and tools to model and analyse wireless networks by averaging

over all possible configurations of the randomly distributed wireless nodes. In particular,

the network snapshot at some time instant is considered as a realisation of a spatial point

process (PP). The PPs offer flexibility of modeling a wide range of wireless networks

and ease of analysing such networks in a probabilistic manner using a minimum number

of physical parameters [32, 33].

Based on the different wireless networks considered in the chapters that follow, this

thesis utilises and applies different types of PPs (to be discussed in subsequent sections)

in order to model the spatial topology of the considered network. More specifically, the

random spatial locations of different network entities such as BSs, cellular users, and
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sensors are modeled by applying the appropriate PP model. In what follows, a brief

discussion of different types of PPs that are utilised in this thesis is presented.

A PP can be formally defined as follows:

Definition 2.1. (Point Process [34]): A PP, denoted by �, is a collection of countable

randomly distributed points in some measure space, such as Euclidean space, R2.

Random measure formalism is a general way of describing a PP in which a number

of points belonging to sets B ⇢ R2 are used to characterise PP. Consider a non-negative

random variable (RV) N (B) to represent the number of points in set B, then, given �,

N can be obtained as:

N (B) =
X

�

1�\B, (2.3)

where 1 is an indicator function and the RV N in (2.3) is known as random counting

measure.

A very useful quantity to describe a PP is an intensity, denoted as �, which is

defined as the average number of points of � per unit area or volume. The PP process

� is called uniform or homogeneous if its intensity measure does not depend on the

location. However, if the intensity measure is a function of location, then the resulting

PP is termed as inhomogeneous or non-uniform PP. Based on intensity �, the expected

number of points in a set B can be obtained as: � (B) = E [N (B)] =
R
B � (x) dx,

where � is known as intensity measure of �.

Depending on the type of wireless network and communication scenario, different

PPs are utilised for modeling the networks under consideration. Particularly, PPs

provide analytical tools to characterise interference at a typical user (randomly chosen

receiver) under interference-limited environments where multiple nodes are transmitting

simultaneously using the same spectrum resources. This in turn allows the performance
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evaluation of a given network in terms of metrics such as outage probability and

throughput.

The interference (formally defined later in subsection 2.4.6) at a typical user is

viewed as the sum of transmissions from all active transmitters in the network. In

order to evaluate the performance of a typical user, the distributional characterisation of

interference is necessary. As such, the probability generating functional (PGFL) of a

PP is defined, and then utilised to characterise the distribution of interference in terms

of the Laplace transform. The PGFL of a PP � can be formally defined as follows:

Definition 2.2. (Probability generating functional of a point process [35]): Let v be a

function such that v : R2 7! [0, 1], then, PGFL of PP �, denoted as G [v] is defined as:

G [v]
M
= E

"
Y

x2�

v (x)

#

= E

exp

✓Z

R2

log v (x)� (dx)

◆�
. (2.4)

The two sufficient conditions for the existence of PGFL for PP are 1) � has a

finite number of points, and 2) v : R2 7! [0, 1], and intensity measure � satisfies
R
R2 |log v (x)|� (dx) < 1. Readers may refer to [ [35]] for more detailed discussion of

the topic. Now having the definition and description of �, � (·), � and G (·) in hand,

some important PPs used for modeling and analysis in this thesis are discussed in the

next section.

2.4.1 Poisson Point Process (PPP)

A PP � with intensity measure� is a PPP on R2 if it possesses the following properties

[36]:

• The RV N (B) is Poisson distributed with mean � (B), where B ⇢ R2. If � has
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an intensity �, then,

P (N (B) = k) = exp

✓
�
Z

B

� (x) dx

◆ �R
B � (x) dx

�k

k!
;

• Whenever B1, ..., Bn are disjoint, then N (B1) , ...,N (Bn) are independent.

Note that homogeneous PPP is a special case where � (B) = �|B|. The PGFL for

a PPP is given as [34],

G [v]
M
= E

"
Y

x2�

v (x)

#

= exp

✓
�
Z

R2

[1� v (x)]� (dx)

◆
(2.5)

Due to the independence property of PPPs, they are considered to be completely

random spatial models. That being said, there is no interaction between the points of

PPP. This eventually leads to a very useful result for PPP under which the conditioning

on a point x of PPP does not change the distribution of the rest of the process. This

result for PPP is known as Slivnyak’s theorem [35]. These characteristics made PPPs

very popular for modeling wireless networks due to their simplicity and analytical

tractability. As a result, PPPs are accurate for modeling networks where nodes reside

independently of each other. Examples of such situations include those users in the

cellular networks who are located independent of the BS locations or sensors in WSNs.

2.4.2 Determinantal Point Process (DPP)

PPPs offer reasonable approach for modeling completely random spatial networks. How-

ever, there are situations where points of PP exhibit interaction (repulsion/attraction).

For example, the PP generated by macro-cell BSs (MBSs) is not completely random
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due to the existence of interaction (repulsion) between the nodes of the PP. This means

that in reality, no two MBSs can lie in proximity of each other if the distance between

them is less than the minimum separation distance. Hence, modelling locations of

MBSs with PPP is not realistic, as the PPs generated by MBSs are more regular and

less random as compared to PPP [37].

Determinantal point process (DPP) is a class of PPs that is used to model the regular

PP. The analytical tractability of DPP makes it a reasonable choice to model the PPs

that exhibit interaction [37, 38]. DPP can be formally defined as follows.

Let � be a PP defined on the Euclidean plane R2, then � is known as a determinantal

point process if its n-th joint intensity obeys the following relationship:

}
(n) (n) = det (K (xi, xj))1i,j,n , (x1, ..., xn) 2

�
R2
�n

,

where K : R2 ⇥ R2 ! C is a square matrix known as DPP kernel and C denotes the

complex plane. Readers are referred to [39, 40] and references therein for details of the

conditions required for the existence of DPP.

If K is a kernel such that it guarantees the existence of DPP �, then the PGFL of a

DPP is given as [41]:

G [v]
M
= E

"
Y

x2�

v (x)

#

=
1X

n=0

(�1)n

n!

Z

(R2)
n
det (K (xi, xj))1i,jn

nY

i=1

[1� v (xi)] dx1...dxn. (2.6)

A DPP is said to be stationary if its kernel K has the following form:

K (x, y) = K0 (x� y) , x, y 2 R2
,

where K0 is termed covariance function of the stationary DPP. It should be noted that
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the intensity measure of stationary DPP is constant over R2.

Among different types of DPP models, Gauss DPP maintains a balanced tradeoff

between modeling accuracy and analytical tractability [37]. A stationary PP � is called

a Gauss DPP if its covariance function K0 assumes the following form [40]:

K0 (x) = � exp

✓
�kxk2

2

◆
, x 2 R2

. (2.7)

where � and  represent the intensity and measure of repulsiveness for Gauss DPP,

respectively.

2.4.3 Poisson Cluster Process (PCP)

Apart from completely random spatial wireless networks that have interaction among

nodes, there are situations when users exhibit correlation with some geographical

locations and are distributed in a clustered manner around these locations. For example,

the areas of high user density in cellular networks represent such spatial locations where

users show clustered behaviour. The geographical centres of these areas may represent

user hotspots or positions of user-centric deployed small cell SBSs in order to meet

capacity requirements in these congested areas. As such, PCP is a class of PP that offers

flexibility to model networks in which users show clustered behaviour. In particular,

PCP is defined in terms of parent PP and daughter PPs. The parent points themselves

are not included in PCP. The PCP can be formally defined as follows.

Consider the parent process is a homogeneous PPP denoted as �p = {x1, x2, ...}

with intensity �p. Then PCP can be generated by considering independent daughter PPs,

one per parent point location, and translating them to the position of their parent. Let n

represents the total number of parent points, and �i denotes the family of untranslated

daughter process. The PCP � is then given by the union of all the translated clusters
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as [34]:

� =
[

i2[n]

�i + xi.

The two important types of PCP are Thomas cluster process (TCP) and Matern

cluster process (MCP) in which the number of points in the daughter processes are Pois-

son distributed with mean c̄. The intensity of PCP � is given as � = �pc̄. The daughter

point in MCP and TCP is distributed according to uniform and normal distributions

(with variance �2), respectively, around the parent point. Hence, probability density

function (PDF) of daughter point y 2 R2 relative to parent point (cluster centre) is given

by [42]:

fMCP (y) =

8
>><

>>:

1

⇡r2 , kyk r

0, otherwise.
. (2.8)

fTCP (y) =
1

2⇡�2
exp

✓
�kyk2

2�2

◆
. (2.9)

The PGFL for MCP and TCP is given as [34, 35]:

G [v]
M
= E

"
Y

x2�

v (x)

#

= exp

✓
��p

Z

R2


1� exp

✓
c̄

Z

R2

v (x+ y) f (y) dy � 1

�◆�
dx

◆
, (2.10)

where f in (2.10) is given for MCP and TCP in (2.8) and (2.9), respectively.

2.4.4 Poisson Hole Process (PHP)

The PHP is useful in modeling wireless networks where exclusion zones (holes) are con-

sidered around nodes such that no transmitter inside holes is allowed to transmit. This
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naturally captures the notion of interference management by restricting the transmitters

away from receiver at distances greater or equal to hole radius. An example scenario

consists of inband (underlay) D2D communication where exclusion regions are created

around cellular users by BS to avoid excessive interference from D2D transmitters by

restricting them to outside the holes.

The PHP can be defined formally as follows.

Consider two independent homogeneous PPPs �1 (�1) and �2 (�2), with �1 > �2,

then PHP � can be defined as [43]:

� = {x 2 �1 : x /2 ED} = �1 \ ED, (2.11)

where ED =
S

y2�2
b (y,D) is the region covered by the holes and b (y,D) ⌘ {z 2 R2 :

kz � yk < D} is a ball of radius D centred at location y.

It should be noted that conditioned on �2 (holes locations), the PHP is simply a PPP

of intensity �1 over R2 \ ED. As a result, Slivnyak’s theorem for PPP is also applicable

to PHP.

2.4.5 Marked Point Process (MPP)

It is often desirable in wireless networks to differentiate between different types of

nodes on the basis of some information associated with the nodes. For example, in

heterogeneous networks, it is useful to signify the type of node (e.g. mobile user, BS,

WiFi access point etc). Another situation is to determine the state of a node as either

transmitter or receiver. This information about the points of PP can be attached to each

point by assigning them a RV known as mark [34]. This leads to the definition of MPP

as follows.

Consider a PP �, known as ground process, which is defined over a 2D plane R2.

Consider another space M known as a marked space. A MPP �̃ = {(x,mx)} is defined
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over space R2 ⇥M such that �̃ (B ⇥M) < 1, is considered as a collection of random

points {x} ⌘ � with marks {mx} from M attached to each point [44].

The MPP �̃ is said to be an independent MPP if the mark mx for point x depends

only on x and not on any other point or mark with distribution F· (·) on M. In addition,

when marks are identically distributed, i.e. they do not depend on ground points

locations, the resulting process is termed independent and identically distributed (i.i.d)

MPP. An independent MPP has two implications. 1) The ground process � is a PPP

on R2 with intensity measure � and conditioned on �, the marks are independent with

distribution F· (·) on M, and 2) �̃ is a PPP on R2 ⇥M [34].

In case of independent MPP, the PGFL is given as [44].

G [v] = exp


�
Z

R2

✓
1�

Z

M
v (x,m)Fx (dm)

◆
� (dx)

�
, (2.12)

where v is a family of all functions such that v : R2 ⇥M ! R+.

2.4.6 Interference over a Point Process

Sharing the same spectrum resources by users in a wireless network gives rise to an

interference limited network. Under such scenarios, the interference at a typical user

is defined as the sum of all signals (power) from each unwanted transmitter in the

network. If locations of users are modeled by some spatial PP �, then the interference

is considered as the sum of functions over the points of PP. As a result, the interference,

denoted as I, at typical user located at x0 is given as:

I =
X

x2�

Pxhxkx� x0k�↵
. (2.13)

where Px are the transmit power of transmitter at x, hx is the channel between typical

user at x0 and transmitter at x, and ↵ > 2 is the pathloss exponent. Note that interference
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I in (2.13) is a random function defined over the points of �. As such, the distribution

of I can be characterised by determining the Laplace transform of I as follows:

LI (s) = E
⇥
e
�sI⇤ = E

h
e
�s
P

x2� Pxhxkx�x0k�↵
i

= E
"
Y

x2�

e
�sPxhxkx�x0k�↵

#

= E�

"
Y

x2�

Ehx

⇣
e
�sPxhkx�x0k�↵

⌘#

= G [v (x)] , (2.14)

where v (x) = Ehx

⇣
e
�sPxhkx�x0k�↵

⌘
.

The Laplace transform characterises the complete distribution of the random pro-

cess/RV. Therefore, based on (2.14) and using the corresponding PGFL for the PP �,

the interference I defined over points of � can be completely characterised.

2.5 Chapter Summary

This chapter has provided a brief overview of the background concepts and theories

underlying this thesis. In particular, two broad classifications of MA schemes extens-

ively used in wireless networks are discussed. Moreover, being the latest member of the

MA family, the fundamental principles of downlink NOMA with SIC operation, are

introduced. Further, owing to the random spatial topology of wireless networks,various

PP models that offer a reasonably accurate approach and rich tools for modeling and

analysing the networks considered in this thesis, are briefly discussed. Finally, based

on the discussed PP theory, the distribution of interference at a typical user can be

completely characterised with the aid of its Laplace transform, providing the basis for

deriving other performance metrics such as outage probability and link throughput in
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the subsequent chapters.
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Chapter 3

Literature Review

In order to design the study conducted in this thesis, it is necessary to identify the

research gaps in existing literature on NOMA. Hence, this chapter presents an in-depth

literature review, which leads to the identification of several problems that inform this

research.

3.1 NOMA for Cellular Networks

3.1.1 Single-Cell Single-Tier Scenario

In current literature, the downlink NOMA is investigated with SIC receiver at the user

equipment (UE) side. In [6, 25, 45], the performance of NOMA technique is evaluated

with SIC receiver by performing system level simulations. In [25], the authors suggested

NOMA a promising multiple access scheme for future cellular systems. The utilisation

of additional power domain by NOMA for user multiplexing, the expected increase in

the device processing capabilities for future systems and robust performance gain are the

key motivations behind this proposal. The authors performed system level simulations

and compared the performance between NOMA and OFDMA. They presented the
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comparison in terms of the number of users and the overall cell throughput under

frequency-selective/wideband scheduling and power allocation. The authors reported a

performance gain of 30� 35% in the overall cell throughput for NOMA over OFDMA.

In order to achieve a further performance gain using NOMA, the authors proposed

combination of NOMA with MIMO and multi-site extensions as possible future exten-

sions. The authors adopted SIC receiver for NOMA as a standard decoding scheme at

the UE side. .This choice implies that the performance of NOMA is directly dependent

upon the decoding performed by SIC receiver. Hence, a decoding failure by SIC results

in performance limitation of NOMA. However, in the comparisons presented in [6],

they assumed a perfect decoding for SIC and hence, neglected the impact of decoding

failure and error propagation of SIC on the performance of NOMA.

In [13], the authors considered a single cell case for downlink NOMA and modelled

the cell using a circular disc geometry of radius RD. They assumed that the users

are distributed randomly with uniform distribution in the circular disc. In order to

evaluate the performance of downlink NOMA, they presented two scenarios for user’s

rate and calculated the corresponding performance metric. In the first scenario, the

QoS requirements of the user are utilized to determine the data rate. They considered

two events: the idealistic suppression of the interference caused by all the higher order

users and the ability of the NOMA in order to satisfy the QoS requirements of the user.

In the second scenario, they calculated the user’s rate opportunistically based on his

channel conditions. The outage probability is considered as a performance metric in

first scenario, while for the second scenario, the achievable ergodic sum rate by NOMA

transmission protocol is adopted. The analytical and numerical results show that the

NOMA is able to achieve better outage and ergodic sum rate performance than OMA.

However, there are two critical factors that can adversely affect the outage performance

of the system, namely the selection of user’s targeted rate and the choice of power

allocation coefficient. The reason is that a wrong or inappropriate choice of a power

28



CHAPTER 3. LITERATURE REVIEW

allocation coefficient will result in a decoding failure for SIC and consequently this will

lead to high outage probability.

In [6] and [45], to incorporate the practical prospects of the cellular systems into

their system level simulation evaluations of downlink NOMA with SIC receiver, the

authors combined LTE radio interface functionalities such as time/frequency domain

scheduling, adaptive modulation and coding (AMC), hybrid automatic repeat request

(HARQ) and outer loop link adaption (OLLA) with NOMA specific operations such as

dynamic power allocation. A proportional fairness (PF) scheduler was used to achieve

the multi-user scheduling. Furthermore, dynamic transmit power allocation scheme

(TPA) was used to distinguish the users in power domain. The HARQ mechanism was

used in case if decoding error occurs.

In [6], the authors also presented an algorithm to implement the complete NOMA

signal generation in the downlink. The authors in [45] used full search power allocation

(FSPA) and fractional transmit power allocation (FTPA) to distribute the power among

NOMA users. The signalling cost related to SIC decoding order and power assignment

ratios will be enhanced with the use of dynamic TPA. FSPA scheme for NOMA achieved

the best performance but it is computationally complex, as all combinations of power

allocation are considered. However, FTPA provides a low complexity method for power

allocation among NOMA users. The power decay factor (whose value ranges from

0 to 1) in FTPA is responsible for power allocation relative to the channel gain and

is a parameter which requires optimisation in order to meet the required performance

targets. In [45], the authors choose the value of power decay factor as 0.4. The impact

of varying the power decay factor during FTPA is not considered by the authors, and

the chosen power decay factor may not be a suitable choice for NOMA under some

other communication scenarios such as users having comparable channel quality, equal

power allocation or having fairness constraints.

The consequence of user grouping for NOMA with the power allocation is also
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studied in [45]. The purpose of user grouping is to group those users who have a

significant difference in their channel gains, so that the amounts of power allocated to

them using TPA or FTPA will differ substantially. The authors reported a performance

gain of 35�40% in [6,45] over OFDMA in terms of cell throughput and user rate under

power allocations schemes of TPA and FTPA with multiuser scheduling. However, in

both these works, the authors assumed a significant difference in channel conditions

of the scheduled users, which may not always be true in practice. There exists a finite

probability that at some of the transmission times, the scheduled users may not differ

significantly in terms of channel gains, which implies negligible differences among their

power allocations. This will lead to difficulty in grouping/pairing the users. Further, the

SIC receiver is power sensitive [46], thus the performance of SIC will degrade intensely

if two or more users have similar or comparable power. Consequently, by making an

assumption of holding a significant difference in channel gains of the scheduled users,

the authors of [6] and [45] ensure different power allocation to multiple users in order

for SIC to work properly and hence neglected the impact of SIC decoding failure that

may happen when there is not a significant difference in channel conditions of the

scheduled users.

The impact of user pairing on the performance of NOMA was also investigated

in [47]. The authors considered two downlink systems namely fixed power alloca-

tion NOMA (F-NOMA) and cognitive radio inspired NOMA (CR-NOMA), and then

demonstrated the effect of user grouping on their performance. In F-NOMA system, the

authors considered a case of two users and studied the impact of user grouping on the

system performance. The authors analysed the system from the perspective of achiev-

able sum rate (probability that F-NOMA achieves lower sum rate than conventional

OMA) and user’s individual rate (probability that F-NOMA achieves higher rate than

OMA) and presented their closed form analytical expressions. Their results depicted a

superior performance of F-NOMA over OMA.
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However, they reported that the careful user grouping is required to obtain this

performance, and in order to attain this performance benefit, the users with significant

difference in channel qualities should be paired together. This implies that the perform-

ance gap achieved in F-NOMA over OMA is directly dependent upon the fact that

how large is the difference in channel qualities for the grouped users. If the grouped

users have similar channel conditions, then the benefit of using NOMA will be rather

limited. This performance limitation is due to the inherent constraint attached to the use

of SIC receiver with NOMA i.e. how efficiently the SIC receiver performs decoding

and detection of multi-users is hugely relied on the spread of user powers [46, 48]. This

was the reason why authors emphasised to maintain a significant difference between the

channel conditions of the grouped users in order to achieve the performance gap over

OMA by using F-NOMA scheme.

In CR-NOMA scheme proposed by the authors in [47], the user having lower channel

gain is considered as primary user, while the user with strong channel is regarded as a

secondary user. The secondary user has been allocated power opportunistically and is

permitted to transmit on the channel of primary user only on the condition that it will

not cause the performance of the primary user to degrade adversely. This condition is

fair enough to maintain power difference between primary and secondary users and

is sufficient for SIC technique employed at primary user’s receiver to decode his data

from downlink signal received in CR-NOMA scheme.

Therefore, the core purpose of CR-NOMA scheme is to serve primary user (user

having poor channel gain) by allowing the secondary user to transmit on the condition

that its transmission will not harm the primary user’s signal. Consequently, this arrange-

ment will achieve higher sum rate as compared to OMA. Apart from the requirement of

having significant difference in channel gains to group the users and allowing secondary

user to transmit on the primary user channel under the condition mentioned above so that

the SIC will work properly, in both of the proposed schemes, the authors investigated
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the user grouping impact by considering the case of two users. This makes grouping

simple as only two users are picked from a large set of users. However, it is not a

trivial problem to group more than two users (e.g., five) by maintaining the significant

difference in channel conditions.

The issue of fairness achieved by downlink NOMA protocol is addressed by the

authors in [5]. They considered a problem of distributing a total available power at

the BS among the NOMA users and investigated its impact on the fairness under two

situations: 1) determination of the user’s data rate under perfect knowledge of channel

state information (CSI) and 2) the user’s date rate is determined on the average CSI i.e.

a fixed targeted data rate. In first case, they adopted max-min fairness that aimed to

maximise the minimum achievable rate by the user as a performance comparison metric,

while in the second case, the outage probability was considered as a performance metric.

In both cases, the authors considered the user’s rate and outage probability as a function

of power allocation coefficient and formulated them as a non-convex optimization

problems. The authors proposed low complexity iterative power allocation coefficients

as optimal solutions in both cases.

This work can be regarded as an extension of [13] by finding an optimal power

allocation coefficients under two assumptions of perfect and average CSI for the users,

with a focus on investigating its impact on the fairness achieved by downlink NOMA

with SIC. The numerical results showed that with the use of proposed optimal power

allocation schemes, NOMA maintains high fairness and can achieve superior perform-

ance in terms of rate and outage probability as compared to TDMA and fixed power

allocation in [13]. However, this fairness will only be maintained when the power is

allocated appropriately and deviation from this condition will result in high outage

probability due to the decoding failure by SIC receiver.

The authors in [49] considered both uplink and downlink NOMA systems and

investigated the problem of dynamic user clustering and power allocation. In order to
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obtain optimal cluster size and power allocation for NOMA, they formulated a sum-rate

maximisation problem subject to constraints of transmission power, SIC, and users

QoS requirements. The optimal solution is obtained by dividing the given optimisation

problem into two sub-problems, 1) user clustering, and 2) determination of their optimal

power allocation. In order to obtain solution of sub-problem 1, they presented a low-

complexity sub-optimal user clustering scheme by utilising distinctiveness among users

channel gains. Based on user clustering algorithm, the optimal power allocation method

is proposed to maximise the overall system sum-rate. The numerical results demonstrate

that maintaining significant channel gain difference among users in each cluster can

outperform conventional OMA scheme in terms of achievable throughputs. In addition,

it is reported that there exists an optimal cluster size for NOMA users beyond which

the performance of downlink NOMA deteriorates. However, their system model is

restricted to single cell, thereby neglecting the impact of intra-cell interference from

other BSs transmission in the performance of their proposed user clustering and power

allocation methods.

The performance of downlink NOMA system with randomly distributed users is

investigated in [50] for cases of imperfect and second order statistic (SOS) CSI. In

order to evaluate the performance of the considered system, they derived closed-form

expressions for outage probability and average sum rate for both cases. Numerical

results are also presented to validate the accuracy of the derived results. The results

demonstrate that under both cases of partial CSI, NOMA still outperforms its counterpart

OMA in terms of both outage and sum rate. Although the derived analytical framework

provides very useful system and performance insights, it is desirable to extend these

results for the case of more realistic multi-cell and interference limited networks.

Considering a more realistic Nakagami-m fading channel model, the performance

of NOMA system is studied in [51]. The considered network is comprised of a single

33



CHAPTER 3. LITERATURE REVIEW

BS which communicates with NOMA users with the aid of amlify-and-forward re-

lay. Closed-form expressions for outage probability are provided to investigate the

performance of considered system. In addition, outage results are extended to obtain the

diversity gain of the network in high SNR regime. Further, they also derived the ergodic

sum-rate for the considered network and provide its upper and lower bounds. The ac-

curacy of the derived analytical expressions is validated by numerical simulations. The

results demonstrated that under Nakagami-m fading channels, the considered NOMA

network is able to achieve superior performance and also provide better user fairness

compared to the conventional OMA. However, the considered network model is more

realistic to benefit those users who are much far from the BS to improve their SINR. But

in realistic deployments and situations, BS may directly communicate with near users

who have good SINR. As a result, in order to serve these users, there is no need to use

relay node. Consequently, the considered network introduces additional complexity and

delay to serve users with good SINR by restricting direct communication between users

and BS and is not general to cover situations where direct communication between

users and BS is not possible.

3.1.2 Single-Cell Multi-Tier Scenario

The problem of resource allocation for NOMA based single cell heterogeneous (multi-

tier) networks is investigated in [52]. In the considered model, NOMA protocol is

applied by only SBSs to communicate with their users. In order to maximise the

sum rate of the SBS users, the authors presented a resource allocation problem in

terms of many-to-one matching game. The authors then proposed a novel distributed

algorithm to obtain the solution of the formulated game. The results demonstrated

the fast convergence of their proposed algorithm to global optimal solution and SBS

users achieve superior sum rate over OMA under the proposed resource allocation
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strategy. However, the SBSs are typically deployed in areas of higher user density, i.e.

they usually follow user-centric deployments in which the locations of users and SBS

are correlated. Without considering this aspect, their modeling approach may not be

accurate for modeling users’ locations in heterogeneous networks with SBSs.

3.1.3 Multi-Cell Single-Tier Scenario

The authors in [53] analyse the uplink NOMA for large-scale cellular networks. The

spatial locations of the BSs are modeled by a homogeneous PPP. Considering the

locations of BSs as a parent PP, the spatial topology of users is modeled by PCP, in

which users are clustered around the locations of BSs. This captures the correlation

between the location of users and BS. In particular, they considered three scenarios

of SIC, namely perfect SIC, imperfect SIC, and imperfect worst case SIC. In order to

evaluate the performance of the considered network, the authors first derived a closed-

form expression for intra-cluster interference. Then, based on the interference results,

an expression for rate coverage is provided under all three scenarios of SIC. Numerical

simulations are conducted to validate the accuracy of the derived analytical results and

compare the proposed network with PPP- and OMA-based networks. The results show

that the PCP-based network outperforms OMA-based network and offers more accurate

analysis than the PPP-based approach, which provides optimistic results for NOMA.

However, the considered system model is limited to a single tier case.

The problem of power allocation for OFDM based NOMA systems is studied in [54].

The considered cellular network is composed of 19 hexagonal grid sites having 3 cells

per site. The authors formulated an optimisation problem to maximise the weighted

sum rate of the entire system. Due to the intractability of the presented optimisation

problem, it was solved in two steps. In the first step, the user selection across each

subchannel and power assignment are performed by using greedy, and sub-optimal
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iterative power allocation algorithms, respectively. In the second step, using the iterative

power allocation algorithm of the first part, the power assignment across the sub-channel

is achieved. The simulation results demonstrate the superiority of their proposed scheme

over existing ones in terms of achievable system throughput. However, a fundamental

limitation of their system model is the assumption of hexagonal grids with a regular

shape and size, which may not always hold true in real cell site deployments.

A NOMA based multi-cell network is analysed in [55]. The locations of BSs

are modeled by a homogeneous PPP, and a more realistic Voronoi cell structure is

considered. The authors provided close-form expressions for the coverage probability

and achievable rate. Numerical simulations are conducted to validate the accuracy of

derived analytical results, and compare the achieved performance with that of OMA-

based network. The results show that NOMA achieves higher coverage and achievable

rate than OMA under the considered network setting. However, there are two potential

shortcomings: 1) The performed analysis is limited to a case of only two users for

single-tier networks; and 2) Modeling locations of MBSs by PPP is not accurate because

real deployments of MBSs exhibit interaction between MBSs locations, whereas PPP

does not capture this property due to its completely spatial random property.

3.1.4 Multi-Cell Multi-Tier Scenario

In [56], the authors consider the application of NOMA to K-tier multi-cell network.

A comprehensive hybrid transmission framework is proposed under which MBSs and

SBSs utilise massive MIMO and NOMA technologies to enhance the overall spectral

efficiency. Under the considered K-tier network, the authors proposed a BS association

policy for MBS and SBS users based on the biased average received power metric. The

performance of the network is evaluated in terms of spectrum efficiency achieved by

each tier, where the closed-form expressions are derived by using stochastic geometry
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tools. Numerical results demonstrate that the proposed hybrid massive MIMO for

NOMA based multi-tier network can achieve better spectrum efficiency then its OMA

counterpart. Its potential shortcoming is the use of less realistic user distributions that do

not capture the coupling between users’ and SBS locations. In addition, MBS locations

are modeled by homogeneous PPP, which does not reflect the deployment trend of real

MBSs.

The application of NOMA to multimedia broadcast/multicast service (MBMS) is

investigated for multi-cell K-tier network in [57]. Such a network aims to meet the

high data rate demands of emerging applications by enjoying the efficient spectrum

utilisation of both NOMA and MBMS techniques. The BS spatial topology of each tier

is modeled by independent homogeneous PPP. Based on NOMA and MBMS, the authors

proposed two transmission schemes and evaluated the performance of these schemes

using stochastic geometry. An analytical framework is developed which is general

enough to cover the cases of synchronous and asynchronous non-orthogonal MBMS

transmission. Based on this framework, the authors derived closed-form expressions

for coverage probability, sum rate and the number of users served. Simulations are

conducted to verify the analysis. It was shown that non-orthogonal MBMS outperforms

orthogonal MBMS. In addition, synchronous transmission mode can achieve better

performance than the asynchronous one. However, the users in each tier are modeled by

independent homogeneous PPPs. While this distribution is accurate for users who are

located independent of BS locations, it does not capture the location coupling between

users and SBS of multi-tier networks, where the latter is often deployed to enhance the

service in areas of high congestion.

In [58], the authors considered a large-scale NOMA based multi-tier cellular network

in which SBSs communicate with their users with the aid of NOMA protocol, whereas

MBSs are equipped with massive MIMO capability. A tractable analytical framework is

developed to analyse the performance of considered network. Closed-form expressions
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for coverage probability are obtained for NOMA SBSs users. In addition, a lower bound

for achievable ergodic rate is derived for a user served by massive MIMO enabled MBSs.

Based on the coverage results, the energy efficiency of hybrid multi-tier networks is also

investigated. Numerical results reveal that the performance of SBSs NOMA users is

highly dependent on the choice of user targeted rates and power allocation coefficients.

Moreover, equipping MBSs with massive MIMO capability significantly enhances the

network’s spectrum efficiency. While the developed model is analytically tractable, it

suffers from two shortcomings: (i) NOMA is not utilised for MBSs, and (ii) it uses

homogeneous PPPs to model MBSs and SBSs.

3.2 NOMA for D2D Communications

3.2.1 Paired D2D Communications

Recently, the authors in [59] proposed a full-duplex (FD) D2D aided cooperative

NOMA. The BS sends a NOMA signal to one strong and one weak NOMA user,

where the strong user is equipped with FD ability. By invoking D2D communication

between strong and weak NOMA user pair, the authors proposed to improve the outage

performance of the weak user using D2D-aided direct and cooperative transmissions.

However, they only considered a single-cell scenario where NOMA is conducted at BS

while strong and weak users communicate via conventional paired D2D communication.

The authors in [60] developed an analytical framework using stochastic geometry to

analyse cellular networks with underlay D2D communications. The D2D users are also

equipped with FD transceivers and can operate in FD mode. The authors proposed a

criteria to select between FD and D2D modes of operation. They derived closed-form

expression for outage probability to evaluate the performance of cellular and D2D users.

However, they modeled spatial topology of D2D users by a PPP that may not be a
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realistic distribution choice for D2D users. The reason is that PPP cannot capture the

features of device clustering and spatial separation of D2D communications due to its

completely random nature [61]. Furthermore, NOMA protocol is not applied for both

cellular and D2D communications.

The authors in [62] considered a downlink multiuser MIMO NOMA cellular network

with underlay D2D communications. They proposed two beamforming schemes in

order to eliminate the inter-beam interference and the interference caused to D2D users

by BS transmission. In addition, they formulated an optimisation problem to jointly

optimise the performance of both cellular and D2D users. A potential limitation to their

approach is that the considered system model is limited to single cell and no specific

random distribution is utilised to model the spatial topologies of cellular and D2D

users. Hence, it is not straightforward to generalise the results for the case of multi-cell

network. Further, they considered a paired D2D communication where D2D users do

not apply NOMA protocol to communicate with each other.

The authors in [63] considered a paired D2D communication underlying a NOMA

based cellular network in which a single hybrid access point is used to receive from both

D2D and cellular users. In particular, they investigate the problem of resource allocation

and propose a low complexity energy efficient algorithm for D2D pair while meeting

the QoS requirements of cellular users. The results demonstrated fast convergence

of their proposed algorithm to an optimal solution while achieving superior energy

efficiency over the existing schemes. A major limitation of their network model is that

they considered only a single D2D active pair, whereas in real situations, there can be

more than one active D2D pairs in the network, which requires joint optimisation of

energy efficiency of all active D2D pairs.

Similarly, the problem of resource allocation in terms of power control and channel

assignment for D2D communication underlying a NOMA based cellular network is

investigated in [64]. The authors derived the optimal conditions for cellular users under
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which power control on each subchannel is conducted. Based on the derived conditions,

they proposed an algorithm to maximise the sum rate of D2D pairs while simultaneously

satisfy the QoS requirements of cellular users. However, the considered cellular network

is restricted to the case of a single cell, thereby neglecting the impact of interference

from multiple BSs. In addition, NOMA is not utilised for D2D communications, which

may result in less efficient resource utilisation.

The concept of NOMA assisted D2D relaying is proposed in [65], where the trans-

mission is composed of two phases. In the first phase, the BS transmits NOMA signal

to near and far users. By exploiting the overhearing of this NOMA transmission at inter-

mediate D2D relay node, in the second phase, this relay node transmits superimposed

overheard NOMA signal from first phase and its own signal for D2D receiver using

NOMA. This helps to boost the performance of far user. Although NOMA is used by

D2D relay node, it is still communicating with a single D2D receiver to form a paired

D2D communication.

3.2.2 Group D2D Communications

In [66], the authors considered a NOMA-based D2D communications and introduced the

concept of D2D group, where a D2D transmitter (DT) is communicating with multiple

D2D receivers (DRs) using NOMA protocol. The authors proposed an optimal resource

allocation strategy for interference management to realize NOMA-based D2D group

communications. This work is extended in [66], where the problem of joint subchannel

and power allocation for NOMA based group D2D communication is studied. In order

to maximise the sum rate achieved by D2D communication, an algorithm that jointly

assigns subchannel and power to each D2D user in a group is proposed. The results

showed that the proposed joint subchannel and power allocation algorithm offers near

optimal performance at the expense of reasonable complexity. Although the concept
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of NOMA group D2D was introduced in [66, 67], their system model was comprised

of single-cell and lack of interference characterisation at DR. Furthermore, it requires

interference modeling and performance evaluation at the DR in order to extend the

concept of NOMA group D2D to a general scenario, where DTs and DRs are distributed

in the entire network.

The authors in [68] further proposed cooperative HARQ assisted NOMA in large-

scale D2D networks. They studied the outage and throughput performances of D2D

users under the considered network and demonstrated that cooperative HARQ assisted

NOMA achieves lower outage probability than non-cooperative case and OMA scheme.

However, their NOMA based D2D network model is limited to two-user case only, i.e.,

they only considered two-user NOMA transmission from D2D source. Furthermore,

they considered a significant difference between channels of two D2D users by assuming

that one user is always closer to D2D source compared to the other user. This assumption

may not always hold, particularly in the scenario of NOMA based D2D communications

because DRs typically clustered around DTs, and are located near each other and

consequently have very similar channel conditions.

3.3 NOMA based Hybrid Multiple Access

In [69], the authors proposed a dynamic power allocation scheme based on hybrid

NOMA. They derived a condition that is used to switch a transmission between NOMA

and OMA modes. Under this condition, OMA is utilised to serve the users whenever

the strong user’s channel quality falls below a threshold value determined by the weak

user’s fixed target data rate. The closed-form expression for the outage probability is

derived, and the proposed scheme is compared with two existing schemes: fixed power

allocation NOMA (F-NOMA) and cognitive radio inspired NOMA (CR-NOMA). The

results show that it achieves a more balanced performance tradeoff than F-NOMA and
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CR-NOMA. In particular, it successfully avoids the situations of complete outage that

occur in F-NOMA due to improper rate and power allocation. On the other hand, it

obtains higher diversity gain than CR-NOMA. A potential shortcoming of this scheme

is that it is designed for the case of only two users, and its extension to cover situations

of having more than two users is not very straightforward because the derivation of the

condition under which NOMA or OMA is selected will become analytically challenging.

A low complexity downlink multi-user transmission method is proposed in [70].

Under this scheme, using the SNRs of users, BS divides all users in its coverage into

multiple user groups (UGs). Based on UGs, the BS applies NOMA to communicate

with users within each UG, whereas each UG is scheduled for transmission in a TDMA

fashion. The authors analysed the performance of the proposed scheme in terms of

achievable sum-rate. Expectedly, the results show that the throughput achieved by this

schemes resides between that of conventional NOMA and OMA techniques. However,

due to fewer number of users scheduled per group, this technique reduces the number of

SIC-levels at each user for decoding compared to conventional NOMA. Moreover, their

analysis lacks the consideration of SINR for successful decoding, which is an important

metric to analyse multiuser systems.

A hybrid MA scheme based on sparse code MA (SCMA) and NOMA is proposed

in [71]. This scheme divides the users into near and far user categories. At the BS,

SCMA and binary phase shift keying (BPSK) are applied to encode near and far users’

messages, respectively. These encoded signals for near and far users are then transmitted

by applying NOMA principles, i.e. SCMA and BPSK are superimposed by allocating

them different power levels. The authors analysed the performance of the considered

system in terms of bit-error rate. The proposed scheme has two shortcomings: 1)

receiver complexity is significantly higher because after removing far user’s message, it

requires an additional message passing algorithm block to decode near user’s message;

and 2) this scheme is designed to only accommodate the two-user case.
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Inspired by user grouping, a hybrid MA is constructed in [47] by combining NOMA

and OMA. The key motivation behind this proposal is to not schedule all users for

NOMA because it may result in high intra-user interference. Thus, the authors con-

sidered a user pair for conducting NOMA and evaluated the impact of user pairing on

system performance. Closed-form expressions for outage probability are derived for

F-NOMA and CR-NOMA cases. The results show that by pairing users with distinctive

channel conditions, F-NOMA always outperforms conventional OMA and achieves a

larger sum-rate. It is also shown that the performance of CR-NOMA is sensitive to the

channel conditions of poor user because the transmit power allocated to the other user

in a pair is constrained by it.

3.4 NOMA Receiver Structure

Based on the labelling method, an alternate scheme to SIC for decoding downlink

NOMA signal was investigated in [72]. The authors considered a two-user OFDM

based downlink NOMA system. A special case was studied where strong user avoids

SIC operation in order to decode its message. Analytical expressions were provided to

evaluate the performance in terms of symbol error rate, block error rate and ✏-feasible

rate metrics. The performance was compared for three types of labelling methods,

namely Gray, non-Gray and natural labelling. The results showed that Gray labelling

outperforms the other two labelling methods, while allowing strong user to achieve

comparable performance with and without SIC. One potential drawback of this labelling

method for decoding is that it is designed for the case of only two NOMA users. This

poses a challenge in terms of assigning labels to data bits from different users in cases

with more than two users. Furthermore, the complexity of the proposed scheme will

increase with the number of users due to the label design and assignment for multiple

users.
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The authors in [73] proposed a decoding strategy for a cooperative relaying system

with NOMA. A network with a single source, relay, and destination is considered. Since

the destination is farther than the relay from the source, the message for destination is

allocated with more power. The proposed scheme has two transmission phases: 1) direct

transmission where source uses NOMA to send the superposition of two messages

s1 and s2 to the relay and destination, with message s1 allocated more power than s2.

The relay uses SIC to retrieve message signal s2; 2) cooperation where relay sends

message s2 with full transmit power to destination. Using maximum ratio combining

(MRC), the destination combines the buffered signal from first phase and relayed signal

from second phase to decode its signal. In addition, a suboptimal power allocation

policy is proposed. The results show improved outage probability and ergodic sum

rate. The receiver structure proposed in [73] is applicable for cooperative relaying

NOMA systems only. Moreover, it is designed for a very specific scenario having a

single source, relay and destination. Increasing the number of relays or destinations

will result in increased complexity and latency due to the cooperation phase. Further,

the proposed design still relies on conventional SIC operation. As a result, this design

inherits all shortcomings of the SIC receiver and its performance is again dependent on

the successful SIC operation.

3.5 Chapter Summary

This chapter reviews the state-of-the-art prior works on NOMA. The review is organised

into three major categories: 1) Application of NOMA to cellular and D2D networks; 2)

Hybrid MA schemes based on NOMA; and 3) Receiver design for NOMA. The review

identified the following research gaps in existing works, which have led to the main

contributions of this thesis that are to be presented in Chapters 4-8.
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• In the context of cellular networks, single cell scenarios have been well investig-

ated. However, very few works have considered NOMA based multi-tier cellular

network, and they did not consider NOMA to be employed by each tier BS. In

addition, MBSs and users are usually modeled by homogeneous PPPs, which are

shown to be inaccurate models for real MBSs deployments and user distributions

in multi-tier networks. This led to the work presented in Chapter 4.

• It is observed that very little attention has been paid in the literature to create

NOMA based group D2D communications. Further, the literature is scarce in

investigating the application of NOMA to WSNs. These gaps led to the studies

undertaken in Chapters 5 and 6.

• Utilising both conventional OMA and NOMA to create a hybrid MA is another

area which has been relatively unexplored. As such, a new hybrid MA scheme

is presented in Chapter 7 to achieve a more balanced tradeoff between decoding

reliability and system throughput.

• Finally, nearly all works in the literature on downlink NOMA have utilised

SIC receiver for decoding. However, there are potential drawbacks of SIC that

can impact NOMA operation and performance. This motivated the research

performed in Chapter 8, which aims to alleviate the SIC related issues for NOMA.
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Chapter 4

An Analytical Framework for

Multi-Tier NOMA Networks with

Underlay D2D Communications

From the literature review conducted in previous chapter, it is found that existing works

are still scarce in applying NOMA for multi-tier cellular networks. Consequently,

this chapter investigates and analyses NOMA based multi-tier cellular networks by

proposing a novel mathematical framework utilising the tools of point processes and

stochastic geometry.

4.1 Introduction

NOMA and its applications are well-researched in literature for mostly single-tier

single-cell networks. Much less attention has been paid to exploring the potentials

of NOMA in multi-tier cellular networks, where the BS at each tier is equipped with

NOMA functionality. Nevertheless, the reported performance conclusions for NOMA

in single-tier single-cell scenarios cannot be claimed in a straightforward manner for
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multi-tier multi-cell networks. Further, in the current literature, NOMA is proposed with

SIC receiver. However, the presence of intra-user interference impacts the performance

of NOMA with SIC [49], and hence there is a need to improve the SIC design for better

decoding performance at the end users.

Moreover, due to irregularity exhibited by the BS locations under real deployments

in multi-tier cellular networks, stochastic spatial models are seen as elegant tools for

accurate modeling and tractable analysis of these networks. The most prevalent method

is to model the locations of BSs in each tier by independent PPPs and evaluate the

performance of typical user chosen randomly and independently of the BS locations

[32, 33, 74]. However, there are two major shortcomings of this approach. First,

although simple and tractable, PPP models are shown to be inaccurate for modeling

real deployments of macro-cell BSs (MBSs). Second, the correlation between user

(cellular and D2D) and small-cell BS (SBS) locations under user-centric deployments

is not captured by assuming independence between their locations. To the best of

our knowledge, none of the prior works has focused on developing tools to model

and analyse multi-tier NOMA networks with underlay D2D communications and

exhibiting realistic distribution of BSs and user locations. Comprehensive modeling and

development of new tools for performance analysis of such networks with a two-tier

structure is the main goal of this chapter.

The rest of the chapter is organised as follows. Section 4.2 describes the system

model while Section 4.3 derives the association probabilities and interference distribu-

tions. Performance analysis is provided in Section 4.4 followed by results and discussion

in Section 4.5. Finally, Section 4.6 summarises the chapter.
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Table 4.1: Commonly used variables.

Notation Description

�m (�s) Spatial PPs for MBSs (SBSs) locations
�PHP,�PCP Baseline PHP and PCP for users locations
�m (�s) Intensity of �m (�s)

R1,R2,R3 Coverage radius of MBS, SBS, and DT, respectively
Pm, Ps, Pd Transmit power of MBS, SBS, and DT, respectively

M Total MBS users in representative cell
S Total SBS users in representative cell
a
k
j Power allocation coefficient of j-th MBS user from tier k

⌥m,⌥s,⌥d Transmit SNR of MBS, SBS, and DT, respectively
N̄ , L̄ Gaussian-Chebyshev parameters
S̄ Laguerre polynomial degree
U Term for Laplace transform inversion

4.2 System Model

A two-tier cellular network comprising of NOMA enabled MBSs and SBSs, with inband

D2D communications in the underlay mode is considered. For this network, the users

are broadly classified as clustered or non-clustered users, as shown in Figure 4.1. It

can be observed that the clustered users are distributed around the locations of SBSs,

whereas non-clustered users are distributed randomly in the network. A comprehensive

breakdown of different types of users is provided in Figure 4.2. It is evident from Figure

4.2 that clustered users can be of type MBS, SBS and D2D, whereas non-clustered users

can be of MBS and D2D type. This implies that a clustered cellular user is permitted to

connect to any MBS or SBS in the network. However, since non-clustered cellular users

do not fall inside any small cells, they are by default connected to MBS. This setup is

inspired by three facts. First, NOMA utilises available resources more efficiently by

applying superposition coding to multiplex different users in a single resource. Second,

SBSs are typically deployed in areas of higher user density in order to effectively meet

the cellular traffic demands in these areas. Third, invoking D2D communications can

further boost the spectrum efficiency of the cellular network.
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Figure 4.1. Proposed two-tier network model. The squares, triangles, circles and
diamonds show the positions of MBSs, SBSs, clustered users, and non-clustered users,
respectively.

The analysis is performed for a typical user, which is a randomly chosen cellular

(MBS/SBS) user or DR in a downlink scenario. Only the dominant interferers that

practically contribute to interference at the typical user are considered, i.e. out-of-

range transmitters to the typical user are excluded. The presented system model is, in

principle, extensible for cellular networks with any arbitrary number of tiers. However,

for notational simplicity and ease of exposition, discussions herein are restricted to a

two-tier setup. For quick reference, a list of commonly used variables in this chapter is

provided in Table 4.1.

4.2.1 Spatial Setup and Key Assumptions

The spatial locations of MBSs in a two-tier cellular network are firstly modeled by an

independent Gauss DPP {xm} ⌘ �m (K) with density �m. This model captures the

repulsive nature of MBSs locations, and is considered to be a statistically accurate
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ClusteredNon-
Clustered

Users

D2D SBS MBSMBS D2D

Figure 4.2. Classifications of users under proposed network model.

model for real MBSs deployments [37]. Here, K is known as the DPP kernel that

ensures the existence of �m. Next, the locations of SBSs are modeled by homogeneous

PPP {xs} ⌘ �s, with density �s. The assumption of PPP for modeling SBS locations is

justified because multiple SBSs can be deployed independently in areas of high user

density in order to enhance service quality.

Now, there is a more challenging task of modeling users in this two-tier setup. It

is observed from Figure 4.1 that the SBS locations can have two implications. First,

they are acting as cluster centres. Second, each SBS also acts a hole centre with

hole radius equal to SBS coverage. This interpretation has led to classifying network

users as clustered or non-clustered users. Specifically, users inside the coverage of

SBSs (holes) are classified as clustered users, whereas those outside of the coverage of

SBSs (holes) are termed non-clustered users. This classification permits us to model

clustered and non-clustered users by PCP and PHP. Hence, two independent PCP

�PCP (�PCP) and �PHP (�PHP) are considered to model clustered and non-clustered

users, respectively, �PCP and �PHP are the densities of �PCP and �PHP, respectively.

Note that SBS locations �s are considered as the parent process of �PCP and hole

centres for �PHP. In this way, the proposed modeling approach not only captures the

correlation between clustered user and SBS locations, but also successfully models

the network users who are located independently of BS locations. The complete user

distribution is the superposition of �PCP and �PHP.
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Next, considering �PCP and �PHP as the baseline user processes, the clustered and

non-clustered user types, i.e. cellular and D2D users, in the network are modeled. Note

that a cellular (MBS/SBS) user is always referred to as a downlink user. Now, at a

certain time instant, a user can be of cellular or D2D type. Consider that a user can be a

cellular user with probability 1� p, or D2D user with probability p. Further consider

that a D2D user can be a DT or DR with probability q and 1 � q, respectively. As a

result, based on �PCP and �PHP, the different types of clustered and non-clustered user

processes, which are subsets of �PCP and �PHP, respectively, are defined as follows:

1. Clustered and non-clustered cellular user processes are defined as, {wcc} ⌘ �CC

((1� p) �PCP), and {wnc} ⌘ �NC ((1� p) �PHP), respectively.

2. Clustered and non-clustered DR processes are defined as {wc̄} ⌘ �CDR (p(1�

q)�PCP), and {wn̄} ⌘ �NDR (p(1� q)�PHP), respectively.

3. Clustered and non-clustered DT processes are defined as {yc} ⌘ �CDT (pq�PCP),

and {yn} ⌘ �NDT (pq�PHP), respectively.

It should be noted that there are now four types of independent transmitter processes

�m, �s, �CDT, and �NDT that can contribute towards interference at the typical user. In

addition, the typical user belongs to one of the receiver processes �CC, �NC, �CDR or

�NDR. Due to the stationarity of these processes, a typical user can be assumed to be

always located at the origin [75].

Finally, in this chapter, a TCP as discussed in Section 2.4.3 is considered. In TCP,

the number of points in the representative cluster are Poisson distributed with mean c̄.

As a result, the PCP �PCP has a density c̄�s [42]. Note that the clustered DTs process

�CDT is a subset of �PCP with density pqc̄�s (pqc̄ DTs per cluster). Further note that

the locations of SBSs act as hole centres, as shown in Figure 4.1. Therefore, based on

(2.11), �2 = �s is assumed in the rest of this chapter, and the transmitter process �NDT

is a subset of �1.
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4.2.2 Propagation Model

Consider that a typical user is located at the origin, then, the received power at the

typical user from a transmitter at location z is given as,

Pr = Pzhzkzk�↵
, (4.1)

where Pz is the transmit power of the transmitter at location z, hz and kzk = dz

are the fading (power) gain and distance between typical user and transmitter at z,

respectively, and ↵ > 2 is the path-loss exponent. Note that in the considered network,

z 2 {xm, xs, yc, yn}. For notational simplicity, denote Pxm = Pm, Pxs = Ps, Pyc =

Pyn = Pd to represent MBS, SBS and DT transmit powers, respectively.

Next, based on the received power model defined in (5.2), an association policy

under which a cellular user connects to the BS that maximizes its received power is

assumed. The location of such candidate serving BS from �k is given by,

z⇤k = arg max
zk2�k

kzkk�↵
, (4.2)

where the index k 2 {m, s}, m and s refer to macro cell and small cell tier, respectively,

zk represents the distance between typical user and k-th tier BS, and z⇤k represents the

location of the nearest BS of the k-th tier that acts as a serving BS to the typical user.

4.2.3 NOMA and D2D Systems

NOMA System:

Consider that each MBS and SBS in the network is located at the centre of a disc

D1 and D2, with radius R1 and R2, modeling the coverage of each MBS, and SBS,

respectively. For analysis purpose, further consider a representative macro cell, in

which multiple small cells are underlaid. Let there be a total of M and S NOMA users
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R1

R2
MBS

SBS

Non-clustered user

Clustered user

Figure 4.3. Representative macrocell with underlaid small cells.

distributed randomly inside coverage of the macro cell and small cells, respectively,

as shown in Figure 4.3. According to NOMA principles, the MBS and SBS users

in respective cells are ordered according to channel gains as, h̄k
1
 ...  h̄

k
J , where

h̄
k
j = h

k
j

�
d
k
j

��↵, hk
j and d

k
j are the fading (power) and distance between user j and

associated tier k BS, respectively, j 2 {m, s}, J 2 {M,S}, 1  m  M , and

1  s  S. As a result, the power allocation coefficients are sorted as ak
1
� ... � a

k
J ,

with
PJ

j=1
a
k
j = 1. The power allocation coefficient for user j of tier k can be expressed

as [6]:

a
k
j =

b
k
jPJ

i=1
bki

, (4.3)

where b
k
j =

1

h̄k
j
. Based on (4.1), the overall received power after receiving the NOMA

signal at user j associated to tier k BS, denoted by Prkj
can be expressed as:

Prkj
= h̄

k
jPka

k
j| {z }

useful signal power

+

intra-user interferencez }| {

h̄
k
jPk

JX

i=1
i 6=j

a
k
i +Ik

j + �
2
, (4.4)

where Ik
j is the total received interference (power) at k-tier j-th NOMA user and �2 is

the power of additive noise.
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Note: Since NOMA is considered as a baseline transmission scheme for communication

between cellular users and BSs, the terms NOMA user and cellular user are used

interchangeably in subsequent discussions, unless otherwise stated.

D2D System:

Paired D2D communication which refers to each DT having only one intended

DR is considered. Furthermore, it is assumed that each clustered (non-clustered) D2D

device has certain contents of interest that can be requested by other clustered (non-

clustered) D2D devices. On the other hand, clustered and non-clustered devices have

little tendency to communicate with each other. This assumption can be justified in

many practical scenarios. For example, sports-related contents are of more interest

for clustered devices found in a sports bar as opposed to non-clustered devices whose

contents of interest are likely to lie in other areas [75]. Note that while the tools

developed in this chapter can be extended to cover the situation where communications

between clustered and non-clustered devices are permitted, it is beyond the scope of

this chapter and is left as potential direction for future work.

Consider that each DT is located at the centre of a disc D3, with a radius R3

representing the coverage of DT. The intended DR is assumed to be located randomly

inside disc D3. A typical D2D pair is considered for analysis. Based on (5.2), the

cumulative received power at DR, denoted by Prw̄ can be expressed as,

Prw̄ = Pdh̄z̄ + Iw̄ + �
2
, (4.5)

where w̄ 2 {wc̄,wn̄}, h̄z̄ = hz̄d
�↵
z̄ , hz̄ and dz̄ are the fading (power) gain and distance

between typical D2D device pair, z̄ 2 {yc, yn}, and Iw̄ represents the total interference

at the typical DR.

By inspecting (4.4) and (4.5), it is evident that interference characterisation is

necessary in order to evaluate the system performance. Hence, in the Section 4.3, the
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relevant interference distributions are derived.

4.3 Association Probabilities and Interference Distribu-

tions

This section firstly derives the association probability for a cellular user to connect

to the k-th tier BS. Recall that non-clustered cellular user always connects to MBS

because it does not fall inside the coverage of any SBS. Therefore, the goal is to derive

the association probability for a clustered cellular user to connect to SBS or MBS. Then

the interference for two types of typical user i.e. cellular and DR user, will be derived.

Without loss of generality, consider a typical user is located at the origin.

4.3.1 Association Probability

The association probability can be formally defined as the probability that a typical

cellular user is served by the k-th tier BS. Based on the association policy in (4.2), the

candidate serving BS is one which maximises the received power averaged over fading.

In order to derive the association probability, the association events for a typical user to

connect to MBS and SBS are firstly defined as follows:

• "1 =
�
1
�
argmaxk2{m,s} PkR

�↵
k = m

� 
denotes the association event to MBS.

• "2 =
�
1
�
argmaxk2{m,s} PkR

�↵
k = s

� 
denotes the association event to SBS.

Here 1 (·) represents the indicator function and the random variable Rk = kz⇤kk denotes

the distance of typical user to nearest point of �k, i.e. distance between a typical user

and the serving BS. In order to obtain the association probability, the distribution of

random variable Rk is required. Since �k are the independent homogeneous Gauss DPP

and PPP, their cumulative distribution function (CDF) and probability density function
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(PDF) of Rk are given as [37, 76]:

PDF: fRm (rm) = 2⇡rm

1X

n=0

(�1)n

n!
⇥
Z

(B(0,rm))
n
det
⇣
K

⇣
xmī

, xmj̄

⌘⌘

0ī,j̄n
|xm0=(rm,0)

⇥ dxm1 ...dxmn (4.6)

CDF: FRm (rm) =
1X

n=1

(�1)n

n!

Z

(B(0,rm))
n
det
⇣
K

⇣
xmī

, xmj̄

⌘⌘

1ī,j̄n
dxm1 ...dxmn

(4.7)

PDF: fRs (rs) = 2⇡�srs exp
�
�⇡�sr

2

s

�
(4.8)

CDF: FRs (rs) = 1� exp
�
�⇡�sr

2

s

�
(4.9)

where K

⇣
xmī

, xmj̄

⌘
= �me

 
�

kxmī
�xmj̄

k2

2

!

is Gauss DPP kernel to ensure the existence

of �m and  is a parameter to measure the repulsiveness of �m [37].

Now with distribution of Rk in hand, the probabilities of the events "1 and "2 can be

found. Denote Am = P ("1) and As = P ("2) to represent the probabilities of typical

user to associate with MBS and SBS, respectively. Then, the following lemma states

probabilities of the events "1 and "2.

Lemma 4.1. The association probabilities of the typical user Am and As to connect to

MBS and SBS, respectively, are expressed as:

As =

Z 1

0

[1� FRm (⌦↵
rs)] fRs (rs) drs (4.10)

Am = 1�As. (4.11)

where ⌦ = Pm
Ps

.

Proof. See Appendix A.

The integral in (4.10) is computationally expensive. As such, the association
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probabilities are approximated in the following lemma.

Lemma 4.2. The computationally efficient approximations of association probabilities

Am and As for typical user are given as follows:

As ⇡
�
1 + 2�⌦�

��1 (4.12)

Am ⇡ 1�
�
1 + 2�⌦�

��1

, (4.13)

where � = 2

↵ and � = �m
�s

is a parameter representing number of SBSs deployed per

MBS in the network.

Proof. See Appendix B.

It should be noted that Am and As depend on the received power ratio ⌦ at the

typical clustered cellular user under approximations obtained in Lemma 4.2. This is

intuitively plausible because the parameter ⌦ reflects from which BS a typical user is

receiving a larger power. This completes the discussion of association probabilities, and

the interference distributions at typical user are derived in the next subsection.

4.3.2 Interference Distributions

There are three types of users in the network, namely MBS user, SBS user, and DR,

which may receive interference from �m, �s, �CDT and �NDT. Hence, the interference

distribution for each type of users is derived, considering only the dominant interferers

as mentioned in the system model.

1. When typical user is of MBS type:

Recall that MBS user can be classified as a clustered or non-clustered user. Hence,

the interference at typical user (non-clustered or clustered) under this classification can

be defined as follows:
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R2

R2

R3

R

Figure 4.4. Illustration of interference at non-clustered MBS user from clustered DT.
The solid dot, triangle and square represent non-clustered MBS user, SBS user, and
clustered DT, respectively.

• Denote Inm = Im

nm
+ INDT

nm
+ ICDT

nm
as the interference at the non-clustered MBS

user, where Im

nm
=
P

xm2(�m\B̄(Rm,R1))\z⇤m Pmhxmkxmk�↵, INDT

nm
=

P
yn2�NDT\b(0,R3)

Pdhynkynk�↵, and ICDT

nm
represent the interference at non-

clustered MBS (typical) user from all MBSs except the serving MBS, non-

clustered DTs and clustered DTs, respectively. Note that ICDT

nm
is the interfer-

ence at non-clustered MBS user from clustered DTs. As such, all possible

interfering clusters need to be found by locating the cluster centres. Con-

sidering only dominant interferers, the interfering clusters centres would be

located in B̄ (R2,R), as shown in Figure 4.4, where R = R2 + R3. Let

Bxs represents the set of DTs in the cluster centred at xs. With this descrip-

tion, the interference at typical user is considered from all DTs which fall in-

side Bxs \ b (0,R3), as shown in Figure 4.4. Now ICDT

nm
can be expressed as,

ICDT

nm
=
P

xs2�s\B̄(R2,R)

P
yc2Bxs\b(0,R3)

Pdhyckxs + yck�↵.

• Denote Icm = Im

cm
+ Is

cm
+ INDT

cm
+ ICDT

cm
as the interference at clustered MBS

user, where Im

cm
= Im

nm
, Is

cm
=
P

xs2�s\b(0,R2)
Pshxskxsk�↵, INDT

cm
= INDT

nm
,

and ICDT

cm
represent the interference at clustered MBS (typical) user from all

other MBSs excluding the serving MBS, SBSs, non-clustered DTs and clustered
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DTs, respectively. Similar to representing ICDT

nm
, in order to specify ICDT

cm
,

the possible interfering clusters are first determined by locating the positions

of their cluster centres. In this case, the locations of such interfering cluster

centres would be located inside b (0,R). Now the interference from all DTs

is considered to fall inside Bxs \ b (0,R3). As a result, the interference at

(typical) clustered cellular user from clustered DTs is expressed as, ICDT

cm
=

P
xs2�s\b(0,R)

P
yc2Bxs\b(0,R3)

Pdhyckxs + yck�↵.

With description of interference Inm and Icm for two classifications of typical MBS

user, these interferences at typical user can be characterised. Note that Im

nm
and Im

cm

are functions of distance between typical user and its serving MBS, Rm. As such, the

approach is to first condition on Rm to find these conditional interference distributions

and then de-condition on Rm at the end. Then the following two Lemmas state the

distributions of Inm and Icm.

Lemma 4.3. (Laplace transform of interference for typical user of non-clustered MBS

type) The Laplace transform of the interference Inm, denoted by LInm (s), is given by:

LInm (s) = LIm
nm

(s) · LINDT
nm

(s) · LICDT
nm

(s) , (4.14)

where the terms in (4.14) are defined as follows:

LIm
nm

(s) =

Z 1

0

exp

 
�2⇡�m

"
N̄X

n̄=1

 n̄Q1 (rm, tn̄) +
L̄X

l̄=1

 l̄Q2 (tl̄)

#!
fRm (rm) drm

(4.15)

LINDT
nm

(s) = exp (�2⇡pq�1sPdQ3) exp

✓
�2⇡�s

Z 1

R2

�
1� e

�2pq�1sPdf(v,s)
�
vdv

◆

(4.16)

LICDT
nm

(s) = exp

✓
�2⇡�s

Z R

R2

⇣
1� e

�pqc̄f̄(r,s)
⌘
rdr

◆
, (4.17)
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where Q1 (rm, tn̄) = 1� 1

1+sPmr�↵
m tn̄

, Q2 (tl̄) =
1

1+sPmR�↵
1 tl̄

, Q3 =
PK̄

k̄=1

0.5R2
3!k̄

p
1�✓2

k̄
tk̄

sPd+(tk̄R3)
↵ ,

!k̄ =
⇡
K̄

, tk̄ = 1

2
(✓k̄ + 1), ✓k̄ = cos

⇣
2k̄�1

2K ⇡

⌘
,  n̄ =

✓
1� Ce

� 2n2t��
n̄

2 I0

✓
4n2t

� 1
↵

n̄
2

◆◆
n2

2↵

!N̄

p
1� ✓2n̄t

���1

n̄ , C 2
⇢
e
� 2r2m

2 , e
� 2R2

1
2

�
, n 2 {rm,R1}, N̄ 2

�
N̄ , L̄

 
, n̄ 2

�
n̄, l̄
 

,

✓n̄ = cos (2n̄�1)⇡
2N̄

, tn̄ = 1

2
(✓n̄ + 1), !N̄ = ⇡

N̄
, f̄ (r, s) =

R R3

0

R
2⇡

0

r̄2e�r̄2
d✓̄dr̄

1+sPd(r̄2+r2�2r̄r cos ✓̄)
�↵

2
,

f (v, s) =
R v+R2

v�R2
arccos

⇣
r2+v2�R2

2
2vr

⌘
(sPd + r

↵)�1
rdr, I0 (·) is a modified Bessel func-

tion of first kind with parameter ⌫ = 0 [77], �1 is the baseline homogeneous PPP for

�PHP and N̄ , L̄ are the complexity accuracy trade-off parameters.

Proof. See Appendix C.

Lemma 4.4. (Laplace transform of interference for typical user of clustered MBS type):

The Laplace transform of the interference Icm, denoted by LIcm (s), is given by:

LIcm (s) = LIm
cm

(s) · LIs
cm

(s) · LINDT
cm

(s) · LICDT
cm

(s) , (4.18)

where LIm
cm

(s) = LIm
nm

(s), LINDT
cm

(s) = LINDT
nm

(s), and LIs
cm

(s), LICDT
cm

(s) are:

LIscm (s) = e
�2⇡s�sPsQ3|R3=R2,Pd=Ps (4.19)

LICDT
cm

(s) = e
�2⇡�s

RR
0 (1�e�pqc̄f̄(r,s))rdr

. (4.20)

Proof. See Appendix D.

2. When typical user is of SBS type:

In this case, a typical user is always a clustered cellular user because it falls inside

the coverage of at least one SBS. Let Is = Im

s
+ Is

s
+ INDT

s
+ ICDT

s
represents the

interference at typical SBS user, where Im

s
=
P

xm2�m\b(0,R1)
Pmhxmkxmk�↵, Is

s
=

P
xs2(�s\B̄(Rs,R2))\z⇤s Pshxskxsk�↵, INDT

s
= INDT

nm
, and ICDT

s
represent the interference

at typical SBS user from all MBSs, SBSs except the serving SBS, non-clustered DTs,

and clustered DTs, respectively. Similar to ICDT

cm
, the interference ICDT

s
can be found by
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first locating the positions of possible interfering cluster centres in B̄ (Rs,R) and then

considering the interference form all DTs that fall inside Bxs \ b (0,R3). As a result, the

interference ICDT

s
can be expressed as, ICDT

s
=
P

xs2�s\B̄(Rs,R)

P
yc2Bxs\b(0,R3)

Pdhys

kxs + yck�↵. Note that Is

s
and ICDT

s
are functions of distance between typical user

and serving SBS Rs. Therefore, in order to characterise Is

s
and ICDT

s
, they are first

conditioned on Rs to find the conditional distribution of these interference and then de-

condition at the end. The following lemma characterises the distribution of interference

Is.

Lemma 4.5. (Laplace transform of interference for typical user of SBS type): The

Laplace transform of the interference, Is, denoted by LIs , can be derived as follows:

LIs (s) = LIm
s
(s) · LIs

s
(s) · LINDT

s
(s) · LICDT

s
(s) , (4.21)

where LINDT
s

(s) = LINDT
nm

(s), and LIm
s
(s), LIs

s
(s), LICDT

s
(s) are given as:

LIm
s
(s) = e

�2⇡�msPmQ3|R3=R1,Pd=Pm (4.22)

LIs
s
(s) =

Z 1

0

e
�2⇡s�sQ4fRs (rs) drs (4.23)

LICDT
s

(s) =

Z 1

0

e
�2⇡�s

RR
rs (1�e�pqc̄f̄(r,s))rdr

fRs (rs) drs, (4.24)

where Q4 =
PQ̄

q̄=1

0.5(R2�rs)
2!q̄

p
1�✓2q̄ tq̄

sPs+t↵q̄
, !q̄ = ⇡

Q̄
, ✓q̄ = cos

⇣
2q̄�1

2Q̄
⇡

⌘
, tq̄ = R2�rs

2
✓q̄ +

R2+rs
2

, and Q̄ is the complexity-accuracy tradeoff parameter.

Proof. See Appendix E

3. When typical user is of DR type:

Similar to a case of MBS, a typical DR can be of types non-clustered and clustered.

Hence, under this classification, the interference at typical DR can be defined as follows:
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• Denote Ind = Im

nd
+ INDT

nd
+ ICDT

nd
as the interference at typical DR of non-

clustered type, where Im

nd
= Im

s
, INDT

nd
=
P

yn2(�NDT\b(0,R3))\y⇤n Pdhynkynk�↵,

and ICDT

nd
= ICDT

nm
represent the interference at typical DR from MBSs, non-

clustered DTs except its serving DT at y⇤
n

and, clustered DTs, respectively.

• Denote Icd = Im

cd
+Is

cd
+INDT

cd
+ICDT

cd
as the interference at typical clustered DR

user, where Im

cd
= Im

s
, Is

cd
= Is

cm
, INDT

cd
= INDT

cm
, and ICDT

cd
=
P

yc2(�CDT\b(0,R))\y⇤c

Pdhyckxs+yck�↵ =
P

xs2�s\b(0,R)

P
yc2(Bxs\b(0,R3))\y⇤c Pdhyckxs+yck�↵ repres-

ent the interference at the typical clustered DR from MBSs, SBSs, non-clustered

DTs, and clustered DTs except its serving DT at y⇤
c
.

Now with the description of Ind and Icd, the following two lemmas characterise

these interference distributions.

Lemma 4.6. (Laplace transform of interference for typical user of non-clustered DR

type): The Laplace transform of the interference Ind, denoted by LInd , is given by:

LInd (s) = LIm
nd
(s) · LINDT

nd
(s) · LICDT

nd
(s) , (4.25)

where LIm
nd
(s) = LIm

s
(s), LICDT

nd
(s) = LICDT

nm
(s), and LINDT

nd
(s) is given by,

LINDT
nd

(s) = e
�2⇡pq�1sPdQ3e

�2⇡�s
R1
R2
(1�e�2pq�1sPdf(v,s))vdv

. (4.26)

Proof. See Appendix F

Lemma 4.7. (Laplace transform of interference for typical user of clustered DR type):

The Laplace transform of the interference Icd, denoted by LIcd , is given by:

LIcd (s) = LIm
cd
(s) · LIs

cd
(s) · LINDT

cd
(s) · LICDT

cd
(s) , (4.27)
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Figure 4.5. Proposed SIE receiver.

where LIm
cd
(s) = LIm

s
(s), LIs

cd
(s) = LIs

cm
(s), LINDT

cd
(s) = LINDT

cm
(s), and LICDT

cd
(s)

is given as follows:

LICDT
cd

(s) = LICDT
cm

(s)

Z R2

0

e
�[pq(c̄�1)f̄(r,s)+r2]

rdr. (4.28)

Proof. See Appendix G

4.4 Performance Analysis

Based on the association probabilities and interference distributions derived in the

previous section, network performance in terms of outage probability and average

link throughput are analysed. Further, a SIC with intra-user interference estimation

(SIE) receiver is proposed for cellular users, and its performance evaluated against

conventional SIC.
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4.4.1 Proposed SIE Receiver Design for Cellular Users

Recall that NOMA system is inherently interference limited due to the application

of superposition coding, and hence SIC technique is widely adopted for NOMA to

minimise intra-user interference. In NOMA, SIC is applied in the order of increasing

channel gains, i.e. user j first decodes messages of all j � 1 higher-order users and then

decodes its own message by considering messages of j+1...J lower-order users as noise.

However, the presence of this intra-user interference from j + 1...J lower-order users

increases the SINR threshold for successful decoding. As such, this chapter proposes

the SIE receiver design to locally estimate and remove this intra-user interference at

j-th user from j +1...J users to obtain a better estimate of user j message for decoding.

The proposed SIE receiver design for j-th NOMA user is shown in Figure 4.5.

The operation of the proposed SIE receiver can be broken down into two steps.

First, the estimate of lower-order users j + 1...J is obtained as, ⌘3 = ⌘
k
j � ⌘2 =

PJ
i=j+1

q
h̄k
jPka

k
i x

k
i �e1, where ⌘kj =

PJ
i=1

q
h̄k
jPka

k
i x

k
i is the received NOMA signal

at user j from tier k (excluding external interference and noise), ⌘2 = ⌘1 + ⌘
k
j,1, ⌘1 =

Pj�1

i=1

q
h̄k
jPka

k
i x

k
i which results in the estimation of higher order users by applying

conventional SIC operation, ⌘kj,1 =
q
h̄k
jPka

k
jx

k
j + e1 is the first estimate of user j

from tier k, xk
i is the message signal of i-th user from tier k, 1  i  J , and e1 is

error in estimating ⌘kj,1. Second, the intra-user interference estimate ⌘3 from first step

is now used to remove it from ⌘
k
j to obtain second estimation of k-th tier user j as,

⌘
k
j,2 = ⌘

k
j � ⌘3 � ⌘1 + e2 =

q
h̄k
jPka

k
jx

k
j + e, where e = e1 + e2 and e2 is the error

in obtaining second estimate of k-th tier user j. Finally, ⌘kj,2 is used to decode the

message signal of user j from tier k. Note that e = 0 (e 6= 0) refer to perfect (imperfect)

estimation of intra-user interference. As such, the performance of proposed SIE receiver

is evaluated for both cases of perfect and imperfect intra-user interference estimation in

the subsequent sub-sections.
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4.4.2 Outage Analysis

Here, the outage probability expressions for typical MBS, SBS and DR users are

derived. In each case, the interference PDF is required in order to obtain the outage

probabilities. Hence, before proceeding to derive the outage probability expressions,

the following Lemma is stated, which is used to obtain the interference PDF from its

Laplace transform.

Lemma 4.8. The PDF fI of the interference I can be obtained from its Laplace

transform LI (s) as [78]:

fI (x̄) =
e
�x̄

⇥

2UX

u=0

0 <
h
LI (s = cu) e

◆⇡x̄
⇥

i
, (4.29)

where cu = �0 +
◆⇡u
⇥

, �0 = �1 � log(&)
⇥

, �, �1 > 0 are real numbers, & is the desired

relative accuracy, ⇥ is a scaling parameter, ◆ =
p
�1, U is the number of terms used

to invert the Laplace transform, and the prime term indicates that u = 0 summation

term is halved.

1. Outage performance of a typical MBS user:

Recall that MBS user can be of clustered or non-clustered type. Hence, at a particular

time instant, m-th NOMA MBS user in a representative macro-cell can be of either

non-clustered or clustered type (but not both simultaneously). As a result, the following

events are defined in order to derive the outage probability for a typical MBS user:

"3 = {user m is of non-clustered type}

"4 = {user m is of clustered type}

"5 = {outage at user m given it is of non-clustered type}

"6 = {outage at user m given it is of clustered type}

Now based on the events "3 � "6, the outage probability at a typical MBS user m,

denoted as Pm is stated in the following theorem.
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Theorem 4.1. Theorem 1: Considering m-th NOMA MBS user in a representative

macro-cell as a typical user, the outage probability of user m can be derived as follows:

Pm

m = pmP"5 + (1� pm)P"6 , (4.30)

where pm, P"5 , and P"6 are the probabilities of events "3, "5 and "6, respectively, and

P"5 , and P"6 are given as follows:

P"5 =

8
>>>>>><

>>>>>>:

PSIC
"5 = µm

PM�m
p̄=0

�
M�m

p̄

�
(�1)

p̄

m+p̄

PS̄
s̄=1
 s̄

⇥
⇥
Fĥm

('max

m %s̄)
⇤m+p̄P2U

u=0
<
⇥
LInm (cu) e

◆⇡gs̄
⇥

⇤

PSIE
"5 =

R1
0

PSIC
✏5 |'max

m =�m
m,%s̄=%s̄+⇢yf|e|2 (y) dy

(4.31)

P"6 =

8
>><

>>:

PSIC
"6 = PSIC

"5 |LInm (cu)=LIcm (cu)

PSIE
"6 =

R1
0

PSIC
"6 |'max

m =�m
m,%s̄=%s̄+⇢yf|e|2 (y) dy

(4.32)

where  s̄ = $s̄e(1+v)gs̄

⇥
, $s̄ =

�(S̄+1)gs̄
S̄!(S̄+1)

2
[LS̄+1(gs̄)]

2 , LS̄ (·) is a Laguerre polynomial of

degree S̄, gs̄ are the roots of LS̄ (·), %s̄ = 1+⇢gs̄, ⇢ = 1

�2 , � is a gamma function, µm =

M !

(M�m)!(m�1)!
, 'max

m = max {'m

1
, ...,'

m

m}, 'm

m = ⌧mm
⌥m(amm�⌧mm

PM
i=m+1 a

m
i )

, �m

m = ⌧mm
⌥mamm

,

⌧
m

m = 2r
m
m � 1 is SINR threshold of m-th MBS user, ⌥m = Pm

�2 is the MBS transmit

SNR, rmm is the targeted data rate for m-th MBS user, Fĥm
is the CDF of unordered

channel gain for arbitrary MBS user (given in Appendix G), f|e|2 (y) = G
�
µ|e|2 , �|e|2

�

is assumed to be a Gaussian density with mean �|e|2 and variance �|e|2 , and e is the

error due to imperfect intra-user estimation.

Proof. See Appendix H

2. Outage performance of a typical SBS user:

The SBS user is always a clustered user. Hence, the outage probability of a user s

in representative small-cell is stated in the following theorem.
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Theorem 4.2. Considering s-th NOMA SBS user in a representative macro-cell as a

typical user, the outage probability of user s can be derived as:

Ps

s =

8
>>>>>><

>>>>>>:

PSIC
s = µs

PS�s
p̄=0

�
S�m
p̄

�
(�1)

p̄

s+p̄

PS̄
s̄=1
 s̄

⇥
⇥
Fĥs

('max

s %s̄)
⇤s+p̄P2U

u=0
<
⇥
LIs (cu) e

◆⇡gs̄
⇥

⇤

PSIE
s =

R1
0

PSIC
s |'max

s =�s
s,%s̄=%s̄+⇢yf|e|2 (y) dy,

(4.33)

where µs =
S!

(S�s)!(s�1)!
, 'max

s = max {'s

1
, ...,'

s

s}, 's

s =
⌧ ss

⌥s(ass�⌧ ss
PS

i=s+1 a
s
i)

, �s

s =
⌧ ss
⌥sass

,

⌧
s

s = 2r
s
s � 1 is SINR threshold of s-th SBS user, ⌥s = Ps

�2 is the SBS transmit SNR,

rss is the targeted data rate for s-th SBS user, Fĥs
is the CDF of unordered channel

gain for arbitrary SBS user defined in a similar way as Fĥm
and is given by Fĥs

(y) =

2⇡
R R2

0

⇣
1� e

r2s y
⌘
fRs (rs) drs.

Proof. Based on (4.4), the outage probabilities in decoding s-th SBS user’s message us-

ing SIC and SIE are given as PSIC
s = P

⇣
h̄s
sa

s
sPs

h̄sPs
PS

i=s+1 a
s
s+Is+�2 < ⌧

s

s

⌘
= P

�
h̄
s

s < '
max

s (1 + ⇢Is)
�

and PSIE
s = P

⇣
h̄s
sa

s
sPs

Is+|e|2+�2 < ⌧
s

s

⌘
= P

�
h̄
s

s < �s (1 + ⇢Is + ⇢|e|2)
�
, respectively. Now

following similar steps to Theorem 4.1, the results in Theorem 4.2 are obtained.

3. Outage performance of a typical DR:

Similar to MBS user, at a particular time instant, a typical DR can be of either

non-clustered or clustered type (but not simultaneously). As such, the following events

are defined in order to derive the outage probability for a typical DR:

"7 = {DR is of non-clustered type}

"8 = {DR is of clustered type}

"9 = {outage at DR given it is of non-clustered type}

"10 = {outage at DR given it is of clustered type}

Now based on the events "7 � "10, the outage probability at a typical DR, denoted
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as Pd is stated in the following theorem.

Theorem 4.3. The outage probability of a typical DR in the considered network can be

derived as follows:

Pd = pdP"9 + (1� pd)P"10 , (4.34)

where pd, P"9 , and P"10 are the probabilities of events ✏7, ✏9 and ✏10, respectively, and

P"9 , and P"10 are given as follows:

P"9 =
S̄X

s̄=1

 s̄Fh̄yc
('d%s̄)

2UX

u=0

<
h
LInd (cu) e

◆⇡gs̄
⇥

i
(4.35)

P"10 = P✏9 |Ind(cu)=Icd(cu), (4.36)

where Fh̄yc
(y) = 2

R2
3

R R3

0

⇣
1� e

�z2y
⌘
zdz is the CDF of channel h̄yc between DT and

typical DR which is uniformly distributed inside coverage R3 of DT [79], 'd = ⌧d
⌥d

,

⌧d = 2rd � 1 and rd are the SINR threshold and targeted data rate for a typical DR,

respectively, and ⌥d is the transmit SNR for a DT.

Proof. Based on (4.5), the outage probability at the typical non-clustered DR is written

as, P"9 = P
⇣

h̄ycPd

Ind+�2 < ⌧d

⌘
= P

�
h̄yc < ⌧d (1 + ⇢Ind)

�
. Now conditioned on Ind,

P"9 can be expressed as, P"9 = EInd
�
Fh̄yc

(1 + ⇢x)
�
=
R1
0

Fh̄yc
(1 + ⇢x) fInd (x) dx.

Next obtaining Ind by using (4.29) and then applying Gauss-Laguerre quadrature with

similar parameters as were used in (4.31) to derive PSIC
"5 , the result in (4.35) is obtained.

This completes the proof.
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4.4.3 Link Throughput Analysis

In the previous subsection, the outage probability to evaluate the performance of cellular

users and DRs under the considered network setting is derived. A metric of interest

that is related to the outage probability is link throughput. Thus, based on the derived

outage results from the previous subsection, the average link throughput experienced by

a cellular user and DR are analysed.

Definition 4.1. (Link Throughput): The effective link throughput between an arbitrary

transmitter and receiver, denoted by T and measured in [bits/s/Hz], is defined as [80]:

T = (1� Pout) log2 (1 + ⌧) , (4.37)

where Pout, ⌧ are the outage probability and SINR threshold of the receiver, respectively.

Now based on Definition 4.1 in (4.37), the average link throughputs for MBS/SBS

user and DR are defined as follows:

T m

avg =

PM
m=1

(1� Pm

m) log2 (1 + ⌧m)

M
(4.38)

T s

avg =

PS
s=1

(1� Ps

s) log2 (1 + ⌧s)

S
(4.39)

Td = (1� Pd) log2 (1 + ⌧d) . (4.40)

Based on (4.38) and (4.39), the average link throughput experienced by an arbitrary

cellular (NOMA) user, denoted by Tcell is expressed as:

Tcell =
T m

avg + T s

avg

2
. (4.41)

Remark 1 (Optimum density of SBSs): Note that there is a clear tradeoff between

Tcell and the network interference. While deploying more SBSs potentially improve Tcell,
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it also increases network interference. As a consequence, there exists an optimal SBS

density, denoted by, �⇤
s
, which can maximise Tcell, and increasing SBS density beyond

�
⇤
s

may result in no improvement in Tcell. As such Tcell can, in principle, be maximised

as:

T ⇤
cell = max

�s

Tcell (4.42)

By solving this Tcell optimisation problem numerically, the existence of an optimal SBS

density �⇤
s

that maximises the Tcell will be demonstrated in the numerical results section.

4.5 Results and Discussion

This section presents numerical results to analyse the performance of cellular (MBS/SBS)

users and DRs under the considered network setting. As shown in Table 4.2, simulation

parameters similar to [51] are used unless otherwise stated. In order to generate power

allocation coefficients
�
a
k
j

 J
j=1

using (4.3) for NOMA users, the channel gains
�
h̄
k
j

 J
j=1

are averaged over 1000 random channel realisations with
�
h
k
j

 J
j=1

⇠ CN (0, 1) and
�
d
k
j

 J
j=1

⇠ U (0,Rj), where CN (·) and U (·) represent complex Gaussian and uniform

distribution, respectively, and Rj 2 {R1,R2}. Further, the performance of NOMA

users is evaluated for proposed SIE as well as conventional SIC receivers. The results

for MBS and SBS users are shown by averaging over total NOMA users M and S,

respectively, and hence they indicate the performance of randomly chosen MBS and

SBS users. In addition, as described in the system model, NOMA is applied by BSs

for communicating with their downlink cellular users. Consequently, interference may

result due to NOMA transmissions from the BSs. Therefore, besides considering the

interference from DTs, DR performance is evaluated under potential interference from

NOMA based cellular network, unless otherwise stated.
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Table 4.2: Simulation parameters

Parameter Description Value

M Total MBS users 3
S Total SBS users 3
⌧
m

m SINR threshold for user m {0.9, 1.5, 2}Mm=1

⌧
s

s SINR threshold for user s {0.9, 1.5, 2}Ss=1

⌧d DR SINR threshold 1
�m Density of �m 10�3

�s Density of �s 10�3

�1 Density of �1 10�3

R1 MBS coverage radius 1000m
R2 SBS coverage radius 200m
R3 DT coverage radius 20m

⌥m,⌥s,⌥d Transmit SNRs [10� 40]dB
N̄ , L̄ Gauss-Chebyshev parameter 5
S̄ Laguerre polynomial degree 2
U Terms for Laplace inversion 10

1. Average outage comparison and verification of results

The first set of results is presented in Figure 4.6 to compare the average outage

performance among MBS user, SBS user, and DR. The results are obtained from the

derived outage expressions in (4.30), (4.33) and (4.34). The performance of considered

NOMA based network is also compared with that of conventional OMA based network.

In addition, Monte Carlo simulations are performed to validate the accuracy of derived

outage expressions, which are shown to be in good agreement with the simulations.

Several observations can be drawn from Figure 4.6, which are described as follows:

1) It can be observed that NOMA based two-tier cellular network achieves lower

outage probability than its OMA counterpart under an interference limited environment.

The reason is that in contrast to NOMA based network which serves M + S cellular

(MBS and SBS) users in two transmissions, OMA based implementation requires M+S

transmissions to serve M MBS and S SBS users, which are hence subject to network

interference in every transmission, resulting in overall higher outage probability.
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2) The MBS user achieves better outage performance than the SBS user and DR

because of the higher MBS transmit power, which results in better SINR for decoding.

In addition, DR performs better than SBS user with NOMA-SIC and OMA for SNRs >

25 dB, and 20 dB, respectively. This is because of better SINR as SNR improves and

due to smaller pathloss of D2D communication which occurs in short range (R3 < R2).

However, at very high SNRs (>37 dB), SBS-NOMA user with SIC again tends to

outperform DR due to better removal of intra-user interference. Unlike SBS-NOMA

with SIC, the performance of SBS user under proposed SIE is better than DR in all SNR

regime because of the estimation and removal of intra-user interference.

Further, at a certain time instant, MBS user and DT can be of clustered or non-

clustered type, whereas SBS user is always a clustered user. Having said that, SBS user

receives higher interference than MBS user and DR (in average terms) because clustered

user experiences interference from {�m,�s,�NDT,�CDT} whereas non-clustered user

may receive interference from {�m,�NDT,�CDT}. This argument coupled with (4.30)

and (4.34) may explain another reason for MBS user and DR to achieve lower outage

probability than SBS user. One interesting observation is that SBS-NOMA with perfect

and imperfect SIE manages to achieve better outage performance than MBS with

NOMA-SIC at SNRs > 20 dB, and 25 dB, respectively. This indicates that for NOMA

users, the network interference dominantly impacts their performance at low SNRs,

whereas the intra-user interference dominantly impacts their performance at high SNRs.

3) It is observed that MBS and SBS users under proposed SIE achieve better

outage performance than that achieved with conventional SIC. This is because SIE

estimates and removes the intra-user interference from the MBS/SBS user message

before final decoding. It is also noted that imperfect SIE achieves better performance

than conventional SIC because it manages to partially remove the intra-user interference,

whereas SIC makes no attempt to remove it. As a consequence, the results for MBS/SBS

NOMA with perfect SIE and conventional SIC can be interpreted as the upper and
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Figure 4.6. Outage comparison among MBS user, SBS user and DR, with
p = q = pm = 0.5 and c̄ = 5.

lower performance bounds for NOMA user, respectively. Hence, any attempt to remove

intra-user interference would result in a performance lying between perfect SIE and

conventional SIC. This indicates the impact of intra-user interference on the performance

of MBS/SBS NOMA user and emphasize the necessity for systematic treatment of

intra-user interference from the received NOMA signal.

2. Performance comparison for MBS user and DR of non-clustered and clustered types

In order to gain further insights, Figure 4.7 demonstrates the individual perform-

ance of MBS user and DR of non-clustered and clustered type. The results are

obtained by using (4.31), (4.32), (4.35) and (4.36). It is found that non-clustered

MBS user (DR) outperforms clustered MBS user (DR), respectively. This is intuit-

ively plausible because clustered users (MBS and DR) generally experience greater

network interference than their non-clustered counterparts. The reason is that non-

clustered users (MBS and DR) experience interference from three transmitter sources

(�m,�NDT,�CDT), whereas clustered users receive interference from four types of

transmitters (�m,�s,�NDT,�CDT). This results in lower SINR at clustered users (MBS
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Figure 4.7. Outage comparison among non-clustered and clustered MBS user and DR,
with p = q = pm = 0.5 and c̄ = 5.

and DR) for decoding which translates into higher outage probability. In addition, non-

clustered DR outperforms clustered MBS user with NOMA-SIC and OMA at SNRs >

23 dB, and 20 dB, respectively. This can be explained as follows. First, DT and DR are

communicating over a shorter link which results in higher SINR due to smaller pathloss.

Second, as mentioned, non-clustered DR experiences less network interference than

clustered MBS user and MBS with NOMA-SIC does not treat intra-user interference.

Consequently, this results in lower SINR available for decoding at clustered MBS

user with NOMA-SIC and OMA than non-clustered DR for SNRs > 23 dB, and 20

dB, respectively. However, due to estimation and removal of intra-user interference,

clustered MBS user with NOMA-SIE always outperforms non-clustered DR in all

SNR regime. Finally, the performance gains of non-clustered/clustered MBS-NOMA

over MBS-OMA and MBS with NOMA-SIE over NOMA-SIC can be explained by

following similar arguments as were used in the discussion of Figure 4.6.

3. Association Probability

In Figure 4.8, the association probability is plotted as a function of ⌦ for clustered
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cellular user to connect with MBS or SBS in order to exhibit its trend. The results are

obtained by plotting (4.12) and (4.13) from Lemma 2. It can be seen that increasing ⌦

results in larger association probability for clustered cellular user to connect with MBS

because its received power from MBS increases. Further, at ⌦ = 1, the probability of

clustered cellular user to associate with MBS or SBS becomes equal. This is intuitively

plausible because for ⌦ = 1, the clustered cellular user is receiving equal amount of

powers from MBS and SBS, and thus is equally probable to connect to any BS.

4: Link Throughput

The average link throughput achieved by a randomly chosen cellular user and DR is

shown in Figure 4.9 as a function of SNR. The results are obtained by using (4.40) and

(4.41). The results in Figure 4.9 demonstrate that an arbitrarily chosen user from NOMA

based cellular network achieves superior link throughput than another arbitrarily chosen

user from OMA based cellular network and DR. This is because NOMA user achieves

overall lower outage probability than DR and OMA user, which is evident from the

results of Figs. 4.6 and 4.7. Moreover, NOMA user with SIE obtains better throughput

than NOMA with SIC due to superior outage performance of NOMA under SIE. In

addition, DR obtains higher throughput than OMA cellular user because of its better

outage performance due to smaller pathloss by communicating over short links. In

addition, OMA based cellular network shares the available spectrum resources among

M + S cellular users, which further translates into a loss in overall link throughput.

5. Optimum number of SBSs

In Figure 4.10, the impact of varying SBS density �s on the average link throughput

of the cellular user is investigated. The results are obtained by using (4.41) for NOMA

and OMA based cellular networks at SNR of 20 dB. Under the considered setting,

the results indicate the existence of an optimum value of �s = 4 ⇥ 10�3 beyond

which no further improvement in link throughput is achieved. The reason is because

deploying more SBSs would also increase network interference and consequently after
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Figure 4.8. Probability of clustered cellular user to connect MBS or SBS.
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Figure 4.9. Link Throughput comparison among MBS user, SBS user, DR and OMA
user.

the optimum �s is reached, no further improvement in outage probability of cellular

users can be achieved, which translates into a link throughput saturation.

6. Performance of DR under NOMA and OMA networks

Figure 4.11 presents the final set of results where the impact of NOMA or OMA

based cellular network on the performance of DR is investigated. It is observed that
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Figure 4.11. Outage of DR under NOMA and OMA networks.

both non-clustered and clustered types of DR achieve lower outage probability when

cellular network is using NOMA in both tiers. The reason is that NOMA based cellular

network serves M + S users of two-tiers by using only two transmissions, whereas

OMA based network requires M + S transmissions to serve M + S users in both

tiers. Consequently, a DR experiences more interference under OMA based network

than under NOMA based network. Owing to the potential benefits of inband D2D
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communication, the results in Figure 4.11 suggest that adopting NOMA for all BS tiers

can improve performance of not only cellular users but also DRs as compared to a OMA

based network.

4.6 Chapter Summary

In this chapter, a new spatial model has been developed for NOMA based two tier-

cellular network with underlay inband D2D communication and randomly deployed

BSs and users. In particular, the locations of users are modeled by considering two

independent PHP and PCP. Using the developed model, the interference distributions at

typical user (cellular/D2D receiver) are first derived by considering contribution from

dominant interferers. Further, as the performance of NOMA with SIC is impacted by

intra-user interference, a SIE receiver is proposed for cellular users which attempts

to locally estimate and remove intra-user interference for better decoding. Based

on the interference distributions results, the performance of typical user in terms of

outage probability is analysed. Specifically, the performance of typical cellular user

is evaluated under conventional SIC and proposed SIE with perfect and imperfect

intra-user interference estimation. In addition, using the outage probability results, the

average link throughput of typical cellular user and DR are studied. Simulation results

are also presented to validate the accuracy of the derived results.
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Chapter 5

Quality of Service based NOMA

Group D2D Communications

As in the investigation of NOMA in multi-tier cellular networks in the previous chapter,

the current literature has paid very little attention to investigate NOMA group D2D

communications. Hence, the focus of this chapter is to investigate and analyse the

performance of NOMA based group D2D communications under interference limited

scenarios.

5.1 Introduction

In this work, in order to capture the key features of D2D communications, i.e., device

clustering and spatial separation, the DTs are considered to be randomly distributed over

R2 according to GPP, while the DRs are assumed to be randomly clustered around DTs.

The reason for choosing GPP is that it is a relatively simpler cluster point process that

maintains good trade-off between modeling accuracy and analytical tractability. There-

fore, in the context of D2D communications, GPP provides more realistic modeling

approach against PPP case by capturing the clustering behaviour of D2D devices [81].
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Furthermore, the current approach to order users in NOMA group D2D communic-

ations is based on the channel gains of the DRs. This ordering approach may not be

suitable to D2D communication scenario under which the DRs in the same group are

clustered around a common DT and are located in proximity of each other. Hence, the

channel conditions of the DRs located in the same D2D group would be very similar.

Consequently, this ordering strategy may result in very similar power allocation, which

could limit the gains of applying NOMA to D2D communications [6]. In the context of

NOMA, there are few works that use QoS based ordering [82–84]. They mainly focused

on cellular networks and are limited to the two-user case only. In this chapter, Q-NOMA

group D2D communications is proposed and analysed which makes an attempt to fill

the aforementioned gaps in literature, and it is the first time that Q-NOMA is proposed

and analysed to realise group D2D communications under interference limited scenario.

The main contributions of this chapter are briefly summarised as follows:

• A Q-NOMA group D2D communications is proposed in which D2D users are

randomly distributed over the entire two-dimensional plane. Unlike the existing

proposals, the DRs in the proposed scheme are ordered according to their QoS

requirements, which is more appropriate for the D2D communications scenario.

• The interference distribution at the probe DR is derived by utilizing the results

from stochastic geometry. The Laplace transform of interference over GPP is

derived in [81], which involves complex double integrals. In order to obtain useful

insights, a major step in characterizing the interference is the approximation of

integrals in the interference Laplace transform by applying Gaussian–Chebyshev

and Gauss–Laguerre quadratures. This approximation results in an interference

Laplace transform expression, which is easy to implement.

• Based on the interference approximation results, a closed-form expression for out-

age probability of the DRs in the proposed Q-NOMA group D2D communications
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Table 5.1: Commonly used variables.

Notation Description

M Total number of DRs
Rm Targeted rate of DR m

PGT Transmit power of GT
�m Power allocation coefficient of m-th DR (policy I)
�

F
m Power allocation coefficient of m-th DR (policy II)
⇢t Transmit SNR of GT
dx Distance between probe DR and interferer at x
sm Message signal of user m
ym Received NOMA signal at DR m

I Interference at user probe DR
�GT GPP to model DTs locations
�GT Intensity of �GT

RD Coverage radius of GT
N,L Gaussian-Chebushev parameters

is derived in order to evaluate the performance.

• Numerical results are presented to validate the accuracy of the derived outage

results and compare the performance of the proposed Q-NOMA group D2D with

conventional paired D2D communications using OMA.

The rest of this chapter is organised as follows. Sections 5.2 and 5.3 discusses the

system model, and proposes the QoS-based NOMA group D2D communications

scheme, respectively. Performance analysis is presented in Section 5.4, followed

by the numerical results and discussion in Section 5.5. Finally, the chapter is

concluded in Section 5.6.

5.2 System Model

Consider inband D2D communications with an overlay cellular network, where a

frequency reuse factor of one is assumed among D2D users to achieve better spectrum

efficiency. With this setting, every D2D transmission by a DT is subjected to interference
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from other active DTs. A composite fading and path loss channel model is considered

between every DT and DR. In this chapter, the power fading coefficients are considered

to be i.i.d with exponential distribution of unit mean, and a path loss model of d�↵ is

adopted, where d is the distance between the probe DR and test DT, and ↵ is the path

loss exponent.

5.2.1 Spatial Distribution of D2D Users

Consider that D2D users are randomly distributed over R2. At any time realization,

the D2D users are classified as transmitters or receivers. A group D2D scenario is

considered, where each DT is communicating with multiple DRs via a NOMA scheme.

A DT which is communicating to multiple D2D devices is referred as a group transmitter

(GT). Any D2D user can take a role of GT. It is assumed that the selection of GTs is

performed by a BS, and multiple GTs in a given cell can be selected to improve overall

system capacity. In addition, multiple GTs are allowed to exist in proximity of each

other, where each GT is communicating to its own group of receivers. Hence, at any

time realization, each selected GT forms a group/cluster containing DRs. In order to

capture both inband and device clustering, the spatial topology of the GTs is modelled

by a stationary and isotropic GPP defined on R2 , denoted by �GT with parent process

intensity �GT. Furthermore, the coverage of each GT is modelled by a disc D with

radius RD. Moreover, the DRs are considered to be clustered around each GT and are

assumed to be uniformly distributed inside coverage of GTs. An illustration of NOMA

group D2D communication is presented in Figure 5.1. For a quick reference, a list of

commonly occuring variables in this chapter is provided in Table 5.1.
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GT

GT

GT

Desired Signal
Interfering Signal

DRs

RD
GT

Figure 5.1: Example of inband non-orthogonal multiple access (NOMA) group
device-to-device (D2D) communications with overlay cellular network.

5.3 Proposed QoS NOMA Group D2D Communications

Since DRs are clustered around GTs and are located in proximity of each other, there-

fore, the DRs connected to same GT would have very similar channel conditions.

Consequently, in the context of D2D communications, ordering DRs according to their

channel conditions to apply NOMA at GT may not achieve the desired multiplexing

gains and fairness among DRs. Hence, in this chapter, it is proposed that the DRs for

GT are ordered according to their QoS requirements, which are determined by their

targeted data rates.

Let there be a total of M DRs distributed inside coverage of a test GT. The probe DR

is assumed to be located at the origin, with a desired test GT at x0 = (d, 0) with d 6= 0.

Without loss of generality, it can be assumed that the DRs are ordered as R1  ...  RM ,

where Ri is the targeted data rate of DR i, 1  i  M . Correspondingly, the power

allocation coefficients are sorted as �1 � ... � �M .
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The aforementioned procedure to order DRs of the GT and compute their power

allocation coefficients according to users’ targeted rates is termed as “Q-NOMA”. When

it is applied to D2D communications, the communication is referred as “Q-NOMA

group D2D communication”.

Consider that the NOMA DR m is the probe receiver, then, the received signal from

the test transmitter at the probe DR is given as:

ym = hm

MX

i=1

p
�iPGTsi + nm, (5.1)

where PGT is the transmission power of test GT, si is the message signal of DR i and

nm is the AWGN with zero mean and variance �2.

5.3.1 Power Allocation Coefficients Policies

The optimal power and resource allocation improve overall performance and utilise

the system resources efficiently. However, the optimum power allocation strategies

proposed in existing literature, for example, [85], cannot be directly applied to the cur-

rent work because of significant difference in system model or underlying transmission

method. Therefore, in this sub-section, two simple methods are discussed to compute

power allocation coefficients {�i}Mi=1
that would lead to two possible implementations

of Q-NOMA group D2D communications.

Policy I

The Policy I utilises targeted rates of DRs to compute the power allocation coef-

ficients. Similar to [6], the power allocation coefficient for DR i under Policy I is

computed as:

�i =
1/RiPM
j=1

1

Rj

. (5.2)

The intuition behind Equation (5.2) is that power allocation coefficients could be
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utilised to maintain fairness among DRs [5,86]. In case they are computed in proportion

with users’ targeted rates, then the highest ordered DR M would result in the highest SIC

decoding order with maximum SINR threshold among all ordered DRs. Consequently,

all of the lower ordered DRs always require the maximum SINR threshold dictated by

the user M , which would result in a biased treatment of lower ordered users (with lower

targeted rates). Hence, in order to avoid this biasness, it is proposed to compute the

power allocation coefficients as given by Equation (5.2).

Policy II

The concept of F-NOMA was proposed in [13], where the power allocation coeffi-

cients are fixed and are computed based on the given user ordering i.e., it does not utilise

the actual channel gains to compute {�i}Mi=1
. Similar to [13], a Policy II is adopted to

compute {�i}Mi=1
for conventional NOMA that does not utilise the actual targeted rates

of DRs. The power allocation coefficient for DR i under Policy II is computed as:

�
F
m =

M �m+ 1

µ
, (5.3)

where �F
m represents the power allocation coefficient of DR m in Policy II and µ is

selected in such a way that
PM

i=1
�

F
i = 1.

5.3.2 Interference Distribution

The reception at the probe DR from the test GT is interfered by the other GTs. The in-

terference at probe DR is given as, I =
P

x2�GT\x0
|gx|2d�↵

x , where gx and dx represent

the Rayleigh fading channel gain and distance between probe DR and interferer at x,

respectively. The following lemma provides the Laplace transform of the interference

at probe DR.

Lemma 5.1. Lemma: Consider a GPP �GT with parent process intensity �GT modeling
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spatial topology of the GTs in a Q-NOMA group D2D communications. Then, the

Laplace transform of the interference at the probe DR conditioned at the location of

test GT is given by:

LI (s) = e
�2⇡�GT

PP
p=1 ⌦p

a(1�X1(rp))+sr�↵
p

1+sr�↵
p · ⇤2 (d) , (5.4)

where⌦p = !pe
rp , !p =

�(P+2)rp
P !(P+1)2(LP+1(rp))

2 , LP (·) is the Laguerre polynomial of degree

P , rp are the roots of LP (·), X1(·) and ⇤2(·) are given in (I.7) and (I.10), respectively.

Proof. See Appendix I.

5.4 Outage Analysis

In this section, the outage probability for the DRs in the considered Q-NOMA group

D2D communication is derived. Let ⌧m and Rm denote the SINR threshold and targeted

rate of DR m, respectively, where ⌧m = 2Rm � 1. Since each DR employs SIC, the

outage at DR m occurs if it does not meet the targeted rate of any higher order DR j,

where 1  j < m . Denote ⇣m!j =
n
R̃m,j < Rj

o
as the outage event at DR m due

to decoding of DR j, where R̃m,j is the achievable rate of user j at DR m. The outage

event ⇣m!j can be expressed as:

⇣m!j =
n
R̃m,j < Rj

o

=

(
log

2

 
1 +

hm�jP

hmP
PM

i=j+1
�i + I + �2

!
< Rj

)

=

⇢
hm <

'j(⇢I + 1)

⇢t

�
, (5.5)

where 'j = ⌧j
�j�⌧j

PM
i=j+1 �i

, ⇢ = PI
�2 , ⇢t = PGT

�2 is the transmit SNR and PI is the

maximum received interference power at the probe DR.
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Next, define 'max
m = max {'1, ...,'m}. Based on (5.3), the outage probability at the

DR m can be given as:

Pm = Pr

✓
hm <

'
max
m (⇢I + 1)

⇢t

◆

= EI


Fhm

✓
'

max
m (⇢x+ 1)

⇢t

◆�
, (5.6)

where Fhm is the cumulative distribution function (CDF) of hm.

Note that the set {hi} , i = 1, ...,M , of channel gains is not ordered because the

users are sorted in ascending order of their targeted rates. Since the channel gains are

i.id. random variables with common CDF Fh, (5.4) can be re-written as:

Pm = EI


Fh

✓
'

max
m (⇢x+ 1)

⇢t

◆�
. (5.7)

Consequently, the outage probability of DR m is provided in the following theorem.

Theorem 5.1. The outage probability of DR m in the Q-NOMA group D2D communic-

ations is derived as:

Pm =
LX

l=1

ble
�'max

m cl
⇢t LI

✓
'
max

m cl⇢

⇢t

◆
, (5.8)

where bl = !l

p
1� �2

l (1 + �l), !l =
⇡
L , cl =

�
RD
2
(1 + �l)

�↵, �l = cos
⇣

(2l�1)⇡
2L

⌘
and

L is the complexity-accuracy trade-off parameter.

Proof. In order to obtain Pm, Fh is required. Since, all wireless links exhibit Rayleigh

fading and the DRs are uniformly distributed inside disc D centered at the location of
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test GT, the CDF Fh can be expressed as [79]:

Fh(y) =
2

R2

D

Z RD

0

�
1� e

�z↵y
�
zdz. (5.9)

It is challenging to solve the above integral. As such, it is approximated by applying

Gaussian-Chebyshev quadrature as:

Fh(y) =
LX

l=1

ble
�cly. (5.10)

Based on (5.10), Pm in (5.5) can be expressed as:

Pm =

Z 1

0

Fh

✓
'
max

m (⇢x+ 1)

⇢t

◆
fI(x)dx

=
LX

l=1

Z 1

0

e
� cl'

max
m (⇢x+1)

⇢t fI(x)dx

=
LX

l=1

ble
� cl'

max
m
⇢t

Z 1

0

e
� cl'

max
m ⇢x
⇢t fI(x)dx

=
LX

l=1

ble
� cl'

max
m
⇢t LI

✓
cl'

max

m ⇢

⇢t

◆
, (5.11)

where fI(x) is the PDF of interference I and the last step follows from the definition of

Laplace transform. This proves the result in Theorem 5.1.

Note that, due to the presence of interferers in the network, similar to [68, 87], the

derived outage probability in (5.8) is a function of variables 'max

m and interference

Laplace transform LI . This is different from existing works that analyse NOMA

wireless systems under no interference where outage probability is mainly a function of

'
max

m . For reference, please see [13, 51, 59]. Furthermore, it is worthy to note that the

current outage analysis approach remains valid if more complex cluster models (PCP,

and so on.) are adopted for modeling spatial distributions of DTs and DRs. In that
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Table 5.2: Simulation parameters.

Parameter Description Value

M Total users 3
{Rm}Mm=1

Users’ targeted rates {0.7, 1.1, 2}
RD Coverage of GT 10 m
↵ Path loss exponent 4
�GT Intensity of GTs 10�4

⇢t SNR range (5–40) dB
L,N, V,Q, S Gaussian-Chebyshev parameters 5

P Degree of Gauss-Laguerre polynomial 5
d Distance between probe DR and GT 5 m

case, the LI term will be replaced by the Laplace transform of the interference for the

adopted model. Intuitively, LI is performing a form of scaling in (5.8) and hence the

conclusions are expected to remain the same if the spatial distribution model(s) of the

DTs and DRs is changed. However, the exact impact on outage probability when more

complex cluster processes model is adopted for modeling DT and DR locations would

require further study, and hence is considered as a promising future work.

5.5 Numerical Results and Discussion

This section presents the numerical results to evaluate the performance of the considered

network as well as to validate the accuracy of the derived expression in (5.8) of Section

5.4. As shown in Table 5.2, simulation parameters used are similar to those in [51],

unless otherwise stated. Furthermore, Policy I is considered as a default policy to

compute power allocation coefficients, unless otherwise stated.

1. Impact of RD on Outage Probability

Figure 5.2 presents the impact of varying coverage radius RD of test GT on the

outage probability of ordered DRs as a function of SNR. The derived outage results in

(5.8) are shown to be in good agreement with the Monte Carlo simulations.
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Figure 5.2: Impact of RD on outage probability.

Several observations can be made from the results in Figure 5.2: (1) increasing the

coverage radius of GT results in a higher outage probability because of a larger path loss;

(2) different ordered users have distinct decreasing slopes of outage probability because

of different targeted rates; (3) the higher order DRs in the proposed Q-NOMA group

D2D communications achieve better outage performance because they have smaller

targeted rates. This is different from conventional NOMA that orders users based on

channel conditions, and where the higher ordered users have larger outage probabilities

due to poor channel conditions [13, 87].

2. Impact of d on Outage Probability

The impact of varying distance between probe DR and test GT on the outage

performance is investigated in Figure 5.3. It can be observed that varying d has a larger

impact on the average achievable outage probability at lower SNR value of 5 dB. This

is intuitively plausible because increasing transmission power results in improved SINR

at the receiver and hence better outage performance.

3. Comparison between Paired and Grouped D2D Communications

The average outage probability achieved by Q-NOMA group D2D communications

under different path loss exponents is shown in Figure 5.4. The performance of paired
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Figure 5.3: Impact of d on outage probability.

Figure 5.4: Outage comparison between paired and group D2D.
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D2D communication based on OMA is also presented in the figure as a benchmark

for comparison. It can be observed that Q-NOMA group D2D achieves overall lower

outage probability than the paired D2D communication for different values of path loss.

This is because, as opposed to paired D2D, Q-NOMA group D2D communication uses

only single transmission, which results in better SINR at the DRs under an interference

limited scenario.

4. Comparison between Two Implementations of Q-NOMA Group D2D Communica-

tions In this section, the performance of two possible implementations of Q-NOMA

group D2D communications based on power allocation coefficients Policies I and II

is compared. The results for Q-NOMA group D2D communication under Policy I are

also obtained by utilising (5.8), with the exception that {'max

m }Mm=1
are computed by

using fixed power allocation coefficients {�F
m}

M
m=1

. For this comparison, five different

cases are considered for users’ targeted rates which are utilised to compare the outage

probabilities achieved by the Q-NOMA group D2D communications under Policies

I and II at an SNR of 25 dB. Table 5.3 summarizes the outage comparison between

these two implementations of the group D2D communications. The power allocation

coefficients for Policy I are derived as �F
m = {0.5, 0.33, 0.17}Mm=1

, whereas those for

Policy II are calculated using (5.2) based on users’ targeted rates and are shown in Table

5.3.

It is observed from the results in Table 5.3 that Q-NOMA under Policy I achieves

lower outage probability in cases 1 and 2, whereas it obtains better outage performance

in cases 4 and 5 for Policy II. In addition, the results in case 3 indicate the importance

of proper power and rate allocation to avoid situations of complete outage. Moreover, it

can be observed that the Q-NOMA group D2D communication under Policy I performs

better in cases where the users’ targeted rates are significantly apart. This is more

suitable to D2D communication scenarios where different users may have diverse QoS

requirements.
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Table 5.3: Average outage comparison between two implementations of quality of
service based non-orthogonal multiple access (Q-NOMA) group device-to-device (D2D)
communications.

Case Targeted Rates, Power Allocation Coefficients, Policy I Policy II
{Rm}3m=1

{�m}3m=1

1. {1, 2.5, 3} {0.58, 0.24, 0.18} 0.04 1
2. {1, 1.5, 2} {0.47, 0.3, 0.23} 0.002 0.04
3. {0.5, 1.5, 2} {0.63, 0.21, 0.16} 1 1
4. {0.9, 1, 2} {0.42, 0.38, 0.2} 1 0.001
5. {0.2, 2, 2.2} {0.85, 0.08, 0.07} 0.006 0.002

Table 5.4: Average outage comparison between paired device-to-device (D2D) and
quality of service based non-orthogonal multiple access (Q-NOMA) group D2D com-
munications (M > 3).

Total Users, M Q-NOMA Policy I Q-NOMA Policy II Paired D2D

5 0.003 0.07 0.08
7 0.007 0.06 0.12
9 0.01 0.1 0.3

In order to extend the analysis beyond the case of M > 3 users, the average outage

comparison between paired D2D and Q-NOMA group D2D communications (based on

power allocation coefficients Policies I and II) is further presented in Table 5.4. These

results are obtained by considering M = 5, 7, 9 with Rm ⇠ U (0.1, 2) , 8m 2 M and

⇢t = 25 dB, where U (·, ·) represents the random uniform distribution function. It can

be observed that the results in Table 5.4 are consistent with those presented in Figure

5.4, for example, Q-NOMA group D2D communications consistently achieve lower

outage probability than paired D2D communications.

5.6 Chapter Summary

In this chapter, a Q-NOMA group D2D communications is proposed. In order to study

the performance of the proposed network, the Laplace transform of the interference is
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first derived, based on which the closed-form expression for outage probability to ana-

lyse the performance of the DRs in the proposed Q-NOMA group D2D communications

is derived. The results show that the proposed Q-NOMA group D2D achieves overall

lower outage probability than its counterpart paired D2D communication. Furthermore,

based on two power allocation coefficient policies, the comparison between two possible

implementations of the proposed Q-NOMA group D2D communications is presented.

Due to the similar channel conditions and diverse QoS requirements of DRs, the results

show that the proposed Q-NOMA implementation based on Policy I is more realistic

and suitable than one based on Policy II for group D2D communications.
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Chapter 6

NOMA for Ubiquitous Wireless

Sensor Networks

The application of NOMA is well-studied in the context of cellular networks. However,

no formal studies have been done in literature to explore the potentials of applying

NOMA for UWSNs. This motivates the investigation and analysis of utilising NOMA

for UWSNs in this chapter.

6.1 Introduction

Although originally proposed for cellular systems, NOMA exhibits strengths that are

considered as highly relevant to addressing the deployment challenges of UWSNs, i.e.

large-scale networks of wireless sensors densely deployed for ubiquitous monitoring

of physical environments. Specifically, for a given spectrum bandwidth, NOMA can

enable more simultaneous connections than existing approaches without the overheads

of coding and spreading to facilitate the separation of users’ signals at the receiver [12].

This is particularly attractive to supporting massive connectivity without requiring more
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spectrum resources in UWSNs. NOMA can be applicable to both uplink (sensors-to-

sink) and downlink (sink-to-sensors) communication where powerful sink nodes can

perform the equivalent role of BSs for the tasks of user grouping and transmission

power allocation. In UWSN, however, there is a greater motivation and challenge to

apply NOMA in the downlink.

Firstly, UWSNs with large geographic coverage typically use short-range multi-

hop communication in order to conserve energy [88]. The size of the routing table at

each node increases with the number of destinations. Unlike in uplink communication

where the sink node is the main destination of all sensors’ outgoing traffic, the routing

table size for DL communication can grow prohibitively with a massive number of

sensors as destinations [89]. In this case, NOMA can offer a practical solution by

enabling direct DL transmissions from sink node to multiple sensors simultaneously.

DL transmissions are initiated when sink node queries a specific sensor or group of

sensors for some information [90, 91], or communicates information essential for their

operations such as sleep-wake schedules [92]. Further, unlike 5G, most UWSNs operate

in unlicensed spectrum where sensors also experience CT interferences [93] from other

devices sharing the same spectrum.

To date, NOMA has been investigated only in the context of cellular networks.

The use of NOMA for UWSN has not been proposed in literature, and the reported

performance gains of NOMA over its counterparts cannot be straightforwardly claimed

for UWSN. This is because unlike in cellular network, the sink node in a UWSN has

no control over all transmitters within its coverage, including sensors and sinks of

other UWSNs under different administrative domains or CT nodes that share the same

spectrum such as WiFi and Bluetooth devices. Hence, it is important to investigate the

performance of a UWSN employing NOMA under interference-limited scenario.

The main novelty and contributions of this paper are summarised as follows.
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• For the first time, NOMA is proposed as a spectrum efficient means of supporting

massive connectivity in UWSNs, and its performance in a downlink scenario

where sink transmits to a group of sensors using NOMA under CT and other

interferences is investigated using stochastic geometry [34]. The sensors, sinks

and CT nodes can reside randomly and independently of each other in a 2D plane.

Hence, their spatial topologies can be modeled with three different homogeneous

PPPs.

• In order to evaluate the performance, the closed-form expression for the outage

probability at probe receiver’s location is derived. In addition, the diversity

order achieved by a probe receiver is also analysed. Further, the average link

throughput and energy consumption efficiency analysis are also presented to

gain better understanding of applying NOMA to UWSN and benchmark the

performance against conventional OMA.

• Numerical results are shown to validate the accuracy of the performed analysis

as well as compare the outage, throughput and energy efficiency performances

between the NOMA and OMA based UWSNs. Moreover, a computational

complexity analysis is performed to evaluate the complexity required by SIC

units of sensor receivers to decode NOMA message signals.

The rest of this chapter is organised as follows. Section 6.2 describes the network

model. Section 6.3 and 6.4 provide the outage and diversity analysis, and the

throughout and energy consumption efficiency analysis, respectively. The results

and discussion are presented in Section 6.5, followed by the chapter summary in

Section 6.6.
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Table 6.1: Commonly used variables in Chapter 6.

Notation Description

↵ Path loss exponent
�j Power allocation coefficient of j-th user
$j Target SINR threshold for j-th user
Pm

out Outage probability of the m-th user
� (·; ·; ·) Confluent hyper-geometric function
⇤m!j SINR at m-th user to decode j-th user message
⇤m SINR at m-th user to decode its own message
 Average interference level
X Average system SNR
dm Distance between test transmitter and m-th user
d0 Guard zone radius around each sensor receiver
hm Channel between m-th NOMA user and test transmitter
M Total number of NOMA users

LS (·) Laguerre polynomial of degree s

N, T Gaussian-Chebyshev parameters
P Transmit power of test transmitter
Pc Constant power consumption of circuits
R Radius of disc A

TPm Average link throughput of user m
& Overall energy consumption efficiency

6.2 Network Model

Consider a UWSN comprising of sensor and sink nodes, which are randomly distributed

in an infinite 2D plane. Further, it is assumed that the CT nodes are also co-located with

sensor and sink nodes. These CT nodes are not a part of UWSN but are operating in the

same frequency band, and hence cause interference to the reception of probe receiver.

The spatial topology of the sensor, sink and CT transmitter nodes is modeled by three

homogenous PPPs, denoted by, �SK, �SE, and �CT with intensities �SK, �SE, and �CT,

respectively. A realisation of these transmitter processes is shown in Figure 6.1

In this chapter, a downlink transmission scenario is considered where a sink node

communicates with sensor nodes using NOMA. In order to avoid ambiguity, the sensor

receivers are referred to as users. In addition, the probe sink node is termed as a test
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Figure 6.1: A realisation of �SE, �SK, and �CT transmitter processes.

transmitter, which is considered to be located at the centre of a disc A with radius R.

The M NOMA users are considered to be uniformly distributed inside disc A, as shown

in Figure 6.2. Further, the probe receiver always means the m-th NOMA user.

All communication links in the network follow a composite Rayleigh fading and

distance dependent path-loss channel model. The channel between the m-th user

and test transmitter is given by hm = ĥm (1 + d
↵
m)

� 1
2 , where ĥm and dm represent

the Rayleigh fading channel gain, and distance between the test transmitter and m-

th user, respectively, and ↵ is the path loss exponent. In addition, a bounded path

loss model is considered to avoid the issue of singularity at small distances [13, 34].

Without loss of generality, it is assumed that NOMA users’ channel gains are ordered

as |h1|2  ...  |hM |2. Consequently, the power allocation coefficients under NOMA

are sorted as �1 � ... � �M with
PM

i=1
�i . The test transmitter sends a superimposed
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Figure 6.2: An illustration of sink-to-sensors communication using NOMA under
interference of other sink, sensor and CT nodes.

signal to all NOMA users and the received signal at the m-th user is given as:

rm = hm

MX

i=1

p
�iPsi + nm, (6.1)

where P is the transmission power of test transmitter, si is the message signal of i-th

sensor node, and nm is the AWGN with zero mean and variance �2.

For each NOMA user, there are two types of interference that interfere the recep-

tion of desired signal. First is the intra-user interference that is present due to the

superposition of multiple users in NOMA, and the second is due to the transmission of

undesired transmitters in the network. SIC is employed at each user receiver to mitigate

the intra-user interference. The optimal decoding order of SIC is in the sequence of
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increasing channel gains. Therefore, m-th user decodes the message signals of all j

users, j < m , before decoding its own message, and treats the message signals of the

users j > m as noise.

For the second type, consider that the interference links among unwanted transmit-

ters and probe NOMA receiver are dominated by path loss. Assume the probe receiver

is located at origin of the coordinate system i.e., dm = (x0, 0) with x0 = 0 then the

total interference at probe user’s location can be written as, I =
P

w2�SE
(1 + d

�↵
w )�1+

P
x2�SK

(1 + d
�↵
x )�1 +

P
y2�CT\x0

�
1 + d

�↵
y

��1, where dw, dx, and dy represent the

distances between undesired transmitting sensors, sinks, CT nodes and the probe re-

ceiver, respectively. Further, sensors and sinks operate on very low power levels,

the NOMA users may experience excessive interference from a nearby transmitter(s)

leading to a situation of complete outage. To avoid this, a guard zone of radius d0 is

considered around each NOMA user within which no unwanted transmitter is allowed

to transmit [94].

A list of commonly used variables in this chapter is summarized in Table 6.1.

Let ⇤m!j represents the SINR at the m-th NOMA user to decode the message

signal of j-th user, j < m, then, ⇤m!j can be computed as follows:

⇤m!j =
|hm|2�jX

|hm|2X
PM

i=j+1
�i + I + 1

, (6.2)

where X = P
�2 is the average system SNR,  = PI

�2 is the average interference level,

and PI is the common maximum transmission power available to sink, sensor and CT

nodes.

If all the j < m users are decoded and removed successfully by the m-th user from
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its observation signal , then SINR required to decode its own message is given by:

⇤m!m =
|hm|2�mX

|hm|2X
PM

i=m+1
�i + I + 1

, (6.3)

6.3 Outage and Diversity Analysis

In this section, an exact analysis of the outage probability for m-th user under the

considered network setting is presented. Let $j and Rj represent the target SINR, and

the rate for user j, respectively, where 1  j  M and $j = 2Rj � 1 . To simplify

notation, define as rm,j = {⇤m!j < $j} the outage event at m-th user when it fails to

decode the message of j-th user, 1  j  m. Consequently, the outage probability for

m-th user, denoted by Pm
out can be written as follows:

Pm
out = 1� Pr

�
rc

m,1 \ ... \rc

m,m

�
, (6.4)

where rc

m,j is the complement event of rm,j . In order to proceed further, rewrite rc

m,j

as:

rc

m,j = {⇤m!j > $j}

=

(
|hm|2�jX

|hm|2X
PM

i=j+1
�i + I + 1

> $j

)

=

(
|hm|2X

 
�j �$j

MX

i=j+1

�i

!
> $j (I + 1)

)

(a)
=
�
|hm|2 > ⌧j (I + 1)

 
(6.5)
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where ⌧j =
$j

X(�j�$j
PM

i=j+1 �i)
. Step (a) provides the following essential condition to

keep NOMA operational:

C1 :�j �$j

MX

i=j+1

�i > 0. (6.6)

When condition C1 is violated, the m-th user will always suffer outage, irrespective

of the channel SNR. Further, by defining ⌧ ⇤m = max {⌧1, ..., ⌧m} , Pm
out can be written

as:

Pm
out = 1� Pr

�
|hm|2 > ⌧

⇤
m (I + 1)

�
. (6.7)

To proceed forward, it can be noticed that |hm|2 are the ordered channel gains. Then,

the ordered and unordered channel |h̃|2 have following relationships [95]:

F|hm|2 (t) = µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

h
F|h̃|2 (t)

im+q

(6.8)

f|hm|2 (t) = µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

h
F|h̃|2 (t)

im+q�1

, (6.9)

where µm = M !

(M�m)!(m�1)!
. To this end, the following theorem presents the exact

expression for Pm
out.

Theorem 6.1. The outage probability of the m-th NOMA user under the considered
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network setting can be derived as:

Pm
out =

1

⇥

SX

s=1

 se
vgs

(
2KX

k=0

0 <
"
e
��⇡

✓
e�ckd�↵

0 �1

◆
d20+ck

PT
t=1 ⌘te

�utckd�↵
0

�
+

◆⇡gs
⇥

#

⇥
"
µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

NX

n=1

 n [� (�, 1 + �;�an (gs + 1))+

"� (1 + �, 2 + �;�an (gs + 1))]
⇥
1� e

�⌧⇤m(gs+1)tn� (�, 1 + �;�an (gs + 1))
⇤m+q�1

io
,

(6.10)

where  s = wse
gs , ws =

�(S+1)gs
S!(S+1)

2
[LS+1(gs)]

2 , LS (·) is the Laguerre polynomial of degree

S, gs are the roots of LS (·), ck = �0 +
◆⇡k
⇥

, �0 = �1 � log(&)
⇥

, �, �1 > 0 are real

numbers, & is the desired relative accuracy, ⇥ is a scaling parameter, ◆ =
p
�1, K is

the number of terms used to invert the Laplace transform, and the prime term indicates

that k = 0 summation term is halved, � = �SE+�SK+�CT, ⌘t = 1

2
d
2�↵
0

!t

p
1� '2

tu
�↵
t ,

!t = ⇡
T , ut = (1+'t)

2
, 't = cos

�
2t�1

2T ⇡
�
,  n = !n

p
1� ✓2n⌧

⇤
m (z + 1) e�⌧⇤m(z+1)tn ,

✓n = cos
�
2n�1

2N ⇡
�
, !n = ⇡

N , tn = (1+✓n)
2

, an = ⌧
⇤
mtnR

↵, � = 2

↵ , " = � (1 + �)�1
R

↵,

T,N are the complexity-accuracy tradeoff parameters, and � (·; ·; ·) is a confluent

hyper-geometric function.

Proof. See Appendix J

6.3.1 Diversity Analysis

In this sub-section, the diversity analysis for the ordered NOMA users in high SNR

regime is presented. The diversity order of the m-th user outage probability is defined

as:

D = � lim
X!1

log Pm
out

logX . (6.11)

In order to obtain D, it can be observed from (6.7) that the asymptotic outage
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probability in high SNR regime, denoted as P1
m , can be expressed as:

P1
m = Pr

�
|hm|2 < t

⇤�
, (6.12)

where t
⇤ = ⌧̃mI

X , ⌧̃m = max {⌧̄1, ..., ⌧̄m} and ⌧̄m = $m

(�m�$m
PM

i=m+1 �i)
. Next, when,

X ! 1, t⇤ ! 0 and similar to (6.8), the CDF of the ordered channel is expressed as:

F
1
|hm|2 (t

⇤) = µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

h
F

1
|h̃|2 (t

⇤)
im+q

(6.13)

In high SNR regime, note that in the CDF expression for the unordered channel

in Appendix J, e�t⇤ ⇡ 1 � t
⇤ and � (�, 1 + �;�t

⇤
R

↵) ! 1 and . Hence, F1
|h̃|2 (t

⇤) in

(6.13) can be approximated as:

F
1
|h̃|2 (t

⇤) ⇡ t
⇤
. (6.14)

Substituting (6.14) into (6.13), F1
|hm|2 (t

⇤) can be expressed as:

F
1
|hm|2 (t

⇤) ⇡ #
�
⌧̃mIX�1

�m
+ o

⇥�
⌧̃mIX�1

�m⇤
, (6.15)

where # = µm

m . Based on (6.15), P1
m in (6.12) is given as:

P1
m ⇡ 1

Xm

Z 1

0

# (⌧̃mz)
m
fI (z) dz. (6.16)

It can be observed that the integral in (6.16) is constant. Hence, P1
m can be expressed

as follows:

P1
m ⇡ AX�m + o

�
X�m

�
. (6.17)

Finally, substituting (6.17) into (6.11), the diversity order experienced by the m-th
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user is found to be m. It can be observed from (6.16) that interference in integral is

independent of X and hence the factor X�m dominates in (6.16) under high SNR. This

indicates that the interference-limited NOMA based UWSN becomes equivalent to an

interference-free network. This result on diversity order can be interpreted as follows.

First, the m-th user avails exactly m chances to decode its own message. Second, the

m-th user has (m�1) interferences from the higher order users that need to be cancelled

out by applying SIC. Hence, it obtains a diversity of m.

6.4 Throughput and Energy Consumption Efficiency

Analysis

6.4.1 Link Throughput Efficiency

The link throughput efficiency between the m-th user and the test transmitter, denoted

by TPm and measured in [bits/s/Hz] is defined as [80]:

TPm = (1� Pm
out) log2 (1 +$m) (6.18)

Correspondingly, the average link throughput efficiency of the network is:

TPavg =

PM
m=1

TPm

M
. (6.19)

6.4.2 Energy Consumption Efficiency

NOMA is used by the sink node to communicate with the sensors. Since NOMA

is typically applied on top of an underlying access technology to better reuse the

transmission resources, e.g. time slots, frequency channels, or spreading codes, an

additional SIC unit is required at the sensors to decode the desired message. It is
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thus important to analyze the overall energy consumption efficiency & of the NOMA

based UWSN. The total energy consumption along the signal path (communication and

circuits) can be decomposed into three main components [96]: the power consumed

by power amplifiers Pa, the power consumed by SIC unit to process information Ps,

and the power consumed by all other circuit units (filters, mixers, frequency synthesizer,

etc.) Pc. Hence, the overall & in Joules/bit can be expressed as:

& =
Pa +MPc + Ps

Rb
, (6.20)

where Rb = W · TPavg is the bit rate, W is the channel bandwidth in Hz, Pa = vP ,

v = v2
v1

, v1 is the drain efficiency of the power amplifier, and v2 is the peak-to-average

ratio.

The Pc is considered as a constant, and Ps can be regarded as the average power

consumed by SIC units of all scheduled sensor receivers. In order to find Ps, the power

consumed by m-th sensor, denoted by Pm, to process Nb = |W TPm| bits is required.

The first step in this regard is to express Pm in terms of the required computational

complexity Cm. To proceed forward, a power consumption model for the sensor device

is required. Considering the sensor as CMOS device, the power consumed during

computation in a static CMOS device is given as [97]:

Pm = CeffV
2

m}m, (6.21)

where where Ceff , Vm, and }m are the effective switching capacitance, supply voltage,

and clock frequency of m-th sensor, respectively. Further, Vm and }m are directly

related as:

}m = @Vm, (6.22)
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where @ is a design parameter that takes a value of O (W ) [98]. Dynamic voltage

scaling (DVS) is a standard technique for conserving power in CMOS devices through

dynamically adjusting the clock frequency by scaling the voltage according to pro-

cessing load [99]. For a given Nb, Vm can be scaled to match }m with Cm/s. Based on

(6.21) and (6.22), Pm can be expressed as:

Pm = Ceff

✓
Cm

@

◆3

. (6.23)

and Cm is given in terms of number of floating point operations (FLOP) per bit decision

[46] as:

Cm = Nb

"
2NsM + 5M + 8

M�1X

m=1

m+ (M � 1) (5 + 2Ns)

#

+2MNs (M � 1) + 2MNb +M +M log
2
(M) , (6.24)

where Ns is the number of samples to represent one bit. Finally, based on (6.23) and

(6.24), substituting Ps =
PM

m=1 Pm

M into (6.20) obtains the overall & .

6.5 Results and Discussion

This section presents results to verify the accuracy of outage probability, link throughput

and energy consumption analysis for a UWSN which uses NOMA for downlink (sink-

to-source) transmission. The coefficients �m are calculated according to the power

allocation scheme proposed for NOMA in [13], with �m = M�m+1

µ where µ is selected

such that
PM

m=1
�m = 1. In all the simulations, the specific parameter values are

summarised in Table6.2 unless otherwise stated.

Figure 6.3 shows the outage probability of each m-th user under the impact of

different transmission radius R of the sink node. The solid and dashed curves are
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Table 6.2: Simulation parameters.

Parameter Description Value

↵ Path loss exponent 4
�m Power allocation coefficient of m-th user {0.6, 0.3, 0.1}

1,2,3

$m SINR threshold for m-th user {0.9, 1.5, 2}
1,2,3

�SE Intensity of �SE 10�3

�SK Intensity of �SK 10�4

�CT Intensity of �CT 10�3

 Average interference 1 dB
�
2 Noise power -90 dBm

X Average system SNR [10 to 50] dB
K Fourier series terms 10
M Total NOMA users 3
N Gaussian-Chebyshev parameter 3
P Test transmitter transmission power [�10 to 30] dBm
R Transmission radius of test transmitter 10 m
S Degree of Laguerre polynomial 2
T Gaussian-Chebyshev parameter 5

analytical results obtained by plotting (6.10), while simulation results are shown in

"•"and "+" to validate the derived analytical expressions. It can be observed that

increasing R results in higher outage probability due to increased path loss. Further,

the ordered NOMA users have different outage performance, as each has a different

channel condition.

Figure 6.4 demonstrates the average outage probability under different interference

levels , defined immediately after (6.2). Reducing  expectedly lowers the outage

probability. Figure 6.5 further shows the outage probability of each m-th user under

the impact of different path loss ↵. The results show that NOMA achieves lower

outage probability than OMA for different values of ↵. The link throughput efficiency

of each m-th user with increasing transmit power of test transmitter (sink node) are

shown in Figure 6.6. It can be seen that NOMA achieves better throughput efficiency

than OMA, as all the ordered NOMA users have lower outage probability than their

OMA counterparts. Figure 6.7 shows the energy consumption efficiency & comparison
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Figure 6.3: Impact of different R on outage probability.
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Figure 6.4: Impact of  on average outage probability.

between NOMA and OMA as a function of transmit power P . The results are obtained

by considering 2 and 3 users. The power allocation coefficients and SINR thresholds

for M = 3 are given in Table 6.2. For M = 2, they are chosen as �m = {0.8, 0.2}m=1,2,

and $m = {0.9, 1.5}m=1,2 respectively. Further, Ceff = 2⇥ 10�15 Farads for 70 nm

CMOS technology [100], channel bandwidth W = 3 MHz, Ns = 4 samples to represent

one bit, and circuit power consumption Pc = 20 dBm. Overall, NOMA achieves better

& than OMA due to a lower outage probability which results in larger Rb in (6.20)
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Figure 6.6: Link throughput efficiency comparison between NOMA and OMA.

and consequently higher & . However, the & of both schemes are comparable beyond a

transmit power of 15 dBm, which indicates the importance of optimizing the power and

rate allocation in NOMA based UWSNs.

Since sensors have limited processing capacity, it is necessary to also analyze the

complexity requirements of NOMA for these sensors. For downlink (sink-to-sensors)

communication, the required complexity for the scheduled sensor receivers will be

the complexity of their SIC units to process the received NOMA message. Figure 6.8
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Figure 6.8: Computational complexity of NOMA receivers.

shows the computation complexity in terms of the FLOPs per bit decision, i.e. the

number of FLOPs needed to decode one bit, obtained by using (6.24), under different

M ordered users and Ns samples used to represent one bit. The results expectedly show

the receiver’s complexity increases with M and Ns.

In order to evaluate whether the current sensor platforms can implement the SIC unit

for NOMA in UWSNs, ARM Cortex-M3 and Cortex-M7 processors are considered,

which are widely used processors for current lower-, and higher-end sensor platforms,
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Table 6.3: Computational time per bit decision by SIC unit

Processor Capacity Time (µs) Time (µs)
(MFLOPS) M = 3 M = 9

ARM Cortex-M3 0.618 113 405
ARM Cortex-M7 22.1 3.2 11.2

respectively. Based on their specified capacity in terms of MFLOPS [101], the required

computational time per bit decision is computed for M = 3 and M = 9 users with

Ns = 4 samples, as shown in Table 6.3. Consider a maximum payload size of 127

bytes (or 1016 bits) widely used in low-powered UWSNs, the computational time per

message with M = 3 ⇠ 9 users can range between 115 ⇠ 411 ms, and 3.3 ⇠ 11.5 ms

for Cortex-M3, and Cortex-M7 processor, respectively.

6.6 Chapter Summary

In this chapter, NOMA for UWSNs is proposed and its performance is evaluated. Dif-

ferent from cellular use-case, NOMA in UWSNs are further subject to interferences

from cross-technology nodes operating in the same unlicensed spectrum as the sensors.

Focusing on the downlink (sink-to-sensors) scenario, a new closed-form expression

for outage probability is derived at the probe receiver’s location by utilizing stochastic

geometry and order statistics. Numerical analysis shows that NOMA achieves lower

outage probability, resulting in higher average throughput and better energy consump-

tion efficiency than conventional OMA, suggesting that NOMA is very attractive for

interference-limited UWSNs. Further, the computational time complexity for NOMA

message decoding is within acceptable limits when using current and upcoming genera-

tions of processors for UWSNs.
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Chapter 7

Hybrid Multiple Access with Channel

Gain Stretching

From the literature review and research conducted in Chapters 4-6, it is observed that

the performance gain of NOMA over OMA is insignificant in low SNR regime. In

addition, the performance of NOMA is impacted under similar channel conditions

among different users. In order to address these two problems, a novel HMA with CGS

is proposed and analysed in this chapter.

7.1 Introduction

NOMA is inherently more interference limited than conventional OMA due to su-

perposition coding. Hence, NOMA requires a higher SINR for successful decoding.

Furthermore, previous studies showed that NOMA has no significant gain over OMA in

low SNR regime [13], which makes it less attractive for those users with low SNR. This

trend is also demonstrated by the numerical results of chapters 4, 5, and 6.

As such, this shortcoming motivates us to propose a downlink HMA which dy-

namically schedules some users for OMA and others for NOMA while satisfying a

114



CHAPTER 7. HYBRID MULTIPLE ACCESS WITH CHANNEL GAIN
STRETCHING

necessary condition, to be presented in Section 7.2, which is derived according to the

transmit SNR and user targeted rate. The proposed HMA is flexible to be applied to any

NOMA group size and aims to achieve a better overall system performance than pure

NOMA and OMA. The main contributions of this chapter are:

• A necessary condition on users’ channel gains under which the proposed HMA can

outperform pure NOMA or OMA is derived.

• An optimisation problem is formulated, which is solved numerically to obtain the K

for G2 that results in the optimal throughput for the proposed HMA system.

• A CGS scheme to apply NOMA effectively in HMA under similar channel conditions

is proposed.

• A CGS scheme to apply NOMA effectively in HMA under similar channel conditions

is proposed.

• The exact closed-form expression for the outage probability of HMA is derived.

• Numerical results are provided to validate the accuracy of the analytical expression,

and compare the performance among HMA, NOMA and OMA.

The rest of this chapter is organised as follows. Section 7.2 describes the system

model, while Section 7.3 introduces the proposed scheme. The outage analysis is

provided in Section 7.4, followed by the results and discussion in Section 7.5. Finally,

Section 7.6 summarises the chapter.

7.2 System Model

Consider a downlink multi-user transmission scenario with single BS located at the

centre of a disc D, with radius r. The total communication bandwidth is considered to
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be W Hz. Let there be a total number of M users uniformly distributed inside D and

are ordered according to channel gains as h1  ...  hM , where hm = |ĥm|2(1+ d
↵
m)

�1

denotes the channel gain between user m and BS. Here, ĥm is Rayleigh fading gain, dm

represents the distance between user m and BS, and ↵ is the path loss exponent.

In NOMA, decoding is performed in ascending order of channel gains. Therefore,

the rate of user m under NOMA is given by [50]:

R̃m = log
2

 
1 +

⌥amhm

1 +⌥hm

PM
i=m+1

ai

!
, (7.1)

where ⌥ = P
�2 is the transmit SNR, P is the total transmission power of the BS, �2 is

the power of the additive noise, am is the power allocation coefficient for user m such

that
PM

i=1
ai = 1 and am = Pm

P .

It is well known that NOMA achieves higher capacity than OMA under suitable

SINR conditions [6]. If OMA is adopted over NOMA, the rate of user m should at least

degrade by ⇠m bits per channel use, where ⇠m represents the minimum rate loss of user

m, which is given by:

⇠m  R̃m � R̄m, (7.2)

where R̄m = 1

M log
2
(1 +⌥hm) is the rate of user m when OMA is applied [50].

Furthermore, the target rate for user m, denoted as Rm, can still be ensured with

OMA if and only if:

R̄m � Rm. (7.3)

It should be noted that (7.3) acts as a constraint to the rate loss in (7.2) i.e. the rate

loss should not exceed an amount such that Rm is not met. By solving inequalities (7.2)
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Table 7.1: Commonly used variables.

Notation Description

M Total number of users
Rm Targeted rate of user m
R̃m Achievable rate of user m under NOMA
R̄m Achievable rate of user m under OMA
aj Power allocation coefficient of j-th user
⌥ Transmit SNR range
W Available system bandwidth
N Gaussian-Chebyshev parameter

and (7.3), the necessary condition on the channel gain of user m is obtained as follows:

hm � max

⇢
m

Xm
, Ym

�
, (7.4)

where m = 2Rm+⇠m�1, Xm = ⌥
⇣
am � m

PM
i=m+1

ai

⌘
> 0 and Ym =

�
2MRm � 1

�
⌥�1.

Condition (7.4) states that user m can still meet Rm even if it is scheduled for OMA.

Hence, in the next section, a HMA scheme is proposed in which users who satisfy

condition (7.4) can be (but not necessarily) scheduled for OMA. A list of commonly

used variables in this chapter is summarised in Table 7.1.

7.3 Proposed Scheme

Consider a system with total users M > 1. Let � denotes the number of users that

satisfy (7.4). When total users M = 2 or � = 0, then conventional NOMA must be

utilized for transmission. Consider a case when M > 2 and � > 0. Then the proposed

HMA can be applied, which is expressed as follows:

Step 1) In order to dynamically schedule some users for OMA and others for

NOMA, at a certain time instant, BS computes m, Xm and Ym. Then, based on (7.4),

the BS divides total M users into two groups G1 and G2 that contain K and J users,
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respectively, where M = K + J . Accordingly, the channel of users in G1 and G2 are

given as {hk}Kk=1
and {hj}Jj=1

, respectively.

Step 2) In order to apply NOMA for users in G2, the power allocation coefficients

are computed for J ordered users (a1 � ... � aJ ) with
PJ

i=1
ai = 1.

Step 3) The BS allocates bandwidths W1 and W2 (W = W1 +W2) to groups G1,

and G2, respectively. By using a control channel, the BS then informs G1 and G2 users

to receive using OMA, and NOMA, respectively.

The proposed HMA scheme divides the total users in groups G1 and G2. There-

fore, it is important to find the maximum number of users that can be scheduled for

OMA leading to optimum throughput, power and bandwidth allocations. As such, the

following optimisation problem is formulated to obtain optimal throughput.
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7.3.1 Optimal Throughput and Group Size

max
P,!,W

KX

k=1

!k log2

✓
1 +

Pkhk

�2

◆
+W2

JX

j=1

log
2

 
1 +

Pjhj

hj

PJ
i=j+1

Pi + �2

!

(7.5)

subject to

C1: !k log2

✓
1 +

Pkhk

�2

◆
> Rk, 1  k  K

C2: W2

 
1 +

Pjhj

hj

PJ
i=j+1

Pi + �2

!
> Rj, 1  j  J

C3: W1 +W2  W

C4:
KX

k=1

!k  W1

C5: 2  J  M � 1

C6: K = J �M

C7: k 2 {1, 2, ..., K}

C8: j 2 {1, 2, ..., J}

C9:
KX

k=1

Pk +
JX

j=1

Pj  P

Insights into the Optimisation Problem

The optimisation problem in (7.5) aims to find the number of users K that can be

scheduled for OMA group which optimises the overall throughput of the proposed

HMA scheme subject to the constraints C1-C9. The constraints C1, C2 ensure that

the achievable rates of G1 and G2 users meet their targeted rates. The constraint C3

optimises the bandwidth allocations W1 and W2 for the groups G1, and G2, respectively.

The condition C4 further optimises the bandwidth allocation among K OMA users of
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group G1. The constraints C5-C8 impose that group size K and J are integers. Finally,

the constraint C9 optimises the power allocation for G1 and G2 users and also ensures

that the allocated power to both groups cannot exceed the total available power at the

BS.

It can be observed that the problem in (7.5) is a mixed-integer non-linear program-

ming (MINLP) problem whose solution has a combinatorial nature. That being said, the

maximum size K for group G2 leading to the optimal throughput requires exhaustive

search, whose computational complexity for practical systems becomes infeasible with

large number of users [49]. Consequently, it is very challenging to obtain the analytical

solution of the formulated problem in (7.5). As such, this problem is numerically solved

with the MatLab optimisation solvers for the HMA to obtain optimal throughput. In the

rest of this chapter, the allocated powers Pj and Pk refer to the optimal powers obtained

upon solving the problem (7.5) numerically.

Since HMA creates two user groups, a situation may arise when G2 users have

similar channel conditions. In order to apply NOMA more effectively under such

situations, CGS scheme is further proposed in next sub-section that artificially generates

a difference among channel gains of G2 users.

7.3.2 Channel Gain Stretching Method for G2 Users in HMA

CGS Method 1

The situation of comparable channel conditions for NOMA users in G2 is equivalent

to the pixels in a digital image having very similar intensities. The visual appearance

of the digital image can be enhanced by applying gamma transformation that maps

a narrow ambit of intensities into a wider intensity range [102]. Inspired by gamma

transformation, a CGS scheme is proposed that maps the channel hj of the j-th user in
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G2 to a new value, h̄j , which is given as:

h̄j = cj(hj + ⌘j)
�j , (7.6)

where cj , ⌘j and �j are positive constants, and are selected in such a way to achieve a

significant difference among power allocations {Pj}Jj=1
.

Example 1: Consider that J = 2 and (h1, h2) = (0.87, 0.9). Now using (7.6) with

c1 = 0.5, c2 = 3, ⌘1 = ⌘2 = 0.1, �1 = 1 and �2 = 0.1, the stretched channel gains

are obtained as (h̄1, h̄2) = (0.485, 3). Now based on stretched gains (h̄1, h̄2), the new

power allocations (P1, P2) could be obtained with significant difference by solving the

problem (7.5).

CGS Method 2

Under situations of similar channel conditions, a following transformation is pro-

posed to artificially generate channel gain difference among NOMA users:

h̄j = k1,j (hj)
k2,j

, (7.7)

where h̄j is the transformed channel gain of user j and k1,j > 0, k2,j > 0 are positive

constants for user j and are selected in such a way to achieve a significant difference

among channel gains of users.

Example 2: Consider a case of two users with (h1, h2) = (0.87, 0.9). Now applying

(7.7) with k1,1 = k2,1 = 0.5, k1,2 = 3, k2,2 = 3.5 results in stretched coefficients as
�
h̄1, h̄2

�
= (0.46, 2). The power allocation Pj is then computed by solving problem

(7.5) for a given targeted rate constraints.
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7.4 Outage Analysis

It is important to investigate the outage performance of the HMA users. As such, the

exact expression for the outage probability of users in HMA is stated in the following

theorem.

Theorem 7.1. The closed-form expression for the outage probability of user q 2 {j, k}

from group G 2 {G1, G2} can be derived as:

Pq = µq

Q�qX

l=0

✓
Q� q

l

◆
(�1)l

(
NX

n=1

 n [�(�, 1 + �;�bn)

+⇢�(1 + �, 2 + �;�bn)]

⇥
⇥
1� �e

�⌧⇤q snB(1, �)�(�, 1 + �;�bn)
⇤q+l�1

o
, (7.8)

where µq = (Q� 1)! [(Q� q)! (q � 1)!]�1, Q 2 {J,K}, ⇢ = � (1 + �)�1
r
↵, � =

2

↵ , bn 2
�
b
G1
n , b

G2
n

 
,  n 2

�
 G1

n , G2
n

 
, ⌧ ⇤q 2

�
⌧
⇤
j , ⌧

⇤
k

 
, B(·, ·) is a beta function,

�(·, ·; ·) is a confluent hypergeometric function and N is complexity-accuracy trade-off

parameter.

Subsequently, the terms defining the variables in (7.8) can be described as fol-

lows. b
G1
n = ⌧

⇤
k snr

↵, bG2
n = ⌧

⇤
j snr

↵, ⌧ ⇤k = 2KRk � 1, ⌧ ⇤j = max {⌧1...⌧j}, ⌧j =

"j

h
⌥
⇣
aj � "j

PJ
i=j+1

ai

⌘i�1

, "j = 2Rj � 1, sn = 1

2
(1 + ✓n), ✓n = cos(2n�1

2N ⇡),

 G1
n = �!n

p
1� ✓2nB(1, �)⌧ ⇤k e�⌧⇤k sn ,  G2

n = �!n

p
1� ✓2nB(1, �)⌧ ⇤j e

�⌧⇤j sn , !n = ⇡
N

and Rj and Rk are the target rates for users j and k, respectively.

Proof. The outage at the j-th user in G2 for decoding any of the higher order user u,
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where 1  u < j is given as:

Pj!u = Pr

"
log

2

 
1 +

⌥auhj

1 +⌥hj

PJ
i=u+1

ai

!
< Ru

#

= Pr (hj < ⌧u) (7.9)

The overall outage probability of user j is given as:

Pj = Pr
�
hj < ⌧

⇤
j

�

(a)
= µj

J�jX

l=0

✓
J � j

l

◆
(�1)l

Z ⌧⇤j

0


F|ĥ|2 (x)

�j+l�1

f|ĥ|2 (x) dx, (7.10)

where (a) is obtained by analysing order statistics [95], F|ĥ|2 and f|ĥ|2 are the CDF, and

PDF of the unordered channel gain, respectively. The CDF F|ĥ|2 is given as [79]:

F|ĥ|2(x) =
2

r2

Z r

0

�
1� e

�(1+z↵)x
�
zdz

(b)
= 1� �e

�xB(1, �)�(�, 1 + �;�xr
↵), (7.11)

where (b) is obtained by first making a change of variable from z
↵ ! y and then apply-

ing Eq. 3.383 of [77]. Taking the derivative of (7.11) to obtain f|ĥ|2 and substituting

F|ĥ|2 and f|ĥ|2 into (7.10), Pj can be re-written as:

Pj = µj

J�jX

l=0

✓
J � j

l

◆
(�1)l

Z ⌧⇤j

0

�B(1, �)e�x [�(�, 1 + �;�xr
↵)

+ ⇢�(1 + �, 2 + �;�xr
↵)]

⇥
⇥
1� �e

�xB(1, �)�(�, 1 + �;�xr
↵)
⇤j+l�1

dx. (7.12)

The approximation of Pj is obtained by applying Gaussian-Chebyshev quadrature
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as:

Pj = µj

J�jX

l=0

✓
J � j

l

◆
(�1)l

(
NX

n=1

 G2
n

⇥
�(�, 1 + �;�b

G2
n )

+⇢�(1 + �, 2 + �;�b
G2
n )
⇤

⇥
⇥
1� �e

�⌧⇤j snB(1, �)�(�, 1 + �;�b
G2
n )
⇤j+l�1

o
. (7.13)

This gives the result of outage probability for any j-th user in G2. Following the

similar steps to (7.13), the outage probability of user k in G1 can be similarly obtained

as:

Pk = Pr


1

K
log

2
(1 +⌥hk) < Rk

�
= Pr (hk < ⌧

⇤
k )

= Pj|j=k,J=K, 
G2
n = 

G1
n ,b

G2
n =b

G1
n ,⌧⇤j =⌧⇤k

. (7.14)

Finally, combining the results in (7.13) and (7.14) proves the result in Theorem 7.1.

Corollary 8.1. The outage probability of user j in G2 under the application of CGS

scheme 1 is given as:

P̄j = Pq|q=j, n= 
G2
n ,bn=b

G2
n ,⌧⇤q =⌧⇤j ,⌧

⇤
j ='⇤

j
, (7.15)

where '⇤
j = max {'1, ...,'j} and 'j =

⇣
⌧j
cj

⌘ 1
�j � ⌘j .

Proof: In case of CGS method 1, the outage at j-th user in G2 for decoding

any of the higher order user u, 1  u < j, is given as, P̄j!u = Pr
�
h̄j = ⌧u

�
=

Pr
h
cj (hj + ⌘j)

�j
< ⌧u

i
= Pr (hj < 'u). By defining '

⇤
j = max {'1, ...,'j}, the

overall outage probability at j-th user under CGS is given as, P̄j = Pr
�
hj < '

⇤
j

�
. Now

following the same steps as of Theorem 7.1 proves the result in (7.15). ⇤

Corollary 8.2. The outage probability of user j in G2 under the application of CGS
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Table 7.2: Simulation parameters.

Parameter Description Value

M Total users 3
N Gaussian-Chebyshev parameter 5
"m SINR threshold of user m (0.9, 1.5, 2)m=1,2,3 dB
r Radius of disc D 20m
↵ Path loss exponent 4
⌥ Transmit SNR range [10� 40] dB

scheme 2 is given as:

P̄j = Pq|q=j, n= 
G2
n ,bn=b

G2
n ,⌧⇤q =⌧⇤j ,⌧

⇤
j =#⇤

j
, (7.16)

where #⇤
j = max {#1, ...,#j} and #j =

⇣
⌧j
k1,j

⌘k2,j
.

Proof: In case of CGS method 2, the outage at j-th user in G2 for decoding

any of the higher order user u, 1  u < j, is given as, P̄j!u = Pr
�
h̄j = ⌧u

�
=

Pr


hj <

⇣
⌧u
k1,u

⌘k2,u�
= Pr (hj < #u). By defining #⇤

j = max {#1, ...,#j}, the overall

outage probability at j-th user under CGS method is given as, P̄j = Pr
�
hj < #

⇤
j

�
. Now

following the same steps as of Theorem 7.1 proves the result in (7.16). ⇤

It should be noted that under similar channel conditions, the application of proposed

CGS methods reduce SINR threshold for successful decoding from ⌧
⇤
j to '

⇤
j or #⇤

j ,

which improves outage performance as demonstrated in numerical results section.

7.5 Results and Discussion

As shown in Table 7.2, simulation parameters similar to those in [51] are used, unless

otherwise stated. 1000 random realizations of ĥm ⇠ CN (0, 1) , dm ⇠ U (0, r) and

⇠m ⇠ U (0, 0.05) are generated where CN (·, ·) and U (·, ·) represent complex Gaussian

and uniform distribution, respectively. Further, the outage and throughput results are

125



CHAPTER 7. HYBRID MULTIPLE ACCESS WITH CHANNEL GAIN
STRETCHING

averaged over all M users.

Figure 7.1 compares the average outage performance of proposed HMA with con-

ventional NOMA and OMA as a function of SNR. It can be observed that HMA

achieves lower average outage probability than NOMA and OMA and improves it by

38.8 � 79.8% and 40 � 93% respectively in the considered SNR range. This better

performance of HMA results in due to less intra-user interference as J = 2 users

perform NOMA in HMA compared to M = 3 in conventional NOMA. In addition,

Monte Carlo simulations are also performed to validate the accuracy of derived outage

results in (7.8) which are shown to be in good agreement with the simulations.

Figure 7.2 and 7.3 demonstrate the benefits of applying the proposed CGS methods 1

and 2 to G2 HMA users under comparable channel gain parameters as used in Examples

1 and 2 of Section 7.3.2-A.The results show that the average outage performance of G2

HMA users can be enhanced with the proposed CGS by 32� 85% in the considered

SNR range. This is because with CGS, users’ power allocation coefficients would

be computed with significant difference under similar channel conditions, which then

results in better SIC operation at users. In addition, it can also be observed from Figure

7.3 that the performance of both ordered users is also improved under application of CGS

method, whereas the performance of both users become comparable for conventional

NOMA without CGS.

Figure 7.3 further shows the outage performance among NOMA system with CGS

method 2 and OMA. It can be observed that NOMA under proposed CGS method 2

scheme outperforms NOMA without CGS and OMA. Further, both m = 1, 2 users have

similar channel conditions, therefore, application of OMA results in same performance

for both users, and hence only one result for OMA scheme is presented.

The average throughput comparison among HMA, NOMA and OMA systems is

presented in Figure 7.4. The results are obtained by numerically solving the problem

(7.5) using the ’fmincon’ solver of MatLab software, with {Rk}Kk=1
= {Rj}Jj=1

= 1
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Figure 7.1. Outage comparison among HMA, NOMA and OMA.
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Figure 7.2. Outage comparison of G2 HMA users with and without CGS under CGS
method 1.

Mbps and W = 10 MHz which is most commonly used in single-input single-output

long term evolution (LTE) downlink systems. It can be observed that HMA achieves

higher average throughput than OMA for all considered values of M . In addition, the

group size K for G2 yielding an optimal throughput in HMA system is also shown in
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Figure 7.4. This group size can be viewed as the maximum number of users that can be

scheduled for OMA in HMA while obtaining the optimal throughput. Further, it can be

observed that there is a throughput loss in HMA compared to NOMA because entire W

is not accessible by all users in HMA, and as opposed to better outage of HMA users in

Figure 7.1, the throughput is influenced more by available bandwidth than intra-user
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Table 7.3: Average outage probability (for M > 3)

Performance Metric Total Users, M HMA NOMA OMA

Average 5 0.46 0.79 0.81
Outage Probability 7 0.62 0.82 0.87

9 0.75 0.88 0.9

interference and noise. However, the proposed HMA has superior outage performance

and offers a more balanced tradeoff between decoding reliability and system throughput.

As a result, the proposed scheme is particularly suited for systems that operate in low

SNRs with moderate throughput requirements. Table 7.3 extends the outage probability

results to cases of M > 3, where ⌥ = 20dB, M = {5, 7, 9} and {"m ⇠ U (0.1, 1)}Mm=1
,

8m 2 M . It should be noted that the results remain generally consistent with those in

Figure 7.1.

7.6 Chapter Summary

This chapter proposes a novel downlink HMA scheme based on NOMA and OMA.

A necessary condition on the users’ channel gains under which HMA can outperform

pure NOMA or OMA is derived. An optimisation problem is formulated which is

solved numerically to achieve maximum size K for group G2, resulting in the optimal

throughput for the proposed HMA system. Furthermore, a CGS scheme is proposed for

applying NOMA more effectively in HMA when users’ channel conditions are similar.

The exact closed-form expression for the outage probability is derived. Numerical

results are presented to compare the average outage and throughput performance of

HMA with conventional NOMA and OMA.
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Chapter 8

PIC-based Receiver Structure for

NOMA

Existing works and the previous chapters have assumed SIC as the baseline receiver

for NOMA in order to mitigate the intra-user interference. However, there are some

inherent issues of SIC that can limit the NOMA performance. In order to alleviate

the problems related to the use of SIC with NOMA, this chapter proposes an alternate

PIC-based receiver design for NOMA.

8.1 Introduction

There are several potential issues with SIC receivers which can adversely affect the

performance of NOMA. The first drawback is that it is power sensitive. This means

that its performance will degrade dramatically if two or more UEs have similar or

same power [14, 46]. For example, if two or more UEs have comparable channel gains,

then NOMA scheme will assign same power allocation coefficients to them, and thus

the performance of SIC will degrade. The second shortcoming of the SIC is that its

performance is highly dependent on the correct decoding of the first UE. In case the first
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UE is not decoded correctly, this error in decoding will propagate successively to lower

order UEs and hence deteriorate the system performance [6, 14]. More specifically,

at any stage of decoding, if UE k is not decoded correctly, the performance of all the

UEs having decoding order less than k will be affected badly. The third weakness of

the SIC receiver is that for a large group of UEs in NOMA, the decoding delay for

lower order UEs will be increased due to successive decoding nature of SIC. In order to

reduce decoding delays, NOMA has to group small number of UEs having significant

difference in channel gains, thus limiting the system capacity [6]. Finally, the users that

are served by NOMA transmission scheme achieve unequal rates because the NOMA

protocol is based on the order of SIC. This issue is extremely important in situations

having strict fairness constraints [5].

The aforementioned critical performance limiting factors for SIC motivate us to

propose an alternate PIC-based receiver design for NOMA downlink. The main motiva-

tion of this chapter is to study PIC-based receiver structure for downlink NOMA and

to compare it with NOMA-SIC. In particular, the main contributions of this work are

briefly summarise as follows:

• A PIC-based receiver structure is proposed for downlink NOMA and discuss

some design considerations for it.

• Considering intra-user interference as one of the important design consideration

for proposed PIC-based receiver, an equivalent transmission model is proposed

for downlink NOMA. Based on the proposed transmission model, stochastic

geometry tools are utilised to model the intra-user interference in downlink

NOMA signal.

• Based on modeling results, an algorithm is proposed to estimate the intra-user

interference in downlink NOMA signal, which is then removed prior to decoding.
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Figure 8.1: Proposed receiver structure for UE m

• The closed form expression for outage probability is derived in order to evaluate

the performance of the NOMA system under proposed intra-user interference

estimation and cancellation technique.

• Simulation results are presented to justify the proposal of PIC-based receiver

for downlink NOMA. In addition, numerical results for intra-user interference

estimation and outage analysis probability for NOMA under proposed algorithm

are also presented.

The rest of this chapter is organised as follows. Section 8.2 presents the proposed

PIC-based receiver design for NOMA. Section 8.3 introduces the modeling and estima-

tion of intra-user interference in NOMA signal. Results and discussion are presented in

Section 8.4, followed by the chapter summary in Section 8.5.

8.2 Proposed PIC-based Receiver Design for NOMA

This section describes the structure and operation of the proposed PIC based receiver

at UE for 5G downlink NOMA transmissions. The block diagram of the proposed

PIC-based receiver for UE is shown in Figure 8.1.

Based on (2.2), (6.1), the received composite signal at the m-th UE can be expressed
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as:

rm = hm

MX

i=1

p
�iPtsi, (8.1)

where Pt is the transmission power of BS, hm = ĥmd
�↵

2
m with h1  ...  hM , ĥm and

dm represent the Rayleigh fading channel gain, and distance between the BS and m-th

user, respectively, ↵ is the path loss exponent, �i is the power allocation coefficient of

user i with
PM

i=1
�i = 1 and �1 � ... � �M , si is the message signal of i-th UE, Pt is

the transmit power of BS with maximum available power PB, and nm is the AWGN

with zero mean and variance �2.

The proposed PIC-based receiver will perform decoding in two steps. In the first step,

the proposed receiver will remove the intra-user interference caused by the transmission

from users 1, ...,m � 1,m + 1, ...,M . In contrast to SIC, the proposed receiver will

mitigate the intra-user interference in a parallel fashion. After removing the interference

from other users, at the second step, the receiver will decode the message of UE m.

In order to illustrate the intra-user interference cancellation procedure, consider an

example of UE m with received signal rm. Let ŝi be the estimate of message signal for

UE i after decoding, then, an estimate of the message signal for UE m is obtained by

subtracting the summation of all estimates ŝi, i 6= m from the original received signal

rm. Hence, the signal at the input of the decoder for UE m can be written as:

ym = rm �
MX

i=1

ŝi, i 6= m. (8.2)

The decoder of UE m will perform decoding on ym to get the estimate of the

message signal for UE m. A list of commonly used variables in this chapter is provided

in Table 8.1
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Table 8.1: Commonly used variables.

Notation Description

M Total number of users
Rm Targeted rate of user m
Pt Transmit power of BS
PB Maximum available power at BS
�m Power allocation coefficient of m-th user
⇢t Transmit SNR of BS
dm Distance between user m and BS
sm Message signal of user m
rm Received NOMA signal at user m
Im Intra-user interference at user m
� Marked point process
� Intensity of MPP �
RD Coverage radius of BS
N,L Gaussian-Chebushev parameters

8.2.1 Filter Bank Design for Decoder of Users

Filter bank design is one of the possible approaches for implementing a block for decoder

of i UEs to cancel the intra-user interference in a parallel manner. The composite signal

rm is fed into the matched filter input of each UE i, where i = 1, ...,m�1,m+1, ...,M .

The output from each matched filter is then used to get the estimate of the transmitted

message signal for that UE. The resulting probability of bit error at the receiver of UE

m, denoted as, PBER in an AWGN channel is given as [46]:

PBER = Q

 "
N0

2Eb

 
1�

�
M�1

K

�S+1

1� M�1

K

!
+

1

KS+1

 
(M � 1)S+1 � (�1)S+1

M

PK
j=1

Pj

Pm
+

(�1)S+1

⌘i� 1
2

◆

(8.3)

where Pj is the received power for UE j, M is the total number of UEs, K is a processing

gain, S are the number of PIC stages, N0 is the one sided noise power spectral density

of the AWGN, Eb is the energy per bit and Q(·) is a standard Q function.
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The proposed PIC-based receiver solves the problems of decoding failure in SIC

due to equal or comparable power allocation for two or more NOMA downlink UEs,

successive error propagation, decoding delay and dependency on the correct decoding

of the first UE. All of these characteristics of the proposed receiver make it a stronger

choice to adopt for the receiver side of UE in 5G downlink NOMA transmissions

8.2.2 Design Challenges for Proposed Receiver

1. Upper limit on the number of UEs in a decoder block

The receiver of a UE has a limited processing capability and power, which hinders

one from processing and removing the interference from all the N � 1 UEs simul-

taneously, though it is theoretically feasible to do so. Furthermore, by increasing the

number of UEs, the corresponding complexity of the UE receiver will also increase.

Therefore, there exists a maximum value for the number of UEs to be processed at

a receiver in order to attain a good tradeoff between receiver complexity and system

capacity.

2. Estimate of user i message signal at UE n receiver

The estimate ŝi of the message signal for user i depends on its matched filter output

at the receiver of UE . For the proposed PIC-based receiver, unbiased or nearly fair

estimate of the UE message signal, i.e. ŝi ⇡ si was assumed. Unfortunately, in reality

this estimate is biased after cancellation and it will increase with system loading [14].

Hence, for practical deployment of this receiver for NOMA downlink, this issue must

be considered and requires further study.

3. Power Control

Power control is a vital component of a cellular network which is used to manage

interference, energy and connectivity by maintaining the received SNR in both uplink

and downlink. Therefore, it is of interest in understanding how NOMA transmission

135



CHAPTER 8. PIC-BASED RECEIVER STRUCTURE FOR NOMA

protocol will be integrated with the existing power control strategies (both in uplink

and downlink). In particular, having implemented uplink power control, the problem

is how the NOMA transmission scheme will allocate different power to the downlink

UEs in order to exploit power domain for multiplexing. One possible solution to solve

this problem is requiring the UE to send to the BS its local noise information, based on

which the NOMA protocol will allocate different power levels to the users. Further, it

is of interest to investigate how the power control will help in reducing the intra-user

interference at the proposed PIC based receiver. Hence, the investigation of integrating

power control with NOMA and its impact on the proposed receiver structure can be an

interesting research topic in NOMA.

4. Channel Estimation

In all real time scenarios, the assumption of perfect channel information will not be

valid and hence the channel is estimated before performing any further processing. Due

to the random nature of wireless channels, the estimate can never be accurate. Therefore,

to make the receiver design more practical, it is necessary to analyze the performance of

the PIC-based receiver under imperfect channel estimation in the context of 5G NOMA

downlink

Note that downlink NOMA transmission is inherently interference limited due to

superposition coding. As such, it is important to model and estimate the intra-user

interference in downlink NOMA signal. This could also aid to improve the estimate

of user i message at UE n receiver for proposed PIC-based receiver. As a result, the

rest of this chapter focuses on modeling and estimating the intra-user interference in

downlink NOMA signal.
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8.3 Modeling and Estimation of Intra-User Interference

in NOMA Signal

In this section, a novel equivalent transmission model for downlink NOMA system

is presented, which is then utilised to model and estimate the intra-user interference.

Based on the these results, a closed-form expression for outage probability is derived to

analyse the performance of NOMA under proposed intra-user interference estimation

algorithm.

8.3.1 Equivalent Transmission Model for NOMA

Consider a cellular network with M NOMA users randomly distributed inside a disc D

of radius RD which represents the coverage of a BS located at the centre of RD. Based

on (8.1), the received NOMA signal rm at UE m can be decomposed into two parts as:

rm = hm

p
�mPtsm + hm

X

i=1,i 6=m

p
�iPtsi

| {z }
Gm

+nm, (8.4)

where the first term on RHS represents the faded version of the m-th user’s message,

the second term Gm is the superposition of remaining M � 1 users’ messages, and the

interference at m-th user can be defined as Im = |Gm|2. This decomposition facilitates

to propose an equivalent transmission model for DL NOMA in a novel way as shown in

Figure 8.2, which is explained as follows.

Consider the case of a m-th user. From the second term Gm in (8.4), it can observed

that there are M � 1 interfering message signals present in rm. One can visualize this as

having imaginary transmitters located on a disc of radius dm with the m-th user located

at its centre, and the BS is the desired transmitter of m-th user only. Each imaginary

transmitter i communicates with its intended (imaginary) receiver by transmitting a
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dm

Base Station

Imaginary Transmitters
m-th User

Figure 8.2: Equivalent Transmission Model for DL NOMA.

signal of power �iPt. Thus, each imaginary transmission is received at the m-th user

with power |hm|2�iPt, which in turn interferes with its reception of the desired signal

from BS.

8.3.2 Intra-User Interference Modeling and Estimation

Inra-user interference modeling Consider a MPP � defined over R2 ⇥ K, where R2

denotes a 2D Euclidean space, and K represents a mark space. Let ⇠ be a purely atomic

random counting measure with finite atoms to describe the process. The locations of the

atoms {xi : i = 1, ..,M} and their associated marks {ki : i = 1, ..,M} are considered

as i.i.d with distributions ⇡1 (·), and ⇡2 (·), respectively.

Under the proposed equivalent transmission model, x1 and k1 = �1Pt represent

the BS’s location, and transmission power, respectively, while the sets {xi} and ,
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where {ki}, represent the imaginary transmitters’ locations, and transmission powers,

respectively, i.e. each imaginary transmitter is uniquely defined by a combination of

its location and mark. With this description, a realization of ⇠ can be represented by

a set {(xi, ki : i = 1, ..,M)} consisting of i.i.d pairs (xi, ki : i = 1, ..,M) on R2 ⇥ K,

having distribution  (d (x, k)) = ⇡1 (dx) ⇡2 (dk) [35].

Consider that the m-th user is located at origin of the coordinate system, then the

interference at the m-th user, which is caused only by imaginary transmissions (since

BS is the desired transmitter) is given by Im =
P

(x,k)2�\(x1,k1)
k|ĥx|2d�↵

x , where ĥx

and dx represent the Rayleigh fading channel gain, and distance between m-th user and

an imaginary transmitter, respectively, at location x.

Having proposed the equivalent transmission model along with the conditional

process � \ (x1, k1), the following Lemma states the distribution of the interference

power.

Lemma 8.1. Consider i.i.d marks at imaginary transmitters are uniformly distributed

over a range [Pmin, Pmax], where Pmin and Pmax represent the minimum, and maximum

transmission powers, respectively. Then the Laplace transform of the interference Im

at m-th user is given by:

LIm (s) = CMe
�⌦s�

, (8.5)

where CM = 1

PM�1 , ⌦ =
�g⇡(P 1+�

max�P 1+�
min )�(1+�)�(1��)

(1+�)P , �g is the intensity for the ground

process of �, � = 2

↵ , P = Pmax � Pmin > 0, and � (·) is a gamma function.

Proof. This lemma can be easily verified by standard arguments from stochastic geo-

metry, i.e. conditioning on the fading and applying Eq. (13.1.15) of [35] will result in

(8.5).

Remark: Under the proposed equivalent transmission model, the interference at the
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Algorithm 1: Procedure to estimate Im

1. Generate a stable RV S .
2. Normalise rm to obtain r̄m

3. Apply adaptive LMS filter with rm and Y = S r̄m as input signal and desired
signal, respectively.
4. The output of the LMS filter gives estimate Ĝm of Gm.
5. Compute power of Ĝm to obtain estimate Îm.

-th user due to DL NOMA transmissions can be modeled as a stable random variable

(Slivnyak’s theorem) with its Laplace transform given by (8.5).

Inra-user Interference Estimation

A simple procedure for the -th user to estimate the interference from received signal

is given in Algorithm 1.

8.3.3 Outage Analysis

The application of Algorithm 1 provides Ĝm, which subtracted from rm yields:

rm �Gm = hm

p
�mPtsm + (1� )Gm + nm, (8.6)

where 0 <   1 with  = 1 representing ideal estimation of Gm.

The received SINR for the m-th user is given by ⇣m = |hm|2�mPt

(1�)2Im+�2 . The outage

occurs when ⇣m < ⌧m, where ⌧m = 2Rm � 1 and Rm is the targeted data rate for the

m-th user. Therefore, the outage probability at the m-th user can be expressed as:

Pm
out = Pr

✓
|hm|2⇢t
⇢Im + 1

< 'm

◆
= FTm ('m) , (8.7)

where 'm = ⌧m
�m

, Tm = |hm|2⇢t
⇢Im+1

, ⇢t = Pt
�2 , ⇢ = (1�)2

�2 and FTm is the CDF of Tm.

Unlike NOMA with SIC [13, 87], NOMA is not sensitive to choices of �m and Rm

(for all m ) under the proposed approach due to SINR threshold condition 'm. In order
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to obtain Pm
out, FTm is required. Following a similar approach in [87], and conditioned

on Im and ⇢t, and based on (8.7), FTm can be obtained as:

FTm|Im,⇢t ('m) = F|hm|2

✓
'm (⇢z + 1)

u

◆
, (8.8)

where F|hm|2 is the CDF of hm. Let h̃ denotes the unordered channel gain. By applying

order statistics [95], the CDFs of the unordered and ordered channel gains are related

by the following relationship:

F|hm|2 (t) = µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

h
F|h̃|2 (t)

im+q

, (8.9)

where µm = M !

(M�m)!(m�1)!
. Since the users are random uniformly distributed within

a disc D of radius RD, and the fading is Rayleigh distributed, F|h̃|2 can be expressed

as [79]:

F|h̃|2 (t) =
2

RD
2

Z RD

0

�
1� e

�r↵t
�
r dr. (8.10)

The integral in (8.10) is very challenging to solve for ↵ > 2 (beyond free space path

loss), and hence it is approximated by applying Gaussian-Chebyshev quadrature [103]

as follows:

F|h̃|2 (t) ⇡
NX

n=0

ane
�bnt, (8.11)

a0 = �
PN

n=1
an, an = �!n

p
1� ✓2n (1 + ✓n), !n = ⇡

N , bn =
�RD

2
(1 + ✓n)

�↵, ✓n =

cos
�
2n�1

2N ⇡
�

and N is a complexity-accuracy tradeoff parameter. Substituting (8.11)
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into (8.9) and applying multinomial theorem, (8.11) can be expresses as:

F|hm|2 (t) =

µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

X

r0+...+rN=m+q

✓
m+ q

r0 + ...+ rN

◆ NY

n=0

a
rn
n

!
e
�
PN

n=0 rnbnt,

(8.12)

where
�

m+q
r0+...+rN

�
= (m+q)!

r0!...rN !
, and {ri} 0  i  N are non-negative integers. Based on

(8.12) and (8.8), Pm
out can now be expressed as:

Pm
out =

Z 1

0

Z 1

0

F|hm|2

✓
'm (⇢z + 1)

u

◆
fIm (z) f⇢t (u) dzdu

= µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

X

r0+...+rN=m+q

✓
m+ q

r0 + ...+ rN

◆ NY

n=0

a
rn
n

!

⇥
Z 1

0

Z 1

0

e
�
PN

n=0
rnbn'm(⇢z+1)

u fIm (z) f⇢t (u) dz du

= µm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

X

r0+...+rN=m+q

✓
m+ q

r0 + ...+ rN

◆ NY

n=0

a
rn
n

!

⇥
Z 1

0

Z 1

0

e
�
PN

n=0
rnbn'm

u LIm

 
NX

n=0

⇢
rnbn'm

u

!
f⇢t (u) dz du

= CMµm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

X

r0+...+rN=m+q

✓
m+ q

r0 + ...+ rN

◆ NY

n=0

a
rn
n

!
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Z 1

0

e
�
PN

n=0
rnbn'm

u �
⌦(PN

n=0 ⇢rnbn'm)
�

u� f⇢tdu. (8.13)

In order to obtain Pm
out, f⇢t is required, which is provided in the following theorem.

Theorem 8.1. Consider a downlink NOMA transmission scenario with a composite

path loss and Rayleigh fading channel model, the PDF of transmit SNR of BS is given
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by:

f⇢t (u) = ⌘me
�⌘m⌥(�, "u)u�

⇣
�u

��1
⌥

⇣
�,
"

u

⌘
� e

� "
u "

�
u
�1

⌘
U (⇢B � u)

+� (u� ⇢B) e
�⌘m⌥(�, "u)u�

, (8.14)

where � (·), U (·), and ⌥ (·) are the impulse function, step function, and lower incom-

plete gamma function, respectively, ⇢B = PB
�2 , " = cRD

↵ where c > 0, ⌘m = ��⇡
c� , and

� is the intensity of a thinned homogeneous PPP.

Proof. See Appendix K.

Substituting (8.14) into (8.13) and applying the Gaussian-Chebyshev quadrature,

the outage probability at the m-th user is obtained as:

Pm
out = CMµm

M�mX

q=0

✓
M �m

q

◆
(�1)q

m+ q

X
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where  l =
!L
2

p
1� ✓2l ⌘m

⇣
�⇢

�
Bt

��1

l ⌥

⇣
�,

"
⇢Btl

⌘
� e

� "
⇢Btl "

�
t
�1

l

⌘
, !L = ⇡

L , tl = 1

2
(1 + ✓l),

✓l = cos
�
2l�1

2L ⇡
�
, and L is the complexity-accuracy tradeoff parameter.

8.4 Results and Discussion

1. PIC-based receiver for downlink NOMA results.

In this sub-section, the analytical performance comparisons between PIC and SIC

are presented. Apart from the fact that PIC solves the problems posed by SIC, the
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Figure 8.3: Probability of bit error and number of UEs

analysis also serves to promote the proposed PIC-based receiver structure as an alternate

of SIC for 5G downlink NOMA based on its better performance.

The first comparison is presented between probability of bit error and number of

UEs, as shown in Figure 8.3. The results are obtained with 30 UEs for both SIC and

PIC. Each set of results is collected by keeping constant SNR of 10, 15 and 20 dB. The

results show that by increasing the number of UEs beyond 5, there is negligible impact

of increasing SNR for SIC receiver, while for PIC, the performance gain is appreciable

up to 15 users for all three considered values of SNR.

The second set of results is presented in terms of probability of bit error and SNR, as

shown in Figure 8.4. This figure shows the analytical bit error rate (BER) performance

of SIC and PIC along with simulation results for NOMA with SIC and PIC receivers

for the case of three users. The power allocation coefficients �m,m = 1, 2, 3 for three

NOMA UEs are considered to be random variables (due to the random nature of the

channel), uniformly distributed between (0,1) with
P

3

m=1
�m = 1. In this way, the

case of equal or comparable power allocation is also incorporated for two or more

NOMA users in the simulations, as there exists a finite probability that two or all three

NOMA users can be allocated with same power coefficient, which implies that they have
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Figure 8.5: Computational complexity and number of UEs

same or comparable channel quality. This choice for considering the power allocation

coefficient as random variable makes it more realistic and general for comparison. The

analytical results for SIC and PIC receivers provide a performance bound for NOMA

simulation. The simulation results show that NOMA with PIC receiver at UE performs

better than NOMA with SIC in all SNR regions.

The final set of comparison between SIC and PIC techniques is presented in terms
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Table 8.2: Simulation parameters.

Parameter Description Value

Nb Number of bits 100
Ns Number of samples per bit 10
L̄ Number of multipath signals 10
M Number of UEs 30
S Number of PIC stages 3

of computational complexity, measured in FLOP, and is shown in Figure 8.5. A

FLOP can be an operation implementing a multiplication or addition, while more

complex operations can be regarded as multiple operations. For analysis purpose, the

computational complexity derived for SIC and PIC receivers in [46] is utilised to process

a frame of Nb bits, which is given by:

CSIC = NbL̄

"
2NsM + 5M + 8

M�1X

m=1

m+ (M � 1) (5 + 2Ns)

#

+ 2M L̄Ns

�
M L̄� 1

�
+ 2MNb +M +M log

2
(M) (8.16)

CPIC = M L̄Nb [S (6Ns + 7)� 4Ns � 1] , (8.17)

where CSIC and CSIC are computational complexities in terms of number of FLOP

required for decoding Nb bits using SIC, and PIC receiver, respectively, L̄ is the

maximum number of multipath signals processed by correlators at the receiver, and Ns

is the number of samples per bit.

The computational complexity is computed for the parameters stated in Table 8.2.

The increased computational complexity for PIC, as depicted in Figure 8.5 is due to the

parallel structure of this receiver. The performance gains in Figures 8.3 and 8.4 were

achieved at the cost of higher computational complexity.

In order to evaluate whether the processing power of current smartphone (UE) has

a capability to implement the PIC receiver with this expected complexity, a certain
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Table 8.3: Computational time of PIC for each mobile SoC.

SoC MFLOP/sec T µs

Samsung Exynos 3110 17.7 2800
Nvidia Tegra 2 54.4 900

Texas Instruments OMAP 4460 75 653
Qualcomm Snapdragon 600 540 90.7

Samsung Exynos 5 Octa 5410 627 78
Qualcomm Snapdragon 800 1034 47.3

system-on-chip (SoC) that is used in some smartphones with a capability to process

X FLOP/sec is considered. The processing power in MFLOP/sec (106 FLOP/sec) of

different popular mobile SoCs is listed in Table 8.3 [104–106].

The equivalent computational time T (in µs) per bit of decision for PIC is calculated

for each mobile SoC. The maximum considered computational complexity for PIC

with M = 30 is approximately 4.9 ⇥ 104 FLOP, as shown in Figure 8.5. The results

of T show that the current and upcoming generations of smartphones should have the

capability to implement PIC based receiver for 5G downlink NOMA.

2. Intra-user interference estimation results.

In this sub-section, numerical results on the accuracy of the proposed interference

estimation and outage performance of NOMA are presented. Figure 8.6 shows the

comparison between the actual (Im) and estimated (Îm) interferences. These results

are obtained by applying Gaussian pulse shaping filter and a set of parameters similar

to [87], i.e. M = 3, ↵ = 4, R1 = R2 = R3 = 0.1 BPCU (bits per channel use),

�1 = 0.4, �2 = 0.35 and �3 = 0.25. Results show that the interference can be estimated

with a small mean-squared-error (MSE) of approximately 1.5⇥ 10�3.

For outage performance analysis, N = 5, L = 2, � = 10�3, ⇢ = 20dB are

considered and other parameters remain unchanged. Figure 8.7 shows the outage

probability of m-th user under impact of different RD. Results obtained from Monte-

Carlo simulations show good agreement with those obtained from (8.15). It is observed
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Figure 8.7: Impact of different RD on outage probability of m-th user.

that reducing RD expectedly decreases outage probability due to a smaller path loss,

which is consistent with previous studies [13, 87]. Figure 8.8 further shows the outage

probability of m-th user under impact of different ↵. As a representative case, a

similar set of parameters from [13] are assumed, i.e. M = 2, R1 = R2 = 2 BPCU,

�1 = 0.7, �2 = 0.3 and RD = 5m. It can be verified that with these choices of

R1 = R2 = 2, �1 = 0.7, and �2 = 0.3, NOMA with SIC will suffer complete outage

due to violation of the SNIR threshold condition in [13, 87]. On the other hand, NOMA
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Figure 8.8: Impact of different ↵ on outage probability of m-th user.

with the proposed interference model (for downlink users to estimate and remove

interference) continues to operate with lower outage probability than conventional

OMA for the considered values of ↵.

Finally, Figure 8.9 presents the outage probability comparison between NOMA

under the proposed approach (for modeling, estimating, and cancelling interference)

and NOMA with SIC. The results are obtained by using the same parameters as those

for Figure 8.8, except R1 = R2 = 1 BPCU. It is clear that NOMA under the proposed

approach has lower outage as compared to NOMA with SIC.

8.5 Chapter Summary

In this chapter, firstly, some of the critical performance limiting factors related to

SIC are highlighted, which can result in the performance degradation of NOMA. In

particular, NOMA with SIC requires a careful choice of target rates and power allocation

coefficients in order to keep NOMA operational. In order to alleviate the problems

posed by SIC, an alternate receiver structure for downlink NOMA based on parallel

interference cancellation technique is proposed, along with some design consideration
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factors. Considering, intra-user interference in downlink NOMA as one of the important

design aspect for the proposed receiver, the downlink NOMA system is represented in a

novel way by proposing an equivalent transmission model, which is then utilized for

intra-user interference modeling and estimation using stochastic geometry. In order to

evaluate the performance, the closed-form expression of outage probability is derived

for NOMA under proposed intra-user interference estimation and cancellation technique.

Numerical simulations are conducted in the following two parts: 1) To justify the PIC-

based receiver proposal for downlink NOMA, and 2) To evaluate the performance of

NOMA under proposed intra-user interference estimation and cancellation algorithm.

The numerical results prove the superiority of proposed PIC based receiver over SIC

and hence is a promising receiver choice for UE in 5G downlink NOMA. In addition,

the results demonstrate that with the proposed interference model and its application to

estimate and remove the interference in the downlink signal before decoding, NOMA

not only outperforms its OMA counterpart, but also manages to continue operating

under conditions where NOMA with conventional SIC receiver suffers complete outage.
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Chapter 9

Conclusion and Future Work

The research conducted in this thesis has been divided into two main parts. The first

part primarily investigated the application of NOMA for multi-tier cellular networks,

D2D communication, and WSNs. A persistent issue herein is accurate modeling and

analysis of the considered network(s) with randomly distributed nodes (users, BSs,

sensors and so on) over the entire 2D plane. In particular, it is important to investigate

the performance of a typical user in a network under interference limited environment

where spectral resources are utilised in an aggressive fashion. The investigation has

three major components: 1) Selecting appropriate PP(s) to accurately model the spatial

locations of the network nodes which possess relevant properties to capture their real

deployment trends; 2) Interference characterisation at the typical user; and 3) Derivation

of appropriate performance metrics based on the modeling approach and obtained

interference distributions. Hence, comprehensive and analytically tractable frameworks

have been developed for NOMA based multi-tier cellular networks, group D2D commu-

nication, and ubiquitous WSNs. For each of these networks, the interference at typical

user is characterised by deriving its Laplace transform, which is then utilised to derive

the outage probability expressions for performance analysis. The second part of this

thesis addressed two objectives related to downlink NOMA: 1) To improve the system
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performance in low SNR regime by utilising both NOMA and OMA in an optimal way;

and 2) To alleviate the SIC related issues that can degrade the performance of downlink

NOMA significantly. To this end, a summary of original contributions presented from

Chapter 4 to Chapter 8 of this thesis along with some promising directions for future

work are discussed in the rest of this chapter.

9.1 Summary of Contributions

In Chapter 4, a comprehensive and tractable framework is developed for analysis of two-

tier cellular networks with underlay D2D communications, where NOMA is utilised by

both MBSs and SBSs for communication with their cellular users. The MBS users and

DRs are further classified as of non-clustered or clustered type. Stochastic geometry

tools are used to evaluate the performance of typical MBS user, SBS user and DRs

in terms of outage probability. The performance of NOMA based cellular network

is also benchmarked against that of its conventional OMA counterpart. The results

demonstrate that NOMA network users achieve lower outage probability than that of

OMA. Further, in an interference limited environment, an arbitrary MBS user always

achieve better performance than the SBS user and DR.

Moreover, it is observed that non-clustered type MBS user and DR outperform their

clustered counterparts as more network interference is experienced by the latter than the

former. It is also observed that an arbitrary NOMA user achieves higher average link

throughput than DR and OMA user. More importantly, the performance of cellular users

under the proposed SIE is always better than conventional SIC due to SIE’s estimation

and removal of intra-user interference. A pivotal conclusion is that adopting NOMA

as a baseline transmission scheme in multi-tier cellular network not only improves the

performance of cellular users but also that of DRs in the underlying D2D network. This

is because DRs experience less interference under NOMA based cellular network than
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what they receive under OMA based network.

The aforementioned analysis reveals several interesting design insights. The most

important amongst them is the impact of intra-user interference on performance of

NOMA users. It is noticed that at low SNRs, the network interference predominantly

influence the performance while at high SNRs, the impact of intra-user interference is

dominant. This necessitates a need for systematic treatment of intra-user interference in

the system design to improve the performance of NOMA users. As a consequence, a

SIE receiver is proposed to locally estimate and remove intra-user interference. The

resulting analysis reveals that any attempt to remove intra-user interference would result

in a performance lying between NOMA with perfect SIE and conventional SIC.

Chapter 5 proposes the Q-NOMA scheme for group D2D communications. In

order to study its performance, the Laplace transform of the interference expression is

firstly obtained, based on which the closed-form expression for the outage probability

is derived. The results show that the proposed Q-NOMA group D2D achieves overall

lower outage probability than its counterpart paired D2D communication. Further,

a comparison between two implementations of the proposed scheme based on two

power coefficient allocation policies is presented. Due to similar channel conditions

and diverse QoS requirements of the DRs, it is shown that the proposed Q-NOMA

implementation based on Policy I is more realistic and suitable than one based on Policy

II for group D2D communications.

The chapter 6 investigates the application and performance of NOMA in UWSNs.

Different from cellular use-case, NOMA in UWSNs are further subject to interferences

from cross-technology nodes operating in the same unlicensed spectrum as the sensors.

Focusing on downlink (sink-to-sensors) scenario, a new closed-form expression for

outage probability at the probe receiver’s location is derived by utilising stochastic geo-

metry and order statistics. Numerical analysis shows that NOMA achieves lower outage

probability, higher average throughput and better energy efficiency than conventional

153



CHAPTER 9. CONCLUSION AND FUTURE WORK

OMA, hence is an attractive enabling technology for massive machine connectivity in

interference-limited UWSNs. Further, the computational time complexity for NOMA

message decoding is within acceptable limits when using current and upcoming genera-

tions of processors for UWSNs.

In Chapter 7, a novel HMA with CGS scheme is proposed and analysed for its

average outage and throughput performances. In addition, an optimisation problem

is formulated, which is solved numerically to obtain the K for G2 that results in the

optimal throughput for the proposed HMA system. The results show that the HMA

scheme achieves overall superior outage performance than NOMA and OMA in the

considered SNR range. Further, it is shown that the outage performance of G2 users

can be enhanced with CGS under similar channel conditions. In terms of throughput,

HMA always outperforms OMA, whereas suffers throughput loss compared to NOMA.

Consequently, it is capable of yielding a more balanced trade-off between outage

performance and system throughput.

Finally, in Chapter 8, some limitations related to SIC that can degrade the perform-

ance of NOMA scheme in downlink are highlighted. In order to alleviate the problems

posed by SIC, an alternate receiver structure based on PIC for downlink NOMA is

proposed. The results prove the superiority of proposed receiver in terms of bit error

rate performance over conventional SIC at the cost of higher computational complexity,

which is still however within the processing capability of current and upcoming genera-

tions of smartphones. Hence, it can be considered as a promising receiver choice for

UE in future 5G downlink NOMA.

9.2 Future Work

Based on the findings obtained in this thesis, some potential directions for future

research are suggested as follows:
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• The analysis in Chapter 4 reveals the existence of a maximum number of SBSs

beyond which no further performance enhancement for cellular users is achieved.

Thus, a possible future design consideration is to optimise the number of SBSs

subject to a given set of performance and resource constraints.

• From an application perspective, the results of Chapter 4 can be extended to

analyse cache enabled networks in terms of hit probability and caching throughput

[107, 108]. In addition, the developed analytical framework in Chapter 4 can be

utilised to study other performance metrics such as ergodic sum rate and bit error

rate.

• An interesting extension of work on Q-NOMA group D2D communications in

Chapter 5 is to allow inter-group D2D communications, where GTs relay message

of source DR to destination DR in a multi-hop fashion. How to establish a com-

munication link between source and destination DRs, while keeping propagation

delay to minimum is a major challenge.

• In the context of UWSNs, minimising node energy consumption is critical. As

such, the developed spatial model in Chapter 6 can be integrated with optimal

power and rate allocation strategies for NOMA to maximise the battery life of the

sensors.

• One promising future extension for the proposed HMA with CGS scheme in

Chapter 7 is to design it for MIMO systems and evaluate its performance in

terms of the diversity and ergodic sum-rate achieved. The optimisation of user

groupings using machine learning is yet another possible extension of this work.

• The decoding performance of proposed PIC receiver in Chapter 8 can be improved

by applying the intra-user interference estimation and cancellation technique

in Chapter 8 to cancel the residual interference that results from parallel UE
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decodings. Integrating power control in downlink NOMA with PIC receiver is

another potential direction for future work.
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Proof of Lemma 4.1
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Based on (A.1), the association probability Am is obtained by using Am+As = 1. This

proves the results in Lemma 4.1.
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Proof of Lemma 4.2

The CDF FRm in (4.7) can be expressed as [37]:
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, xmj̄

⌘⌘
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where (a) results in by applying diagonal approximation [109], (b) is obtained by

simplifying the Gauss DPP kernel defined after (4.9) and (c) follows by converting

from Cartesian to polar coordinates.

Now based on (4.8) and (B.1), the association probability As in (4.10) can be
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expressed as:
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where (a) is obtained by a change of variable from r
2

s
! t. Finally, based on (B.2), the

approximation to association probability Am in (4.13) is obtained in a straightforward

manner. This completed the proof of Lemma 4.2.
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Proof of Lemma 4.3

In order to prove this Lemma, LIm
nm
,LINDT

nm
and LICDT

nm
are required. First, start by

deriving LIm
nm

(s). Condition on Rm = rm, the conditional distribution of Im

nm
is written
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where Laplace transform of interference over DPP�m\z⇤m in (a) is obtained by applying

[Theorem 1, [37]] (b) follows from diagonal approximation [109], and K
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, xmj̄

⌘
K
�
xmī
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Based on (C.1), (C.2) and (C.3), LInm
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can be expressed as:
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Now deconditiong on Rm obtains the result for LInm
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(s) in (4.15).
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where (a) follows by taking expectation over Rayleigh fading channel gains hyn ⇠

exp (1), (b) is obtained by applying PGFL for PPP �1 given ER2 and noting the

fact that the density of non-clustered DTs is pq�1, (c) results in from Cartesian to

Polar coordinates conversion, (d) is derived by the standard machinery, where the

integral in first term is approximated by using Gaussian-Chebyshev quadrature. The

second term is obtained by ignoring the effect of holes overlap and using the fact that
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term in (e) is obtained by applying [Lemma 3 and Appendix B, [43] ], where interference

at typical user from PHP with single hole (conditioned on the location of hole centre) is

considered, and (f) results in by first applying PGFL for PPP �s and then converting

from Cartesian to Polar coordinates with kxsk = v. This obtains the result for LINDT
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in

(4.16).

Next, the Laplace transform of interference ICDT

nm
is expressed as:

LICDT
nm

= E
h
e
�
P

xs2�s\B̄(R2,R)

P
yc2Bxs\b(0,R3)

sPdhyckxs+yck�↵
i

= E

2

4
Y

xs2�s\B̄(R2,R)

Y

yc2Bxs\b(0,R3)

Ehyc

⇣
e
�sPdhyckxs+yck�↵

⌘
3

5

(a)
= E�s

2

4
Y

xs2�s\B̄(R2,R)

EBxs

0

@
Y

yc2Bxs\b(0,R3)

1

1 + sPdkxs + yck�↵

1

A

3

5

(b)
= E�s

2

4
Y

xs2�s\B̄(R2,R)

e
�pqc̄

R
R2\b(0,R3)

fyc (yc)

1+sPdkxs+yck�↵ dyc

3

5

(c)
= E�s

2

4
Y

xs2�s\B̄(R2,R)

exp

✓
�pqc̄

Z R3

0

Z
2⇡

0

r̄e
�r̄2d✓̄dr̄

1 + sPd

�
r̄2 + kxsk2 � 2kxskr̄ cos ✓̄

��↵
2

!#

(d)
= e

�2⇡�s
RR
R2
(1�e�pqc̄f̄(r,s))rdr (C.6)

where (a) is obtained by taking the expectation over the channel gains hyc ⇠ exp (1)

given Bxs and PPP �s, (b) follows from the PGFL of a single cluster in TCP [42] and

noting the fact that number of DTs per cluster are pqc̄, (c) results in by first using the

distribution of offspring points (users) by which they are distributed around the parent

point (SBSs) in TCP and then applying Cartesian to polar Coordinates conversion, and

(d) is obtained by applying PGFL of PPP �s and then converting coordinates from
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Cartesian to polar.

Finally, combining (C.4), (C.5) and (C.6) prove the results in Lemma 4.3.
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Appendix D

Proof of Lemma 4.4

In order to obtain the results in Lemma 4.4, LIs
cm

and LICDT
cm

are required, which are

derived as follows:

LIs
cm

(s) = E�s

h
e
�s
P

xs2�sb(0,R2)
Pshxskxsk�↵

i

= E�s

2

4
Y

xs2�sb(0,R2)

Ehxs

⇣
e
�sPshxskxsk�↵

⌘
3

5

(a)
= E�s

2

4
Y

xs2�sb(0,R2)

1

1 + sPskxsk�↵

3

5

(b)
= e

�2⇡s�sPs
RR2
0

rdr
sPs+r↵

(c)
= e

�2⇡s�sPsQ3|Pd=Pd,R3=R2 , (D.1)

where (a) follows by taking expectation over channel gains hxs ⇠ exp (1), (b) is

obtained by first applying PGFL for PPP �s and then converting coordinates from

Cartesian to polar, and (c) is derived by approximating the integral with Gaussian-

Chebyshev quadrature (in the same way as step (d) for deriving LINDT
nm

in Appendix

C).

Next in order to prove this Lemma, LICDT
cm

is required. Recall that typical user in this
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case is a clustered MBS user and the locations of interfering cluster centres are located

in b (0,R). Consequently, following similar steps to derive (C.6), the expression for

LICDT
cm

in (4.17) can obtained. This completes the proof of Lemma 4.4.
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Proof of Lemma 4.5

In order to prove the results of Lemma 4.5, the expressions for LIm
s

, LIs
s

and LICDT
s

are

required. First, start by deriving LIm
s

, which is expressed as:

LIm
s
(s) = E

h
e
�s
P

xm2�m\b(0,R1)
Pmhxmkxmk�↵

i

(a)
= E�m

2

4
Y

xm2�m\b(0,R1)

1

1 + sPmkxmk�↵

3

5

(b)
=

1X

n=0

(�1)n

n!

Z

(R2\b(0,R1))
n
det

✓
K

⇣
xmī

, xmj̄

⌘

1ī,j̄,n

◆

⇥
n̄Y

ī=1

✓
1� 1

1 + sPmkxmī
k�↵

◆
dxm1 ...dxmn

(c)
=

1X

n=0

(�1)n

n!

Z

(b(0,R1))
n

n̄Y

ī=1

K
�
xmī

, xmī

�✓
1� 1

1 + sPmkxmī
k�↵

◆
dxm1 ...dxmn

= e
�sPm

R
b(0,R1)

K(xm,xm)
sPm+kxmk↵ dxm

(d)
= e

�2⇡�msPm
RR1
0

dr
sPm+krk↵

(e)
= e

�2⇡�msPmQ3|R3=R1,Pd=Pm , (E.1)

where (a) is obtained by taking expectation over channel gains hxm ⇠ exp (1), (b)

results in by applying PGFL of DPP �m [37], (c) follows from diagonal approximation
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[109], (d) is obtained by first converting from Cartesian to polar coordinates and then

using Gauss DPP kernel K (xm, xm) = �m (similar to step (b) in Appendix B), and (e)

is derived by applying Gaussian-Chebyshev quadrature (in the same way as step (d) for

deriving LINDT
nm

in Appendix C).

Next to prove this Lemma, the expressions for LIs
s

and LICDT
s

are required. Condi-

tioned on Rs = rs, the conditional distributions of the interference Is

s
and ICDT

s
can be

derived as follows:

LIs
s |Rs=rs

(s) = E
h
e
�s
P

xs2(�s\B̄(rs,R2))\z⇤s
Pshskxsk�↵

i

(a)
= E�s

2

64
Y

xs2(�s\B̄(rs,R2))\z⇤s

1

1 + sPskxsk�↵

3

75

(b)
= E�s

2

4
Y

xs2�s\B̄(rs,R2)

1

1 + sPskxsk�↵

3

5

(c)
= e

�2⇡�ssPs
RR2
rs

rdr
sPs+r↵

(d)
= e

�2⇡�ssPs
PQ̄

q̄=1

0.5(R2�rs)
2!q̄

p
1�✓2q̄ tq̄

sPs+t↵q̄ (E.2)

where (a) is obtained by taking expectations over channel gains hxs ⇠ exp (1), (b)

follows from the application of Slivnyak theorem for PPP , (c) results in from the PGFL

of PPP and then converting coordinates from Cartesian to polar, and (d) is derived by

applying Gaussian-Chebyshev quadrature to approximate the integral in step (c).

Based on (E.2), the Laplace transform of interference Iss can be expresses as,

LIs
s
(s) = ERs

⇥
LIs

s |Rs=rs

⇤
. (E.3)

Now deconditioning (E.3) on Rs obtains the result for LIs
s

in (4.23). Similarly,

conditioned on Rs = rs, the conditional Laplace transform for the interference ICDT

s
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can be written as:

LICDT
s |Rs=rs

(s) =

E
h
e
�s
P

xs2�s\B̄(Rs,R)

P
yc2Bxs\b(0,R3)

Pdhyskxs+yck�↵
i

(E.4)

Recall that in this case, the locations of interfering cluster centres are located in

B̄ (rs,R). As a result, following similar steps to derive (C.6), LICDT
s |Rs=rs

can be

expressed as:

LICDT
s |Rs=rs

(s) = e
�2⇡�s

RR
rs (1�e�pqc̄f̄(r,s)rdr)

. (E.5)

Based on (E.5), the Laplace transform for the interference ICDT

s
can be written as:

LICDT
s

(s) = ERs

⇥
LICDT

s |Rs=rs
(s)
⇤
. (E.6)

Now deconditioning on Rs in (E.6) obtains the result for LICDT
s

(s) in (4.24). This

completes the proof for Lemma 4.5.
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Proof of Lemma 4.6

Conditioned on the location of serving non-clustered DT at y⇤
n
, the Laplace transform

for the interference INDT

nd
is given as:

LINDT
nd

(s) = E
h
e
�s
P

yn2(�NDT\b(0,R3))\y⇤n
Pdhynkynk�↵

i

(a)
= E�s
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4E�1
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1 + sPdkynk�↵

1

A

3

5

(b)
= E�s

2

4E�1
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@
Y

yn2(�1\b(0,R3))\Ec
R2

1

1 + sPdkynk�↵

1
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3

5

(c)
= LINDT

nm
(s) , (F.1)

where (a) is obtained by taking expectation over channel gains hyn ⇠ exp (1) and using

the definition of PHP in (2.11) and noting the fact that �NDT ⇢ �1 and the density

of non-clustered DTs is pq�1, (b) follows from the application of Slivnyak theorem

for PHP [43], and (c) results in by comparing with step (a) in deriving LINDT
nm

in (C.5)

(Appendix C).
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Proof of Lemma 4.7

The Laplace transform of interference ICDT

cd
, conditioned on the location of serving

clustered DT can be written as,

LICDT
cd

(s) = E
h
e
�s
P

yc2(�CDT\b(0,R))\y⇤c
Pdhyckxs+yck�↵

i

= E
h
e
�
P

xs2�s\b(0,R)

P
yc2(Bxs\b(0,R3))\y⇤c

Pdhyckxs+yck�↵
i

(a)
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4
Y

xs2�s\b(0,R)

Y

yc2Bxs\b(0,R3)
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1 + sPdkxs + yck�↵

3

5

⇥
Z

R2\b(0,R2)

e
�pq(c̄�1)

R
b(0,R3)

fyc (yc)dyc
1+sPdkxs+yck�↵

fyc (xs) dyc

(b)
= e

�2⇡�s
RR
0 (1�e�pqc̄f̄(r,s))rdr

Z

b(0,R2)

e
�pq(c̄�1)f̄(kxsk,s)fyc (xs) dyc

(c)
= LICDT

cm
(s)

Z R2

0

e
�[pq(c̄�1)f̄(r,s)+r2]

rdr,

where (a) is obtained by applying conditional PGFL for TCP [42] and then taking

expectation over channel gains hyc ⇠ exp (1), first term in (b) is obtained by following

similar steps in deriving (C.6) (Appendix C) and second term follows from Cartesian to

polar coordinates conversion (in the same way as done in step (c) to derive LICDT
nm

in

Appendix C ) and using the function f̄ (r, s) with r = kxsk, and in (c), the first term
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follows from (4.20) by recognising it as LICDT
cm

(s). The second term results in by first

using the distribution of offspring points (users) by which they are distributed around

the parent point (SBSs) in TCP as defined in (2.9) and then applying Cartesian to polar

coordinates conversion.
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Proof of Theorem 4.1

In order two prove this theorem, the outage probability when m-th MBS user is of

type non-clustered/clustered is required i.e., the expressions for P"5 and P"6 are needed

for SIC and SIE receivers. As such, first start to derive the probability of event "5

by using SIC and SIE receivers. Based on (4.4), the outage probability at m-th MBS

non-clustered user to decode any of the higher order user m̄, 1  m̄  m � 1 using

SIC is given by,

Pm!m̄ = P

 
h̄
m

ma
m

m̄Pm

h̄m
mPm

PM
i=m̄+1

ami + Inm + �2
< ⌧

m

m̄

!

= P
�
h̄
m

m < '
m

m̄ (1 + ⇢Inm)
�
, (H.1)

where'm

m̄ = ⌧mm̄
⌥m(amm̄�⌧mm̄

PM
i=m̄+1 a

m
i )

. Now based on (H.1) and defining'max

m = max {'m

1
, ...,'

m

m},

the outage overall probability at the clustered m-th MBS user with SIC can be expressed

as,

PSIC
"5 = P

�
h̄
m

m < '
max

m (1 + ⇢Inm)
�

= EInm
⇥
Fh̄m

m
('max

m (1 + ⇢x))
⇤
. (H.2)
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In order to obtain PSIC
"5 , the CDF Fh̄m

m
is required. Denote by Fĥm

as the CDF of

unordered channel gain ĥm. The relationship between CDFs of ordered and unordered

channel gains is given as [95]:

Fh̄m
m
(y) = µm

M�mX

p̄=0

✓
M �m

p̄

◆
(�1)p̄

m+ p̄

⇥
Fĥm

(y)
⇤m+p̄

. (H.3)

The CDF of unordered channel gain Fĥm
is given as [79]:

Fĥm
(y) =

Z

D1

⇣
1� e

z2y
⌘
fdm (z) dz. (H.4)

Note that dm in (H.4) is a distance between an arbitrary and randomly distributed MBS

user in a representative macro-cell and its associated MBS. As a result, dm can be

interpreted as a distance between non-clustered cellular user at arbitrary location and its

nearest MBS i.e., dm = Rm. Hence, converting coordinates from Cartesian to polar and

using fRm = fdm from (4.6) in (H.4), Fĥm
can be expressed as:

Fĥm
(y) = 2⇡

Z R1

0

⇣
1� e

r2my
⌘
fRm (rm) drm. (H.5)

Based on (H.3) and (H.5), PSIC
"5 in (H.2) can be written as:

PSIC
"5 = µm

M�mX

p̄=0

✓
M �m

p̄

◆
(�1)p̄

m+ p̄

Z 1

0

⇥
Fĥm

('max

m (1 + ⇢x))
⇤m+p̄

fInm (x) dx

(H.6)

Now using LInm from (4.14) and applying (4.29) to obtain fInm , and then approx-

imating the integral in (H.6) by applying Gauss-Laguerre quadrature [103], PSIC
"5 can be
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expressed as:

PSIC
"5 = µm

M�mX

p̄=0

✓
M �m

p̄

◆
(�1)p̄

m+ p̄

S̄X

s̄=1

 s̄

⇥
Fĥm
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m %s̄)
⇤m+p̄

2UX

u=0

<
h
LInm (cu) e

◆⇡gs̄
⇥

i
.

(H.7)

This proves the result for PSIC
"5 in (4.31).

Next, based on (4.4), the outage probability at m-th MBS user of type non-clustered

to decode its message signal using SIE is given as,

PSIE
"5 = P

✓
h̄
m

ma
m

mPm

Inm + |e|2 + �2
< ⌧

m

m

◆

= P
�
h̄
m

m < �
m

m

�
1 + ⇢Inm + ⇢|e|2

��

= E|e|2
⇥
EInm

�
Fh̄m

m
(1 + ⇢x+ ⇢y)

�⇤
. (H.8)

Now following similar steps to deriving PSIC
"5 in (H.7) and replacing 'max

m with �m

m,

PSIE
"5 in (H.8) can be expressed as:

PSIE
"5 =

Z 1

0

PSIC
"5 |'max

m =�m
m,%s̄=%s̄+⇢yf|e|2 (y) dy. (H.9)

This obtains the result for PSIE
"5 in (4.31). Combining results in (H.7) and (H.9)

proves the first part of the theorem for MBS user of non-clustered type.

Now based on the derivations of (H.7) and (H.9), the results for a case when m-

th MBS user is of clustered type can be obtained in a straightforward manner. By

replacing LIcm from (4.18) with LInm in (H.7), the result for PSIC
"6 is obtained. Finally,

following similar steps in deriving (H.9), the result for PSIE
"6 in (4.32) is obtained in a

straightforward manner by replacing PSIC
"6 with PSIC

"5 in (H.9). This completes the proof

for Theorem 4.1.
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Proof of Lemma 5.1

In the case of GPP, when desired transmitter is at x0 2 �GT , the LI(s) is given by (34)

of [81]:

LI(s) = ⇤1 · ⇤2, (I.1)

where

⇤1 = exp

⇢
2⇡�GT

Z 1

0


1� a

1 + sr�↵
+

a

1 + sr�↵
·

Z 1

0

Z
2⇡

0

⌧fu(⌧)d 

1 + s (r2 + ⌧ 2 + 2r⌧ cos( ))�↵/2
d⌧ � 1

#
rdr

)
, (I.2)

and

⇤2 =
1� a

1 + a
+

2a

1 + a

Z 1

0

Z
2⇡

0

⌧fu(⌧)d 

1 + s (d2 + ⌧ 2 + 2d⌧ cos( ))�↵/2
d⌧, (I.3)

where 1� a and a are the probabilities of having one and two transmitters in a group,

respectively.
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Now let us take X1 in (I.2) as:

X1 =

Z 1

0

Z
2⇡

0

⌧fu(⌧)d 

1 + s (r2 + ⌧ 2 + 2r⌧ cos( ))�↵/2
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| {z }
X2

d⌧, (I.4)

where fu(⌧) =
2⌧
R2

D
if 0  ⌧  RD.

It is challenging to solve integral X2 in (I.4). As such, it is approximated by applying

the Gaussian–Chebyshev quadrature as [103]:

X2 ⇡
NX

n=1

'n

1 + s (r2 + ⌧ 2 + 2r⌧ cos(⇡tn))
�↵/2

, (I.5)

where 'n = ⇡!n

p
1� ✓2n, !n = ⇡

N , ✓n = cos
�
2n�1

2N ⇡
�
, tn = 1 + ✓n and N is the

complexity-accuracy tradeoff parameter.

Based on (I.5), X1 can now be expressed as:

X1 =
2

R2

Z RD

0

NX

n=1

'n⌧
2

1 + s (r2 + ⌧ 2 + 2r⌧ cos(⇡tn))
�↵/2

d⌧. (I.6)

Note that it is challenging to solve (I.6) analytically. In order to obtain insightful

results, (I.6) can be approximated by applying Gaussian–Chebyshev quadrature as:

X1(r) ⇡
VX

v=1

NX

n=1

2RD'n!v

p
1� #2

vk
2

v

1 + s (r2 +R2

Dk
2
v + 2rRDk

2
v cos(⇡tn))

�↵/2
, (I.7)

where !v = ⇡
V , #v = cos(2v�1

2V ⇡), kv = 1

2
(#v + 1) and V is the complexity-accuracy

tradeoff parameter.
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Based on (I.7), ⇤1 in I.2 is re-written as:

⇤1 = exp

⇢
2⇡�GT

Z 1

0


1� a

1 + sr�↵
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0

a (1�X1(r)) + sr
�↵

1 + sr�↵

�
. (I.8)

Next, Gauss–Laguerre quadrature is applied to approximate the integral in (I.8).

Hence, ⇤1 can be expressed after approximation as:

⇤1 = e
�2⇡�GT

PP
p=1 ⌦p

a(1�X1(rp))+sr�↵
p

1+sr�↵
p . (I.9)

Following the same approximation procedure for X1 and applying Gaussian–Chebyshev

quadrature twice, ⇤2 in (I.3) is given as:

⇤2(d) =
1� a

1 + a
+

2a

1 + a
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QX
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where %i = ⇡!i

p
1� ⌘2i , !i =

⇡
Q , ⌘i = cos(2i�1

2Q ⇡), xi = ⌘i+1, ⇠j = 2RD!j
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j z
2

j ,

⇥j = cos(2j�1
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2
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⇡
S and Q, S are the complexity-accuracy trade-

off parameters.

Finally, the result in Lemma 5.1 is obtained by multiplying (I.9) and (I.10). ⇤
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Proof of Theorem 6.1

Pm
out = 1� Pr

�
|hm|2 > ⌧

⇤
m (z + 1)

�

=

Z 1

0

Z ⌧⇤m(z+1)

0

f|hm|2 (x) dx
| {z }

Q1

fI (z) dz. (J.1)

Since NOMA users are uniformly distributed inside disc A and fading is Rayleigh

distributed, the CDF of the unordered channel is given as [79]:

F|h̃|2 (x) =
2

R2

Z R

0

�
1� e

�(1+t↵)x
�
t dt

(a)
=

2
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�xB (1, �)� (�, 1 + �;�xR
↵)

= 1� e
�x
� (�, 1 + �;�xR

↵) , (J.2)

where (a) is obtained by a change of variable from t
↵ ! y, (b) results from by applying

Eq. 3.383 in [77], B (·, ·) is a beta function and �B (1, �) = 1 . The PDF f|h̃|2 (x) is
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obtained by taking the derivative of (J.2) as:

f|h̃|2 (x)
(c)
= e

�x [� (�, 1 + �;�xR
↵) + "� (1 + �, 2 + �;�xR

↵)] (J.3)

where (c) is obtained by applying Eq. 9.213 of [77]. Next, using (6.9), (J.2) and (J.3),

Q1 in (J.1) can be written as:

Q1 = µm
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↵)] dx. (J.4)

It is challenging to solve Q1 in (J.4). As such, it is approximated by applying the

Gaussian-Chebyshev quadrature as:

Q1 (z) = µm

M�mX

q=0
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M �m

q
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(�1)q

(
NX

n=1

 n
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In order to obtain Pm
out, the PDF fI (z) of interference is required, which is written

by using (4.29) as follows:

fI (z) =
e
vz

⇥

2KX

k=0

0 <
⇥
LI (s = ck) e

◆⇡z
⇥
⇤
, (J.6)

where LI is the Laplace transform of the interference I and is given as [94]:

LI (s) = e
��⇡

✓
e�sd�↵

0 �1

◆
d20+s�⌥(1��,sd�↵

0 )
�

, (J.7)

where ⌥ (a, x) =
R x

0
e
�t
t
a�1dt is the lower incomplete gamma function, which is
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approximated by using Gaussian-Chebyshev quadrature as:

⌥
�
1� �, sd

�↵
0

�
= s

1��
TX

t=1

⌘te
�utsd

�↵
0 . (J.8)

Now based on (J.5) and (J.6), Pm
out in (J.1) van be expressed as:

Pm
out =

1

⇥

2KX

k=0

0
Z 1

0

<
⇥
LI (s = ck) e

◆⇡z
⇥
⇤
e
vzQ1 (z) dz. (J.9)

Finally, using Q1 (z), LI and ⌥
�
1� �, sd

�↵
0

�
from (J.5), (J.7), and (J.8), respect-

ively in (J.9) and applying Gauss-Laguerre quadrature with parameters defined after

(6.10) proves the result in Theorem 6.1.
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Proof of Theorem 8.1

According to the NOMA scheme, the minimum and maximum transmission powers at

the BS are proportional to 1

max|hm|2 and PB. Therefore, ⇢t is lower and upper bounded

by c
max|hm|2 , and ⇢B, respectively, where c > 0 is a constant. Hence, the CDF of ⇢t is

given as:

F⇢t (u) = 1� Pr

✓
|ĥm|2 

cd
↵
m

u

◆
U (⇢B � u)

(a)
= 1�


F|ĥm|2

✓
cd

↵
m

u

◆�M
U (⇢B � u) (K.1)

where (a) is obtained by applying order statistics. Since users are randomly distributed

inside disc D, their spatial distribution can be modeled by applying a thinning function

g(w) = 1 (dw  RD) to a homogenous PPP,�h, with intensity �, where 1 is an indicator

function and dwis the distance between location w and BS. Denote �th as a thinned
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version of � with intensity �g(w) [34], (K.1) can be rewritten as:

F⇢t (u) = 1� E�th
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where ⌥ (·, ·) is a lower incomplete gamma function [110], (b) is obtained by employing

a PGFL for PPP, (c) results by converting in polar coordinates and then applying Eq.

3.381 in [77]. The PDF of ⇢t is obtained by taking derivative of (K.2), which completes

the proof.
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