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Abstract—For a group of robots (multi-agents) to com-
plete a task, it is important for each of them to play a
certain role changing with the environment of the task. One
typical example is robotic soccer in which a team of mobile
robots perform soccer playing behaviors. Traditionally, a
robot’s role is determined by a closed-form function of
a robot’s postures relative to the target which usually
cannot accurately describe real situations. In this paper,
the robot role allocation problem is converted to the one
of pattern classification. Evolving classification function
(ECF), a special evolving connectionist systems (ECOS),
is used to identify the suitable role of a robot from the data
collected from the robot system in real time. The software
and hardware platforms are established for data collection,
learning and verification for this approach. The effectiveness
of the approach are verified by the experimental studies.

I. INTRODUCTION

Proper role allocation is essential for a group of
robots to perform a highly intelligent task such as
soccer playing. The environments of these tasks are
dynamic, so the role allocation must also be performed
dynamically [1]-[5]. In the robotic soccer, the roles
of the robots are classified as attacker, defender and
goal keeper, or, for a team of more than three robots,
active, strategic, supports and goal keeper [2]. The
attacker(active) chases the ball with various maneuvers
and aims to put it into the opponent goal area; the
defender (strategic) provides a defense to push the
ball and the opponent robot away from the home goal
area; the support acts as a support for the attacker
or defender depending on the overall situations of the
soccer playing.

Various methods are proposed for robot role alloca-
tion. In one of the most popular approaches [1][2][5],
the prefered pose of each role is determined by strate-
gic positioning using attraction and repulsion (SPAR)
method. The relative postures among the robots, the
ball and the prefered poses such as the relative dis-
tance and angles etc. are then examined. A numerical
indication (utility) of each robot to each role is then
produced as a weighted sum of relative postures. The
robot will be allocated the role if it has the highest
utility for it. In [3], an auction mechanism for resource
allocation [4] is applied in robot role allocation. In this
approach, matching functions based on the attributes of
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the robots are derived for matching the offer(s) of each
trader (robot) to the role(s) available. These approaches
try to quantify the relationship between the states of
the robotic soccer system (coordinates, distance and
angle of the robots and the ball) and the robots’ roles
with one or several closed-form function(s) (utility or
matching function). The real situations of the soccer
playing are sometimes too complex to be described
by those closed-form functions, and as a result, the
accuracy and the reliability of the role allocation they
generated is compromised.

If the roles of the robots are viewed as patterns
(classes) and the states of the robotic system are viewed
as a sequence of data changing with the process of the
soccer playing, the problem of the robot role allocation
can be stated as: given a data representing the states of
the robotic system, what kind of pattern (robots’ roles)
does it belong to ? This is a typical pattern classification
problem for which many powerful tools exist such as
principal components analysis (PCA) [6][7], neural net-
work (NN) [6][8], support vector machines (SVM) [6][9]
and evolving connectionist systems (ECOS) [10][11], to
name a few. Though all the methods mentioned above
can be applied, the ECOS method is adopted for its
unique evolving feature and its successful applications
in various evolving processes.

The following is the outline of the paper. In Section
II, the problem formulation is described. Section III is
dedicated to the study of ECOS-based robot allocation,
its procedure and some practical issues involved. Sec-
tion IV describes the experimental platforms for data
collection and learning; the experimental results are also
presented. The conclusion of the work is given in Section
V.

II. PROBLEM FORMULATION

Robotic soccer is a good platform for studying the
various issus of control of a group of robots (multi-
agents in general) [12][13]. In this paper, the small
league robotic soccer game (three robots a side) in-
troduced by Federation of International Robot-soccer
Association (FIRA) is used for studying the role selec-
tion among the robots. The layout of the robotic soccer
system is schematically shown in Figure 1 [13]. The
robots of dimension within 75mm x 75mm x 75mm are
free to move in a field with dimension 150mm x 130mm.
The common goal of the robot team is to push the ball
into the opponent goal net. The states of the robots
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Fig. 2. One Scenario of Robotic Soccer

and the ball (target) are captured by the camera (with
image processing systems) on the top of the field, and
sent to the computer for the processing. The motion
commands generated by the computer are sent to the
robots through wireless communications between the
computer and the robots.

To generate an effective defending or attacking for-
mation by the robots, the roles (attacker, defender and
goal keeper) are first assigned to the robots according
to the the states of the robots and the ball. Figure 2
shows a scenario when two home robots are near the
opponent goal area. Obviously the robot in the best
attacking posture ( the position and the angle of the
robot) should be assigned as an attacker. Though to
quantify the best attacking posture is not an easy task,
its dependence on the states of the robots and the ball
is out of question. For Robot 1, its position is denoted
by Cartesian coordinates p; = [x1 ¥1]7 and its angle is
denoted by 6. Similarly, the position of Robot 2 are
denoted by pa = [z2 y2]T and 60 respectively. The ball
position is represented by p, = [z5 yp] 7.

Combining the postures of the robots and the ball,
the following vector at the moment ¢ is defined:

p(t) = [y (t) p7 (t) 01(t) p3 () Oa(t)]"

The argument t is not shown when no ambiguity is
caused by doing so in the following discussion.
The robot role selection problem now becomes, Given
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p(t), which robot, Robot 1 or Robot 2 should be attacker
?7 After the attacker is selected, the remaining robot
should be defender. In the following section, the concept
of evolving classification function is used to tackle this
problem.

ITI. Role Selection based on Evolving Classification
Function (ECF)

A. Evolving Classification Function

Evolving connectionist system (ECOS) is a con-
nectionist architecture that facilitates modeling of an
evolving process and knowledge discovery. It consists
of a collection of networks that operate continuously
in time and adapt their structures through continuous
interaction with the environment and other systems
[10]. How to adapt their structures is the task of the
learning mechanism (supervised or unsupervised) in the
system. ECOS is a very general concept which encom-
passes memory based, statistical or symbolic knowledge
extracted from the incoming data to the system. Figure
3 is the block diagram of a much simplified ECOS
with supervised learning. In the figure, the data Input
1 and Output 1 are for the learning, and the data
Input 2 and Output 2 are for verification. The solid line
shows the learning process and the dashed line shows
the verification process. The structure of this simplified
ECOS is similar to those of common supervised learning
systems, but it is unique in its learning mechanism
which is able to cater for an evolving process. For
example, the structure as well the parameters of the
connectionist elements (neural network, rules etc) are
subject to change.

Evolving classification function is a special ECOS
used for pattern classification [10][11]. It generates rule
nodes in an N-dimensional input space and associate
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them with classes. Each rule node is defined by its center
and radius (influence field) in addition to the class it
belongs to. A learning mechanism is designed in such a
way that the new nodes can be generated, the current
nodes can be merged or deleted with the incoming data
reflecting.

The following notations are used to describe an ECF:

C: the class set;

Vi the ith data vector;

c; €C: the class associated with v;;
0;: the center of jth node;

T the radius of jth node;

N; = (0j,75,¢5): the jth node of ¢; € C

the minium radius of a node;

maz: the maximum radius of a node.
where ¢ and j are whole number and their ranges are

determined by the number of data and nodes. Figure 4
schematically shows the classification of a set of data.
There are learning phase and recall phase in the
operation of ECF. In the learning phase, the following
learning algorithm is executed in each iteration:

=0, j 0 and N

min -

SSH

Step 1: Initialize 1
(Uo, Amin, Co)-

Step 2: If all the data vectors are inputted, end the
learning phase; otherwise, input vector v; and its
class ¢;; add 1 to 1.

Step 3: Add 1 to j and go to Step 2; otherwise,
calculate the distance between v; and the centers
of all the created nodes: d;; = ||lv;—o;|| (j=1...m
where m is the number of the nodes created);
Step 4: If d;; > dpqq, for ALL j, increase j by 1,
create a new node N; = (v;,dmin,¢;) and go to
Step 2; otherwise:

Step 5: If d;; < r; and ¢; = ¢; for any one of j, do
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nothing and then go to Step 2; otherwise:

Step 6: If d;; < r; and ¢; # ¢; for ALL j, the
radius of the current node is adjusted such that
rj = max(dmin, dij — dmin) and then go to Step 2;
otherwise:

Step 7: If dij < dmae and ¢; = ¢;, Nj is adjusted
such that r; = d;; unless N; doesn’t cover other
nodes; else add j by 1, set N; = (vi, dmin, ¢;) and
go to Step 2.

The final result of the learning phase is a list of (rule)
nodes.

In the recall phase, a new data vector (different from
the ones used for the learning) is examined against the
established list of the nodes, and the class (¢;) of the
vector is identified. Here are the steps involved:

o Step 1: Input the vector v;.

o Step 2: Calculate d;; = ||v; — o;|| for any nodes. If
di; < r; and c¢; is unique, ¢; = ¢; and go to Step
1; otherwise

o Step 3: If d;; < r; and c; are not unique or d;; > 7
for ALL j, ¢; is the same as that of the node with
the minimum d;; and then go to Step 1.

Obviously, for the role selection in robotic soccer,
C={Robot 1 is the attacker, Robot 2 is the attacker}.
The data v; for learning are derived from the processing
on the raw data set p.

B. Data Processing

The vector p is obtained from the image processing
system in which various filtering techniques are used to
eliminate noises. Even though, further processing on the
vector p is needed. We will transform p, which contains
elements (position and angle) with different units, to
another vector whose elements are homogeneous with
each other. The data will also be partitioned according
to the relative posture of the robot with respect to the
ball.

From the vector p, the following variables describing
the relative postures among the robots and the ball
are derived: d12 = ||p1 —pg”, 912 = ||91 — 92”, dib =
oo =pill .0 = L(po—pi), vio = [|0p—0i|| and dig = || (L~
x;) tan(6;5) — W/2||, where L = 150cm and W = 130em
are the length and the width of the field respectively.

From the above variables, a new vector p, = [w; *
D1 Wa * Pia . . . We * ptG]T is obtained:

P = Yiv/ (Yo +v26) P2 = dip/(d1p + dop)

Ptz = dlg/(dlg + dzg) Pea = Y2b/ (Y16 + Y2p)
Pis = dop/(drp + dap)  Pre = dag/(dig + dag)

and w;(i = 1,2...6) are the weights for adjusting the
contribution of each element to the role selection. By
default, w; = 1. Note that py(i = 1,2...6) contains
the important information about the robot postures
in relation to the attacking ball such as the relative
distance to the ball and angles to the ball and the



opponent goal. All the elements of p, are normalized
to be unit-free. After the above processing, p; can be
used as a vector v; for the learning in ECF operation.

For better classification of data, the raw data p are
partitioned according to the position of the ball with
respect to the robots such as

Case 1: xp > 21 and xzp > 22 (The ball is in front
of all the robots);

Case 2: k9 < xp < w1 or 1 < zp < 2 ( The ball
is between the robots);

Case 3: x, < 1 and x, < o (The ball is behind
all the robots0.

where the relative position “in front”, “between” and
“behind” are in reference to the attacking direction.
Another criteria for data partition are the distance
between the robots and the ball such as
o Case 4: dlb Z kfm«dgb or d2b Z kfardlb ( Big
difference between the relative distances to the ball
of two robots);
o Case 6: dip < kfqrdoy and dop < kfordip (Normal
difference between the relative distances to the ball
of two robots).

where k¢, is a constant. If combining the above two sets
of criteria, we can have six criteria for data partition.
For each partition, the ECF operation is run and a list
of nodes is generated separately. This also applies in
the recall process.

IV. Experimental Platforms and Results

The first challenge of applying ECF in the robotic
soccer, a fast real time dynamic system, is the data
collection. It is very tedious to place the robots/ball on
the field and record theirs postures and corresponding
roles manually. To make the data collection and learning
more efficient and comprehensive, we develop a software
package in which the robotic soccer process captured by
the image processing system in real time is replayed on
the computer screen. The user can select the roles of
the robots interactively through a user friendly graphic
user interface (GUI). The data sets for ECF learning
are automatically generated and saved in a file.

Figure 5 shows a GUI for data collection. On the
scree, one scene captured from the real robotic soccer
game shown in Figure 6 is replayed. The robot is
represented by a color square attached with its identity
number ( 1 or 2). The line goes through the rectangle
shows the direction of the robot. The ball is represented
by a circle. By clicking the button “.Last >>” or
“>> Next..”, the robotic soccer playing process can
be played backward or forward. Examining the scene
on the screen, we can select Robot 1 as the attacker by
clicking the button “ONE”, or Robot 2 as the attacker
by clicking the button “TWO”. A part of the data set for
the case when the ball is in front of both robots is shown
in Figure IV. The data processing, learning and recall
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processes described in Section 3 are all integrated into a
software package for the robotic soccer system, and one
of the GUIs for these processes is shown in Figure 7. In
one of the experiments, totally 122 data are collected
for the case when the ball is in front of the robots.
These data are divided into two sets, one with 82 data
for learning and another with 40 data for verification.
The parameters for learning are set as d;, = 0.01,
dmaz = 0.15, w; = 1(1 = 1,2,...8), kfor = 1.5. After
the learning process, 30 ECF rule nodes are generated,
among which 10 nodes are shown in Figure 77. In the
recall process for verification, the classes of 39 data
(from 40 data) are identified correctly. The success rate
is 97.5%. The successful rates are also nvery consistent
in other experiments.

The role selection approach presented above has
been implemented in the robotic soccer teams - TWO
GORGES and SPARIC from Singapore Polytechnic.
The team TWO GORGES won Silver medal in the
Singapore Robotic Games 2004 in May 2004 and the



&b vb 2L vl 81 X2 y2 62 Attacker's Robot ID
58.61 56.51 4845 11488 | -20.21 40.2 51.68 8.73 2
66.53 533 40.86 5062 | -141.42 | 4965 14.01 -98.83 2
66.53 539 3891 27.87 17395 | 49.63 7 4.52 2
66.48 535 53.67 25.05 -94.54 20.18 52.42 38.67 1
11316 17.76 82.67 10.13 -52.05 93.24 17.56 32 2
T6.44 124.87 54.1 64.4% -52.48 &4 106.67 59.2% 2
7647 124.9 582 124.7 388 63.83 106.44 55.04 1
21.58 12375 295 105.87 9075 12:31 104.98 57.14 2
14111 | 12095 | 11575 | 12502 | -69.55 96.75 108.8% 2545 1

Table 1: Raw Data Collected (Partial)
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team SPARIC won the Gold medal in the large league
and the Silver medal in the middle league in the 9th
FIRA Robot World Cup held in Korea in Oct 2004.

V. Conclusion

This paper addresses the issue of robot role selection
for soccer playing based on the concept of evolving con-
nectionist system (ECOS). The role selection problem is
converted into one of pattern classification and an evolv-
ing classification function, a special ECOS, is applied
to solve it. The development of an integrated software
platform for learning and game execution is described.
The experimental study and results are presented to
demonstrate the effectiveness of the approach.
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Certer Fadins Class
0.000067) 0627735 0.07923) 0090033 0312265 002012 001 2
0011935 0.797166) 0.530409] 0.038065] 0202534] 0469501) 0.100786 2
0.028868) 0.548886] 0.039924) 0.071132] 0451114) 0Q60076)  0.01 1
0042638 0.373441] 0.054242) 0057362 0626559 0945758 0. 162074 1
0068601 0462405 0.597472] 0.031309] 0557505 0402528) 001 1
0085374 0598357 0.30121) 0.014126] 0401143] 040218) 001 2
0.004402) 0.192386] 0.07428) 0.005503] 0207614 003513) 017178 1
0135133 0745151 0.092002) 08648628 0254849( 0907998 001 2
0.140514] 0467245 0.500745] 0.850436] 0532752) 0400255) 001 1
0.152078) 0401701 0.272053) 0847022 0502200 0721942 001 1

Table 2: ECF Nodes (Partial)
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