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Abstract

Location information is crucial for the correct interpretation of data collected through

wireless sensor networks (WSNs). The de facto system for wireless localization,

Global Positioning System (GPS) does not work properly in indoor environment, thus

researchers are thriving to find other localization schemes for indoor WSNs. The main

goal of this work is to study and design three-dimensional (3D) wireless localization

schemes for indoor applications.

In this thesis, a new and accurate, efficient and cost-effective algorithm, called

parametric loop division (PLD) has been proposed for localizing static nodes within a

WSN. In the proposed technique, reference points can help to produce new parametric

points by calculating the mid points and by taking step size that falls within the network

boundary. The objective of PLD scheme is to estimate the actual localization volume and

find the node position in 3D space by using subdivision method. In each step, triangles

are subdivided into pairs with the addition of extraordinary nodes in its control ring

matrix. Parametric points are generated by using the step size and RSSI is compared

with threshold value for localization. The work involves the development of novel

solution which utilizes the anchor node position information to calibrate nodes with

unknown target, allowing it to work even in a changing environment with increased

reliability and accuracy.

Subsequently, PLD is evaluated in presence of different types of noises. Firstly, the

localization accuracy was tested without the addition of noise in distance measurement.
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Like other schemes, PLD is adversely affected by the noise, which reduces the accuracy

of the system. A new framework with extended kalman filtering (EKF) is proposed to

refine the nodes coordinates affected by the noise. Furthermore, an analytical framework

is presented with the detailed study of lower bound of the localization accuracy. The

PLD is tested for naive, Gaussian and intelligent noise. The anchor node is modelled by

only using the knowledge information of coordinates to redesign the distance vertex

from anchor to parametric points.

Finally, we consider the mobile based localization scheme, which has become

popular recently with the development of autonomous robots and unmanned aerial

vehicles. We designed an extended centroid based localization system that use the

weight on distance to compute the signal power. A fuzzy logic approach is adopted for

computation. The design is divided in to In the first phase, RSSI is mapped to fuzzy

membership function. The mobile anchor exchange beacon and measure distance using

RSSI data. The target node position is computed in a circle within the sensing region

for a mobile anchor node, which moves on a random walk for broadcasting beacons.

RSSI and signal power is used as an input for fuzzy system. In the second phase, for

accurate node positioning a perpendicular bisector is drawn from rough estimation to

circle drawn previously. Like EKF, fuzzy logic works well in nonlinear estimation of

target nodes locations.

Localization problem is evolving with the advance of mobile technologies and

this thesis contributes to the fast development of this topic. However, there are still

some issued left out as future study, mainly on the effect of anchor node localization

error, implementing mobile anchor in a PLD algorithm and energy-aware localization

schemes in WSNs.
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Chapter 1

Introduction

Recent advancements in communication technology, microelectronics, and low-cost

sensor technologies have empowered the expansion and emergence of wireless sensor

networks (WSN) as an innovative paradigm of computer networking [1]. With low

cost sensor nodes, WSNs benefit from simple deployment [2]. Applications of WSNs

include maintaining and controlling environment, transportation, medical and business

purposes. It is desired for WSNs to prolong their lifespan under limited constraints [3, 4].

Most nodes in WSNs can observe the environment or events in a region of interest, as

well as to forward data packets according to a predefined routing protocol [5]. Some

special nodes are known as sink nodes, which collect sensor data and forward them to

the end user. In particular, sink nodes can disseminate control messages to common

sensor nodes, which may include network-related policies, sleeping and waking-up

schedule and routing updates [6].

Networking in WSNs can be established in two ways, without infrastructure (i.e.,

infrastructure-less) or with the aid of infrastructure. In a infrastructure-less WSN, sensor

nodes collect and process sensing data, set up the network by network discovery and

routing protocols. In infrastructure-based WSNs, nodes can communicate with each

other through the infrastructure. Therefore, node to node connection can be varied and
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hence network maintenance becomes easy. In addition, infrastructure-based WSNs

usually require fewer sensor nodes as compared to infrastructure-less WSNs [7, 8].

The collection of date and forwarding it to destination is a vital role of a sensor nodes.

So, knowing the location of collected data is very important in WSNs. The location

information can be obtained by sensor localization. Localization is basically a method

to compute the sensor nodes location, that is an interesting research topic, and numerous

works have been done so far. That is why, it is very crucial to develop an accurate,

scalable, low-cost and energy efficient localization technique for WSNs.

1.1 Wireless Sensor Networks

Technological advancement has empowered the development of low-power, self con-

figured, cheap, and multi-functional sensor devices. These are the self-organizing

devices with cohesive communication capabilities, information processing, and sensing.

A WSN consists of number of low-cost, battery operated tiny sensor nodes that are

capable of sensing, actuation, networking and data processing [9].

In WSNs hundreds or even thousands of tiny, sensors nodes operated on a battery

are deployed on a physical area of interest. Each sensor in a network is used to

collect information, distinguishing ecological conditions such as temperature, sound,

vibration, synthetic mixture, and so on. Sensors then transmit the collected data to

other neighboring nodes in a network and back to the application system where data is

being processed. The sensing hardware estimates parameters from nature encompassing

the sensor and changes them into electrical signals. The electrical signals expose the

characteristics of sensor by either object located or by demonstration of some events

occurrence in the vicinity of the WSNs. The detected signals are sent by the sensor

nodes, typically by means of a radio transmitter, either specifically or through a sink

node or a based station.
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In the past few decades, the emergence in Internet of Things (IoT) also allows the

user to transfer different forms of information that helps in science, industry, education,

business, and even in our daily life. WSNs also gain much popularity in civil application,

process monitoring [10, 11, 12, 13, 14], military applications [15, 16, 17, 18, 19, 20],

habitat environment monitoring [21, 22, 23, 24, 25, 26], structure health monitoring

[27, 28, 29, 30, 31], home automation [32, 33, 34, 35, 36], health care applications [37,

38, 39, 40, 41, 42], and vehicle networks and intelligent transportation systems (ITS)

[43, 44, 45, 46, 47]. Hence, the new ways of proactive computing are introduced by

WSNs in which sensor automatically gain real-time data from the physical environment.

Numerous applications have been projected for WSNs, and a significant number of

these applications have explicit prerequisites with extra challenges to the application

designer. Each WSNs have four basic components including: (1) localized or distributed

nodes; (2) a wire/ wireless interconnected network; (3) information cluster located in a

central point; and (4) set of application system to process correlation data [48]. In this

way the computational and sensing nodes are considered part of WSNs. Doubtlessly,

the main computation is mostly accomplished within the network, because of the large

amount of data, algorithms and techniques used in the system. In some cases, the

communication and computation structure connected with sensor nodes are application

explicit to the physical and environmental condition [48].

A typical sensor node MICAz equipped with a processor Atmel128L, having

throughput of 8 million instructions per second with 8MHz operating power is shows

in Figure 1.1. MICAz also featuring IEEE 802.15.4/Zigbee with acquiescent a direct

spread spectrum (DSS) for RF interference, RF transceiver, with 2.4-2.4845 GHz oper-

ated frequency band and 250kbps data transfer rate [49]. The MICAz is compatible with

existing sensor boards and runs on a TinyOS that easily mounted on a mote. Several

types of sensors are presented in the field of control and sensing includes radio wave

frequency sensors, magnetic and electric field sensors, optical sensors, infrared and
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Figure 1.1: A typical hardware of MICAz Sensor mote.

electrooptic, laser and radars, environmental sensors and location/ navigation sensors.

A few favorable circumstances exist for instrumenting within a territory with a WSNs:

• In a dense environment a high level of fault tolerance is attainable a large net-

works.

• The tiny sensor union coverage makes it possible to cover a large area of concern

• The network should cover a specific zone and territory, to defeat network bound-

aries/ gaps within the interested region.

• It is conceivable to gradually expand the coverage density with extra nodes

deployment in the region under perception.

• The quality of the sensing is achieved by deploying multiple sensors in a dense

area and by having multiple readings from different sensors. Furthermore, WSNs

also helps in hostile and harsh areas where wired networks can’t be deployed. For

example, nodes can be dropped in a forest from the air where wired connection is

almost impossible.

• WSNs are also scalable in nature so they are continuously being used in applica-

tion such as health care and agriculture.
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Figure 1.2: Distributed infrastructure of a Wireless Sensor Networks.

Let’s take a scenario as depicted in Figure 1.2 where two sensor spaces are available

for tracking of separate areas and connected with internet via base stations. This means

it is not necessary to have only one sensor node to communicate with the base station.

In a network there might be several complicated sensors and some may be equipped

with the GPS for more precise location estimation at the expense of power [50].

1.2 Significance and Motivation

WSNs is a large scale network with thousands of wireless transducer devices typically

known as sensor nodes or “mote”. At first WSN was used in cold war era, where a

large scale distributed network of hydrophones and radars were deployed in a region for

monitoring of the oceans and skies [51]. Information broadcasting within a network

is possible where network setup is predefined. However, in some worst situations

this is not the case as in battle fields or volcano eruptions as networking topology is

dynamically changing. This is is known as infrastructure-less WSNs, in which nodes

are deployed and setup without the use of any hardware, which is a most favourable

solution where no precise network setup is required. The node deployment is setup
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less structure may require some mobile nodes with full network coverage and low

communication cost to save energy. This issue forms one motivation of this research.

Large amount of deployed sensors and anchor nodes arrange themselves in ad-hoc

manner with single-hop or multi-hop connection while considering distance between

the nodes. Furthermore, a localization system must be energy efficient to prolong the

battery life of the nodes. Several algorithms were developed to tackle energy utilization

in an effective manner for sensor node life duration and performance enhancement.

Data gathering is the key action in such tree-topology networks. In such approach

every sensor can sense location and can send the data to the sink node. Data fusion is

considered for such kinds of networks. On the one hand, if the sink node is interested

in calculating the upper limit temperature in particular location, it is unnecessary to

delivery packets from all the nodes to the end user. On the other hand, if data packets

from all the nodes are delivered to the end user, it would lead to extra energy utilization.

Therefore, data fusion may be utilized to lower complete packet broadcasting via

computations at every head node and sending only the combined data set [52].

In many of the WSN localization techniques received signal strength indicator

(RSSI) is used to estimate the distance between nodes. An error in RSS computation

leads to incorrect distance estimation and thus localization error. The error in RSS

measurement is might be due to low battery level or multipath fading. So the problem

should be addressed and taken into account by solving the battery utilization at each node

[53]. Localization refers to the process to estimate the absolute / relative coordinates

of a sensor node with inputs such as distances to other sensor nodes in a particular

coordination system. In addition, landmarks with known locations are required to

localize sensor nodes with unknown location. These landmarks are known as anchor

nodes (static or mobile) in a WSN. In general, in a two-dimensional plane, localization

of a sensor node requires connections with at least three anchor nodes [54]. With this

methodology, increased in number of anchor nodes will also increased the accuracy of
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the system. Localization enables WSNs to provide meaningful data, especially when

visualization of data is required in a graphical user interface. However, it remains

challenging to determine how accurate a localization system is? They may be due to

possible damaged sensor or adverse environmental change. It is thus desired to design

resilent localization systems to deal with these factors [55].

This thesis focuses on designing localization systems for WSNs while taking RSSI

measurement error, energy consumption into consideration. The literature survey shows

that extensive efforts have been paid to WSN localization and positioning. In some of

the existing localization techniques, deployment area is divided in grids and an anchor

node is deployed on each vertex of the grid , leading to the requirement of a large

number of anchor nodes. Furthermore, some techniques require to deploy anchor nodes

on the boundary of the network, which requires one to use less anchors to localize a

target node.

In many of the aforementioned applications, sensor position is a critical piece

of information in order to provide a meaningful service. This is because users not

only need to know what happens, but also are interested to know the location of the

event. Location based service (LBS) can be put in two categories: outdoor localization

and indoor localization system [56]. GPS is the de facto standard for many of the

outdoor systems that provides global coverage and its precision is up to 1m [57]. But

GPS is not suitable for indoor systems due to its stringent requirements. An object

or people are localized in indoor positioning system (IPS) by using magnetic field,

radio waves, acoustic signals or other sensory information collected by mobile devices.

A lot of IPS systems are available commercially but they are not standardized. The

system use several algorithms and technologies including magnetic positioning, distance

measurement to anchor nodes and dead reckoning. They either actively locate static,

provide ambient location or mobile to get sensory information. The structure and design

of an IPS concluded in design fragmentation with system using various radio, optical or
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even acoustic technologies. The IPS must be able to provide at least three independent

measurements to unambiguously find a position of the node. It must also be able to

compensate for stochastic errors, and methods to remove those error budget significantly.

Indoor localization may work on specific scenario to boost the business market and

improve the life quality. For the purpose different technologies are used in accordance

to the need and system requirements. Table 1.1 summarizes the indoor positioning

technologies along with their coverage and measured accuracy [58].

Table 1.1: Indoor positioning technologies.

Technology Accuracy Coverage (m) Measurement Technique

cameras 0.1mm-dm 1-10 Angle measurement from images

Infrared 1cm-1dm 1-5 Active beacons

Sound 2cm 2-10 Time of arrival (ToA)

WiFi 10m 20-50 Fingerprinting

RFID 1dm-1m 1-50 Fingerprinting, proximity detection

Ultra-wide band 1cm-1m 1-50 ToA, body reflection

Pseudolites 1cm-1dm 10-1000 Carrier phase ranging

Magnetic Systems 1mm-1cm 1-20 Fingerprinting and ranging technique

Zigbee 1m 30-60m Centroid based techniques

The accuracy and coverage of above mentioned technologies are given in Figure

1.3. Zigbee technology is basically a low cost WPAN with low data throughput and

power consumption’s with an approximate communicate range of 100m for outdoor

environment and 30m for indoor environment. RSSI is used for distance computation

between zigbee nodes. WiFi (IEEE 802.11), Bluetooth (IEEE 802.15.3), and Zigbee

(IEEE 802.15.4) all are operateed in the 2.4/5.2 GHz frequency bands [58]. Aiming

at a better understanding on the indoor technologies, we build a system that is also

suitable for zigbee-based sensor network for localization. We do not build a testbed

using Zigbee nodes, but the features of zigbee technology were taken into account
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while simulating the proposed system. Since ZigBee operates in the unlicensed ISM

bands, it is vulnerable to interference from a wide range of signal types using the same

frequency, which can disrupt radio communication. The accuracy and power utilization

of most indoor positioning solution is not accurate as those of others used for other

technologies.

������

����	

����


���

����


����

�������������������������������������������������������������������������������������������������������������������������������������

�
�
��
��
��
��
��
��
��
��
��
�
�
��
��
��
��
��
��
��
��
�
�
�
�
��
��
��
��
��
��
��
��
�
�
��
��
��
��
��
��
��
��
�
�
�
�
��

�����	�

������������

��	����������

�������
��������
�������

�����

��������


� 

�����

��	����

�������
�	���

!�"��������
���#������� $�		�	��

%��&���

���"���
�'�%

�()*

+��"


������,�

-%



)������	

%�,�������

�������

��������

�
�
	


�
�
�


�

Figure 1.3: Indoor positioning technologies: Accuracy vs. coverage [58]

Many approaches were proposed to localize sensor nodes accurately and efficiently.

In this thesis, we will revisit them and present a critical review based on their per-

formance. High accuracy and low cost solution for localization is demanded by many

applications. Most node localization algorithms are able to work independently as

compared to hybrid based solutions, which increase the computation cost and energy

utilization. Thus, localization algorithm should be able to respond to any environment

as a context aware application to improve the positioning accuracy. Many algorithms

use GPS as standard for outdoor usage. But it can’t perform accurately in indoor envir-

onment. So, this motivates us to design a localization algorithm that does not require

ranging devices like GPS. In this scenario, mobile node is also helpful for tracking [56].
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1.3 Objective and Challenges

Nodes must be aware of their location information, in order to maintain a effective

collaboration between sensor nodes in a distributed WSN. The location information

along with associated data can help to provide the exact interpretation by sensing data

and recognizing the source of data location [59]. It also can help in target movement

monitoring [60], geographic routing [61], identifying network coverage [62] etc. Since

a WSN always holds a large number of devices, so the localization process should be

distributed among different nodes rather to executed from a central system and the

process must be initiated after deployment of the network. In the same context, the main

challenges for localization algorithm is fast convergence, low energy utilization, and

high precision accuracy. Generally, WSN communication is through ultrasound waves

or radio frequency transmission. Many of the literature suggest the use of ultrasound

waves for WSNs, but its short range and very high energy consumption’s make it

impossible to use for low cost and energy constrained sensor nodes. On the other hand,

radio frequency is a best choice that provides long range communication and does not

require additional hardware. Studies also shows that, communication aspect is a main

paradigm that utilizes most of the sensor energy. Therefore, a localization system must

be self dependent so that less communication overhead is required between nodes for

localization. The main objectives of this thesis are as follows.

1. To perform a comprehensive review of the existing state-of-the-art wireless

localization algorithms while considering localization accuracy, energy and com-

munication cost.

2. To design a three-dimensional wireless localization algorithms for Wireless

Sensor Networks with data fusion and context awareness.

3. To investigate and design a wireless localization system with mobile anchor
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nodes.

4. To analyze and model the performance of the proposed localization algorithms

with different noisy conditions.

The development of mathematical models from data should be involuntary, since

in many scenarios there is no information about the changes apprehended by sensor

measurements. Furthermore, the models need to be simple, robust and cost effective

in term of computation. For this propose, Sections 1.4 and 1.5 present the research

questions and contributions, respectively.

1.4 Research Questions

As discussed above, many localization schemes were proposed for Wireless Sensor

Networks. However, not all of them are suitable for low cost and energy efficient WSNs.

Furthermore, it requires performance improvement in terms of accuracy, implementation

cost, computational power and energy consumption. The following research gaps in

this area are identified as follows.

• In particular, the key disadvantage with many of the techniques using anchor

node deployment is that each anchor, as long as it is in the neighbourhood, will

give the same RSS value regardless of its distance from the node. This means, for

instance, that a beacon reception which is on the boundary of the neighbourhood

may risk jumping from full presence to no presence due to fluctuations in GRX

and GTX in the Friis’ formula.

• Environment (indoor or outdoor) is a main factor while choosing the technology.

Even small change in environmental factors leads high localization error.
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• In the competition leading by localization accuracy, most authors do not pay

much attention to communication cost. It means nodes are expected to generate

a lot of radio traffic for every positioning cycle. Each node has to listen to all

beacons in the neighbourhood and obtain their IDs before calculation can be

performed. But in practice, nodes are limited both by battery and sometimes by

computing ability.

• High Computation and power consumption exist in most 3D based localization

algorithms. In particular, hybrid based localization techniques are more complex

in terms of number crunching.

Identified issues of existing localization schemes motivate us to search for better

localization techniques for low-rate WPANs (LR-WPANs) WSNs in terms of (1) smaller

localization error, (2) lower power consumption and (3) better system scalability. This

leads to the following research questions:

1. What are the most frequently applied methods in context of 2D and 3D localiza-

tion for LR-WPANs? The goal is to identify the most commonly used methods

and explore their drawbacks.

2. Is it possible to propose new solutions that minimize the effect of environmental

changes?

3. Is it possible to design a new technique for static and mobile anchor based

localization for low rate personal area networks?

4. Is it possible to reduce the noisy affect from localization algorithm in presence of

fading and noise?
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1.5 Thesis Contribution

The primary contribution of the thesis are as follows.

• 3D localization based on Parametric loop division and subdivision surfaces.

In a first stage of the thesis we have evaluated the different kinds of algorithms

based on static nodes and static anchor localization. A novel idea based on

parametric points for 3D based static networks is proposed. Anchor nodes with

known position is used to form a triangle based on RSS. Triangulation can be used

to compute the center point as well as reference anchor points for next iteration.

These are basically parametric points that overcome the size of the space using

subdivision methods described in [56] . At each parametric point the RSSI is

being compared with threshold value for localization. The idea is being compared

with the well-known range-free localization algorithms like APIT, MDS-MAP

and DV-Hop algorithms, explained in Chapter 4 in this thesis. With the use of

triangulation and subdivision in our proposed system the localization accuracy

provides up to 0.89m with a standard deviation of 1.2m due to scattered data.

Furthermore, network coverage problem is being analysed. The proposed scheme

don’t have coverage problem due to having enough anchors on the boundary of

the network. This idea is published in a 25th Wireless and Optical Communication

Conference (WOCC) hosted by IEEE [63] and the detail mathematical modelling

was published in Sensor volume 17, issues 7 [56].

• Noise reduction scheme for parametric loop division algorithm. In a first

stage the localization accuracy was tested without the addition of noise in dis-

tance measurement. Similar as other wireless localization schemes, PLD is also

influenced by the noise, which degrades the performance of the system. A new

methods of extended kalman filtering is used to refine the nodes coordinates
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affected by the noise. Further, an analytical frame work is presented with the

detail study of lower bound of the localization accuracy. By refining the node

coordinates PLD scheme maintains its localization accuracy even in presence

of noise. The system is simulated and tested for naive, Gaussian and intelligent

noise. The PLD-EKF algorithm is also presented in "journal of sensor and actu-

ator network" [64]. We found that the refinement process also provides a better

localization accuracy of up to 0.42m and the standard deviation is also reduced

to 0.26m.

• Mobile based Localization using Fuzzy Logic system. Recently, mobile based

WSN getting much attention towards different applications. By using mobile

node a network is able to provide necessary information, like its position to

the nearest mobile anchor or mobile node. We have designed a centroid based

localization system by using fuzzy logic approach. The design is divided in to

different stages, like in a first training phase that the RSSI is mapped to initialize

fuzzy membership function. The mobile anchor exchange beacon and measure

distance using RSSI data. The target node position is computed in a circle form

that is a sensing region for a mobile anchor node, which moves on a random

walk for broadcasting beacons. RSSI and signal power is used as a input for

fuzzy system. After that, for accurate node positioning a perpendicular bisector

is drawn from rough estimation to circle drawn previously. Fuzzy logic based

system also work on non linear estimation same like extended kalman filtering.

The simulation was performed 1000 times and localization error was recorded

between 0.7m and 0.9m. The Fuzzy logic algorithm is also presented in " 2nd

International Conference on Communication, Computing and Digital Systems

(C-CODE’ 19)" [65].
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1.7 Organization of the Thesis

The rest of this thesis is organized as follows.

Chapter 2 gives a brief overview of technology background. We briefly explain the

WSNs design consideration, their usage in different applications and different services

provided by Wireless Sensor Networks. A brief introduction about localization is also

presented to lay the foundation for detailed discussions in the following chapters.

Chapter 3 reviews and critically analyzes the different aspects of localization al-

gorithms. A detail literature review is presented into two phases. First a review of

3D based algorithms are classified in to several groups from centralized to distributed,

range-based to range-free and anchor-less to anchor based localization algorithm. A

localization measurements models like RSSI, ToF, AoA, ToA, TDoA along with Tri-

angulation, Trilateration and Multilateration is explained. A taxonomy of range-free

algorithms like APIT, MDS-MAP, DV-Hop is also explained. A brief overview of

mobile anchor/ static node, static anchor/ mobile node, mobile anchor/ mobile node is

also discussed in this chapter.
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Chapter 4 is our proposed scheme based on Parametric Loop division and subdivi-

sion. We have consider a 3D static network in which we deploy anchor nodes in the

boundary of the network. The proposed scheme gives high accuracy as compared to

other range-free localization algorithm. The algorithm is detailed analyzed for Rayleigh

fading, parametric point construction and their relationship with anchor nodes and

sensor nodes is presented.

Chapter 5 presents the effect of noise factor in our proposed scheme. Initially we

have not added the noise factor for PLD simulation. In this chapter different kind of

noises like intelligent, naive and Gaussian noises are added to check the localization

error in real time environment. An extended kalman filtering (EKF) framework is added

to refine the coordinates of target nodes which provide high accuracy even in presence

of noise.

Chapter 6 presents a 3D localization scheme based on mobile anchor. Nodes are

deployed along with some mobile anchors having random-walk over a region of interest.

Fuzzy logic based approach is used to derive non-linear coordinates into linear system.

Chapter 7 provides the concluding remarks and discusses possible future work on

this topic.

1.8 Summary

WSNs enjoy great advantages because of their size, low-cost and automative nature.

Sensor are not only deploy on a dangerous and cumbersome areas for interest for

monitoring and controlling purpose. Different assumptions and properties of WSN are

presented in literature that make them unique from other kinds of networks. In this

Chapter, we started with a brief introduction to WSNs, and discussed why wireless

localization techniques are important. Then, we identified a number of research gaps

in 3D localization techniques, and presented our research questions. Subsequently, we
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discussed our contribution to the topic of 3D wireless localization techniques, followed

by the organization of this thesis.

18



Chapter 2

Technological Background

Development of Wireless Sensor Networks (WSNs) can divided into four phases [66].

As we know, during cold war the United States of America deployed sensor and

actuators for monitoring and in the first phase of WSN development radars were

basically deployed over North America. The military use WSN as a driving force as

with many other technologies. In the second phase of WSN development an initiative

were taken in the form of launching of Defence Advance research project agency

(DARPA) in 1980s. Technology elements comprises of high-level communication

protocols, self-localization algorithms for nodes and acoustic sensors [67]. In phase

three of WSN enhancement military application were developed during 1980s and

1990s were named as first-generation commercial products. By utilizing the simulation

results of DARPA-DSN research, military approve WSN application for network-centric

war. In “network-centric warfare”, weapons and deployed sensors work together within

a specific platform. The prior information about the movement of objects is sent to

deployed sensors, that helps to localize the improve discovery of incidents through

various observations, extended detection range, geometric diversity and fast response

time. Nowadays, the WSN research which is in second-generation constitutes the fourth

phase. The mobile system of nodes and flying robots are designed to improve the overall
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traditional sensors system in reasonable price and tiny sensors based on Micro Electro

Mechanical Systems (MEMS). University of California at Berkeley designed extremely

small sensors nodes under Smart Dust projects knows as “motes” [68]. Under smart

dust project the designed sensor was merged into tiny devices, perhaps the size of a

grain of a sand. Similarly, Berkeley Wireless Research Centre (BWRS) designed low

power and energy efficient sensor devices under Pico Radio project [69]. The sensor

are now able to power themselves from different energy sources, depending on the

operating environment such as vibration or solar energy.
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Figure 2.1: Data fusion in Wireless Sensor Networks

Figure 2.1, show the WSN architecture in distributed fashion. We noticed that the

ad-hoc network protocols and structure are not ideal for WSN due to the following

reasons:

1. The network scale of WSN is larger than ad hoc networks.

2. WSN nodes are prone to failure due to environmental conditions.

3. Dynamic network topology is challenging factor in WSNs.

4. WSN use broadcasting communication scenario but ad-hoc network use unicast

communications.

20



CHAPTER 2. TECHNOLOGICAL BACKGROUND

5. Memory, computational capacity, and power in sensor nodes are limited.

2.1 WSN Design Consideration

WSN has been found in variety of applications with different characteristics and re-

quirements [70]. That is why, it becomes more difficult to discuss about hardware

requirement and software support for application. This is basically an issue with the

multidisciplinary research area like WSN, where a tight collaboration between ap-

plication, domain system, hardware designers, software developers and even user is

needed to design an efficient system. Therefore, this issue is debatable for researchers

to consider which area within a design space and one may argue in favour of adding

more parameters or explicitly remove some featured from the specification list. We

will discuss about existing and intended applications of WSN and can identify different

phases of the design consideration in the subsequent section. Following are the key

factors and considerations in designing of the WSNs.

2.1.1 Sensor Deployment

Sensor nodes deployment in a WSNs may take places in different forms like sparse

deployment or dense deployment. Nodes may be dropped from air (randomly) or

may installed at strategic spots. Sensor node deployment is a one-time activity, in

which a sparse deployment has fewer nodes as compared to dense deployment. The

model of dense deployment is adopted where more nodes can cover an interested

region and where it is very significant to detect every activity. On the contrary, the

sparse arrangement is used where network coverage is more important. In most of the

WSNs research study, it is to be assumed that the nodes are static and do not require

any mobility management that affect the vital characteristics such as node locations,

node density, network topology, and dynamic of the network degree. Some nodes
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are also mobile in the network and require to change their location according to the

given condition. In [71], the sensor deployment is targeted to determine the location

with maximum network coverage. The deterministic deployment of node is shown in

Figure 2.2. Dropping of sensor nodes via planes or flying robots are the best example

of random placement. The simplest deterministic approach was discussed in [72] where

as a more sophisticated deterministic method was presented in [73].
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Figure 2.2: Sensor node deployment

In another deployment algorithm all the nodes can communicate with its neighbour

to inform them to keep moving within maximizes coverage while maintaining con-

nectivity [74]. The simulation runs many times to gain a very high degree of coverage of

network deployment in which node lost their energy due to continuous movement. The

method in [75] is the enhancement of the idea with maximum network coverage with

less sensor movement. For this the authors in [76] derived all three separate protocols

for network coverage, node movement and deployment time with minimum scalability.

The authors in [76] mathematically proved the sensor deployment pattern validation.

It assumes that the communication range and sensing are a perfect circle and nodes are

giving full network coverage.
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2.1.2 Sensor Mobility

As indicated by topology and application needs, traditionally two principle kinds

of sensor mobility should be taken into account, miniaturized scale and large-scale

mobility. From one viewpoint, smaller scale versatility, refers to sensor mobility inside

the equivalent sensor arrange area, as appeared in Figure 2.3. The mobility of nodes

may be due to environmental influences such as wind, water or that the node is attached

to a mobile device, which lost their trajectories [77, 78]. In 6LoWPAN networks, small

scale versatility is identifies by the mobility of a sensor into the equivalent 6LoWPAN

area, where the location prefix stays unchanged. Consequently, the versatility of sensor,

changing its connection point from an edge switch to another inside the equivalent

expanded network, which is considered as a small scale mobility [79, 80]. As we will

detail more later in Chapter 3, hybrid system must also be considered where several

WSN domains are under control of one operator as shown in Figure 2.4.
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Figure 2.3: Main mobility scenario [79]
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Figure 2.4: Hybrid Mobility scenarios [79]

2.1.3 Node Types

In general, there are two types of nodes in WSNs: heterogeneous and homogeneous

sensor nodes. In heterogeneous network, sensor nodes with different capabilities, such

as different sensing range and computing power are deployed, while in homogeneous

network all nodes are with the same capabilities and functionalities. Consequently,

in heterogeneous network some nodes are more powerful than others, maintaining a

group of more powerful nodes known as cluster heads. As compared to homogeneous

network, heterogeneous network has a topology that is more complex in nature and

design. Example of homogeneous and heterogeneous nodes are given in Figure 2.5. A

homogeneous set of nodes were practically used in [73] and [81] those deployed nodes

with some precise distance. The author in [72], also used the homogeneous network but

repeat the simulation with different sensing ranges for localization. In [82], a barrier is

monitored using homogeneous network based on rectangular based coverage model.
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Figure 2.5: Homogeneous and Heterogeneous network

2.1.4 Network Infrastructure

WSNs can be set up with or without infrastructure. In infrastructure-based WSNs, nodes

can directly communicate with base station. The number of base stations in a network

is totally dependent on network coverage area and communication range. An example

of this type of WSNs is smart dust [83].

In infrastructure-less WSNs, nodes can communicate with each other in an ad-hoc

manner. Sensor nodes may act as a router to forward packets on behalf of other nodes.

As the network infrastructure cost is always very high, and deployment may not feasible

for many scenarios, infrastructure-less WSNs will be the preferable solution. Never-

theless, assuming a network infrastructure like GSM network, it may also work under

different WSN applications. A combination of infrastructure-based and infrastructure-

less WSNs is also feasible when a cluster head of a WSN region is connected with the

wide area network through internet.
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2.1.5 Network Topology

Network topology is another property of a WSN, which represents the distance, hop

count and communication properties between nodes and even in a entire network.

STAR topology is the simplest topology in WSNs, where the cluster head is able to

communicate with all the nodes in a network. Next, a TREE or BUS topology is usually

adopted in multi-hop WSNs. In BUS topology, a node who can initiate a process

of communication and send message to another node. Specially, the homogeneous

type of network can’t afford the use of bus topology despite of its simple structure.

MESH topology is difficult to implement in WSNs because of huge traffic and simplex

correspondence.

In star topology all the nodes are located at one hop distance from a sink node so

different sensor can send redundant data all the time. The sink node act as a cluster

head that process all the information. Similarly, a multi-hop communication is taken

place in tree and mesh topologies. For localization a lot of topology based algorithm

like minimum connected dominant set (MCDS) is proposed, with the benefit of low

energy consumption [84]. All data is being processed by a cluster head so this node is

normally connected with the Internet to monitor the entire network as shown in Figure

2.6. The data processing and routing may also be dependent on network topology [85].
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Figure 2.6: Wireless Sensor Networks topologies
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2.1.6 Network Coverage

Localization algorithms always depend on network coverage [86]. Before developing a

localization algorithm a research, we need to define the network coverage. Either a full

coverage for entire area or blanket coverage for a subset of interested region is needed

to localize. For blanket coverage, a few nodes within a field are deployed to make an

ideal network. This was proposed in [87], where all the nodes are placed in r-strip, i.e.,

each node is r distance away from other in a neighbour.

Target coverage refer to the scenario in which fixed number of targets are being

observed [88]. The author in this research not only detect the targets but also organize

and track them. A lot of proposals are presented in [89, 90, 91, 92, 93], to achieve

network coverage with lot of energy conservation. Last but not least, barrier coverage

refers to detection of some measures and movements on a barrier of sensors. This was

defined in [94].

2.1.7 Network Connectivity

Network connectivity in WSNs can be persistent or intermittent. For persistent con-

nectivity, nodes are always active and connected to at least one neighbour node. In

case of partitioned network, the connection is intermittent, whereas the connection can

be sporadic, if nodes are isolated and only required to communicate occasionally [95].

The interesting fact is that, in case of node isolation, partition, and node separation in

multiple area, the message and data can be delivered by mobile nodes over the network.

This is the beauty of WSNs as compared to ad-hoc networks.

2.1.8 Network Size and Lifespan

The number of nodes, anchor and sink nodes included in WSNs is dependent on the

system requirement, coverage area, and the sensing region. Network size may vary
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from several nodes to thousands of nodes. Network size also determine the scalability

requirement of the network. There may be numerous difficulties in execution of WSN

frameworks, such as data collection, which is also influenced by the network size if

WSN is partitioned into different subsets and domains [96].

Similarly, the lifespan of WSN may vary from some hours to even some years

depending on the application and power mechanism. The lifespan has a high impact

on robustness, and the degree of the power consumption of the nodes [97]. Fuzzy

logic based solutions seem to be appropriate as they require less energy, resulting in an

increase lifespan of the network. In the proposed mobile based localization system we

also used fuzzy logic approach that can save much energy and provide high accuracy of

localization scenario [97, 98].

2.2 Application of Wireless Sensor Network

Numerous applications of WSNs has been envisioned in the literature [99]. These range

from environmental application to military and health application to agriculture and

biomedical application.

2.2.1 Environmental Applications

Environment monitoring is very important task of WSN that can be used to monitor any

kind of environment, it is most frequently characterized as the perception and investiga-

tion of regular habitats [99]. Sensors are even capable to attain detailed measurements,

localized objects that are hard to achieve in dense environment. Consequently, different

environmental application are proposed for WSNs consisting of animal tracking, hab-

itat monitoring, precision farming, forest-file detection and disaster relief applications

[100, 101].
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Let us consider a fire in a forest as illustrated in Figure 2.7. A deployed sensor node

can immediately inform the management before it going to spread over a vase area and

becomes uncontrollable. The incident location can be identified in a timely manner so

that fire fighter can reach the scene to take further action.

Figure 2.7: Forest-fire monitoring system

Another area of environmental monitoring is precision farming [102], in which

WSNs can provide spatial data to measure crop response through analyzing soil type

[103]. In disaster relief, severl applications are also developed like ALERT flood-

detection system [104], that relays information from multi-hop nodes by using remote

field sensors, which typically include different types of sensors, like water-level sensors,

rain fall sensors and other weather sensors.

2.2.2 Military Applications

WSNs play a vital role in military applications, including major tasks like computing,

reconnaissance, command control, targeting systems, intelligence and surveillance. The

famous military applications are targeting, ammunition and equipment monitoring,

monitoring of enemy and friendly forces, nuclear weapons, and chemical and biological

attack detection [105]. The tiny sensors are affixed with troops, outfit and essential

weapons, vehicle and report the status to the troop pioneers [106].
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The sensor nodes can also help in battlefield monitoring and pin targeting. Pointer

is a test counter marksman system used to recognize and spot shooters [106]. It also

used to paralyze waves from a shooter end. Sensors track their estimations to a base

station to figure out the shooter’s area [106, 107]. Let us consider a battle field where

troops are moving in a far area and enemies tanks are on the other side as shown in 2.8.

The deployed sensors in a battle field can localize the position of the enemy tanks and

inform to the troops.

Figure 2.8: Enemy target localization and detection

2.2.3 Health Applications

WSNs are also important in healthcare applications. They can be used to monitor the

patients health and even track their location by embedding a sensor chip inside clothes

or in a wrist ring. This helps patients to move freely while they are under constant

monitoring. In case of patient accident. WSNs can help hospital staff to localize the

position of a patient

In [108], biomedical challenges and some potential applications are proposed for

health monitoring, such as glucose-level monitoring that can constantly monitor the

blood sugar level of a patient and display the results on a wrist watch.
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2.2.4 Agriculture

WSNs are also used in several areas of agriculture to increase the efficiency of livestock

and plant breeding. Sensor can monitor the plant growth factors like soil, humidity,

light and temperature that influence the crop conditions. A practical example of plant

monitoring is the deployment of tiny sensor in a large grape vineyard in Oregon USA

[109]. Nodes are deployed over 20m × 20m area, connected with each other via a cable

in order to get accurate reading. All the temperature, humidity and other factors that

affect the grapes can be recorded and this information is sent to the laptop computer

using gateways.

Sensors are also used in cattle herding [110]. An acoustic stimulus is given to

cows that cross a fence line created virtually. This basically control the movement of

animals. PlantCare project [111] also used WSN to control a water robot and monitor

soil humidity.

2.3 WSN Services

Applications in large-scale WSN always use mutual services such as location discovery,

time synchronization, data storage, data aggregation, message routing and topology

management.

2.3.1 Location Discovery

The detection of location is a main service provided by WSN. Location information

of sensors can be expressed in global coordinates or local coordinates according to

a particular application. The importance of location discovery is widely recognized

and presented in many research works [112]. In addition, location discovery can be

useful for location-based routing in WSNs. A detail review of localization algorithms is
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further discussed in Chapter 3.

2.3.2 Data Aggregation

Data aggregation is another important factor of WSN [113]. As we know, WSNs operate

on battery have limited resource, thus it is necessary to minimize the relay messages. A

basic application of relaying messages is beacon, which may create ambiguities in data

aggregation. To solve this problem, data fusion is required to filter duplicate data before

sending it to the base station [114]. This also help to overcome the repetition in data

transfer and messages relayed to the base station.

2.3.3 Time Synchronization

Another service in WSNs is time synchronization [115]. Sensor nodes need always

be synchronized, in order to achieve complex sensing tasks. A synchronized system

allows sensor nodes to correctly identify an event with a certain time stamp. Time

synchronization may be affected by factors like "hardware clock drifting". Synchron-

ization can also help to conserve battery life. By synchronization, nodes can power

"ON" when it is needed. They may enter idle mode after sending relay message to

the base station. If nodes are not synchronized, they need to wait unnecessarily to

communicate with neighbours. For more details, interested readers are referred to works

in [115, 116, 117, 118, 119, 120].

2.3.4 Data Storage

Data storage to store location and information data pose a challenge to WSN developers.

This data might be stored in a cloud. In WSNs data can be stored in three different ways

[121].

32



CHAPTER 2. TECHNOLOGICAL BACKGROUND

1. Local Storage: Whenever a node detects an event, data can be stored locally

within onboard memory of the node. In this model, extra communication is not

needed as the queries are flooded to all the nodes. After computation, this data

can be relayed towards base station.

2. External Storage: In case of heterogeneous network where network is formed

in some subset or domains, data might be relayed to some external cloud for

processing. The advantage of this model is energy efficiency as nodes don’t need

to perform much computation by itself.

3. Data-Centric Storage: In this technique data is relayed to some especific loc-

ations. Geographic hash function (GHT) is used to route data on predefined

locations.

2.3.5 Routing and Topology Management

Apart from localization information, routing protocols are also required to gain fault

tolerance. As the channel bandwidth is limited in WSNs, the localization and routing

protocol is designed to minimize the requirement of bandwidth. According to [122, 123],

if topology construction is not carefully managed, WSNs may lead to congestion and

collision.

2.3.6 Operating Systems

TinyOS is used by WSN that is an open-source operating system [124]. TinyOS is a

kind of library that includes distributed services, network protocols, data-acquisitions

tools, and sensor drivers. It also adopts a event-driven execution model and enable

a fine-grained power mechanism. Developed by Crossbow, TinyOS is proposed in

different platforms and over 1000 companies and research groups are using it [125].
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2.4 Localization Problem

The data, information, including RSSI that we obtained from sensor nodes can be of

great value, if the originated position is known. Therefore, almost for all WSN system

location information is a fundamental requirement for many applications. The location

information either from a direct source by using positioning device or from where

the sensing, receiving signal is originated require some accuracy and reliability of the

system. Localization information can be used not only for geographical origin, but also

can used for maintenance, target tracking and coverage information.

2.4.1 Localization Requirements

Most of the applications in WSN requires high precision. If it is used in industrial

robots, the requirement of accuracy becomes higher. Similarly for body sensor network

(BSN) applications, where almost 128 nodes are attached to a patient for skin monit-

oring, accuracy becomes more vital and may even go up to few millimeters. For any

localization algorithm, we need to generally consider the following requirements:

• The localization algorithm should be generic and can operate in indoor and

outdoor environment.

• Node power source is always scarce, so the required communication among nodes

should be energy efficient.

• The design of the system must be accurate enough, especially for applications

deployed in industries.

• The localization algorithm should be scale-able so that new nodes can join the

network easily.

• The localization algorithm should be feasible in terms of deployment cost.
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• what are the type of coordinates used among nodes either local or global. What

are the assumptions for sending data and information in particular time. Is there

any synchronization involved? Also either an algorithm adopted the use of cluster

head or not?

2.4.2 A General Problem Statement

Localization problem is usually defined for two dimensional (2D) or three dimensional

(3D) based WSNs. In this thesis, we focus on 3D networks with static and mobile

anchor nodes. Considering a network with N + A sensor nodes deployed over a

geographic region. We also assume that the location of N unknown target nodes

i.e. xi = [xi1, yi1, zi1]T ∈ R2, i = 1, 2, ...N are unknown. Similarly, the position of

A anchor nodes are aj = [xj1, yj1, zj1]T ∈ R2, j = A + 1, ...., N + A with known

positions. First, let us consider all nodes are static and don’t change their position over

time. Target and known sensors can communicate with each other such that

αi , {j | Anchor node j is in communication range of target i} (2.1)

and

βi , {j | i 6= j, node j is in communication range of target i} (2.2)

where α and β are set of indices representing the coordinates of the nodes. It means all

reference anchors and unknown nodes can communicate with each other. Some sort

of measures are also needed to take about the position of unknown nodes. The detail

system model is given in Chapter 4 and Chapter 6 respectively.

The main factor for any initiative to develop an indoor positioning system is through

analysing the specific application description and user requirements in order to justify
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the research and development in the field. The user requirement of significant application

should lead to the future research. Performance parameters need to be matched with user

requirements before electing the suitable positioning technology for a specific system.

Current research usually focuses on two-dimensional (2D) space, three-dimensional

(3D) space and mobile anchor based localization. Furthermore, we also consider

energy consumption so that the proposed system utilizes less energy as compared to

conventional localization techniques. The following factors are taken into account

during this project.

2.5 Summary

In recent years, WSNs becomes the hotspot for information technology combines

sensors, applications, processed signals information and many other areas of IoT. One

of the most famous and popular research topic is sensor localization. Monitoring of

the location is only possible if the location information is available. The use of sensor

technology in many applications makes things possible to remotely access data and also

provides some necessary functions in WSNs like routing, network topology control and

data aggregation. For this reason, the study of localization become very attractive. In

this chapter, we started with design consideration of WSNs, in which we explain several

factors that taken into account for WSNs design like sensor deployment, type of sensor

(static or mobile), network consideration like the infrastructure and topology, size of the

network and their coverage. After that we described some main application of WSNs.

The chapter ends with the discussion of some of the services provided by WSNs.
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Literature Review

Several location aware applications exist in an indoor environment, such as asset track-

ing, resource discovery, navigation tools for human and security. In indoor localization

system, position can be determined through coordinate system such as latitude/ lon-

gitude. Whereas local system can follow up the topology of the network. Most of

the local system can be deployed in such a way that they can get rigid transformation

(rotation, translation, reflection) to global coordinate system. In [126], the authors

studied three distributed localization algorithms which are using three-phase approach:

1) calculate the distance between nodes and anchors, 2) compute the position of nodes

and 3) iteratively refine the position. Many localization techniques are presented in

literature with different precision and method. Nevertheless, this topic remains attract-

ive due to its potential applications in IoT. Researchers tirelessly study to develop a

localization system with minimal cost, high accuracy, and even energy efficient system

for commercial or personal use. This chapter revisits several algorithms that focus

on high accuracy, energy and low computation cost with low budget. After that, we

compare and summarize them in tables.
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3.1 Location-aware Computing

The idea of context-aware computing [127, 128] becomes increasingly popular. Ac-

cording to the environmental observations, sensor networks may change their functions

autonomously. The study of context-aware computing characterize as a noteworthy step

in the light of ubiquitous computing. Location-aware computing systems always depend

on location information and scene of the context. That is why positioning information

of target and sensor nodes is essential for the application management. Location and

orientation sensing, mobile computing and wireless communication are the three tech-

nical capabilities that converge together for possible implementation of location-aware

computing. A simple architecture of context aware computing is presented in Figure 3.1
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Figure 3.1: Context-aware computing layered architecture

Localization is a key task in context-aware computing. Along this, diverse frame-

works appeared relying upon a few highlights like exactness, inclusion, establishment,

and support cost. For example, Global Positioning System (GPS) are suitable for out-

door applications with progressively worldwide extension, however, they are costly and

requires stringent time synchronization. The indoor infrared-based technology receives

divider mounted sensors for catching infrared ID acquired from the labels on sensor

clients. Table 3.1 summarizes the features of these localization technologies [129].
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Table 3.1: Characteristics of Location-Sensing Technologies.

Technology Technique Attributes Accuracy Limitations

GPS Radio ToF Lateration Physical Absolute 1-5m (95-99)% Outdoor

Active Badges infrared proximity Symbolic Absolute Room size lights interfere with infrared

Active Bats Scene Lateration, Physical Absolute 9cm, 95% Ceiling sensor grid required

VHF Angulation Physical Absolute 1 radial 100% LoS

Cricket Proximity Lateration Symbolic Absolute 4× 4 ft region high computation

MSR-RADAR Triangulation Physical Absolute 3-4.3 m 50% Wireless NICs requirement

Smart floor physical proximity Physical Absolute 100% Not suitable for large area

Wireless Andrew 802.11 proximity Symbolic Absolute 100m indoor Wireless NICs requirement

E911 Triangulation Physical Absolute 150-300 m 95% works if cell coverage available

SpotON Ad-hoc lateration Physical Absolute Area dependent Attenuation less, better then ToF

3.2 Localization in Wireless Sensor Networks

Localization is important in many research fields, consisting of vehicle navigation and

autonomous robot [130, 131], virtual reality systems [132], mobile robots [133], and

user tracking and positioning in cellular networks [134]. Location information can be

used for routing in WSNs. For instance, transmission range and location information

allows geographic routing algorithms used to propagate and transport information via

multi-hop WSNs [135, 136, 137]. However, in many cases the position of node may

not be available due to lack of infrastructure support. That is why it is very important to

have mechanism to compute the sensor position after deployment. GPS is suitable for

outdoor localization, but it is not feasible for indoor environment [56]. Based on the

limitations of GPS discussed in Chapter 1, we focus on the development of GPS-less

techniques for indoor localization.

In view of the WSN application scenarios, designing of a localization system is

more challenging than other domains of sensor networks, because sensor nodes are

very small and often unable to perform sophisticated computing because of low power
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consumption. So, the low power cost and low consumption is a major necessities for

ideal localization system. Sensors are deployed remotely, in Springbrook rain forst, a

project taken in the laboratory of University of Queensland, Australia where a long

term sensor network is deployed for monitoring of regrowth of forest [138].

3.2.1 Localization Terminologies

localization techniques use different source of information and terminologies. Some

common terms are used throughout this thesis:

1. Anchor node: a node whose position is already known in a system. An anchor

node often functions as a reference node and transmits beacons. Anchor nodes

can be static or mobile.

2. Mobile anchor node: A node with mobility, which traverses over the interested

region. It can also transmit beacons regularly.

3. A blind node: An unknown target node that needs self-localization using multiple

beacon packets.

4. A static node: A node whose position is fixed. In this thesis, all blind nodes are

static nodes.

The core process of localization can be taken places by using GPS or coordinate

systems explained below.

3.2.2 Global Positioning System

GPS is a Global Navigation Satellite System (GNSS) designed by US Department of

Defence, consisting of three major segments space segment (SS), control segment (CS)

and user segment (US). Space vehicle and orbiting satellites is a part of SS while CS
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is used to manage and control the flight paths of satellite from CS location on earth.

GPS receiver is the part of user segment [139]. As shown in Figure 3.2, a GPS receiver

requires line-of-sight connections to four satellites in order to localize itself.

Figure 3.2: Localization using GPS

3.2.3 Coordinate System

Coordination system is defined to determine the position of an object. The most famous

standard is World Geodetic System Developed in 1984 and known as WGS84 [140].

It is same as GPS coordinate system but uses the reference ellipsoid described by

Earth Gravitational Model 96 (EGM96) [140]. China Geodetic Coordinate System

2000 (CGCS2000) is another famous coordinate system [141]. Universal Transverse

Mercator/ Universal Polar Stenographic (UTM/ UPS) is a coordinate system used for

two-dimensional (2D) space localization and positioning system [142].

3.3 Localization Estimators

For wireless localization, there are three well-known estimation measures, namely the

Geometric Dilution of Precision (GDOP) [143], Cramer-Rao lower Bound (CRLB)

[144], and Maximum Likelihood Estimator (MLE) [145]. Furthermore, a zero-mean
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Gaussian estimator and linear model also provide the computation facility for simulated

based localization. The localization problem proposed in Section 2.4, can be optimized

as follows:

minX∈Rd×A l(X, a) (3.1)

where a , {ai,j}j∈αAUβA , and l(X, a) is a loss function and computed through static or

geometric interpretation. In this section, we discuss two major estimation approaches,

statistical estimator and geometrical estimators, as summarized in Figure 3.3.
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Figure 3.3: Flow diagram of source localization estimators

3.3.1 Statistical Estimator

The general thoughts of estimation hypothesis is to reduce the vague parameters de-

pendent on a lot of discrete estimation information [146]. Consider a set of angular

data

θ = (θ1, θ2, θ3, ..., θn)T (3.2)
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dependent on discrete data:

Y = {y[0], y[1], ..., y[A− 1]} (3.3)

This discrete data is found in sampling process of localization parameter, which are

dependent on vector information of angle θ. This dependency is written as:

Ŷ = f(θ, yi) (3.4)

where Ŷ is approximately right observation of y and represents the model output. The

internal parameters are denoted in a vector position, i.e., ~yi. The data will also be

affected by noise η taken as a random variable. In this thesis noise is considered as a

additive nature, however we also test our system for white and Gaussian noise. The

model in (3.4), then can be expressed as:

Y = ŷ + η = f(θ, yi) + η (3.5)

θ is a statistical estimator and computed on the basis of relative data. So, the

estimation function for computing the value of θ can be of the form

θ̂ = g(y, yi, η) (3.6)

This fulfils the statistical criteria of θ contingent to Cη, which is a co-variance of

the additive noise [146]. Some well-known statistical estimation techniques are least

square approximation (both linear and non-linear) and maximum likelihood estimators.

3.3.1.1 Maximum Likelihood Estimator (MLE)

For non-linear system it often becomes impossible to compute unbiased estimators

due to complexities in the non-linear estimator. In this case, the reliable way is to use
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maximum likelihood estimator, which provides approximate efficiency for a set of large

data such that Y = y[0], y[1], ..., y[A− 1] with A→∞ .

Consider a probability density function (PDF) of α and β from the problem state-

ment.

θ̂ = g(y, yi, η) (3.7)

Ai,j ,


f(yi, ai) + ηi,j j ∈ αi,j

f(yi, xi) + ηi,j j ∈ βi,j
(3.8)

A∏
i=1

∏
j∈αiβi

f(Ai,j; y) (3.9)

The MLE of a target location can be obtained as follows [147, 148]. Where ";"

shows the likelihood relationship among anchor nodes and target nodes.

Ŷ =
arg

y ∈ Rd×A
|

A∑
i=1

∑
j∈αiβi

log fi(ai,j; y) | (3.10)

Here, we noticed that the optimization problem in (3.10) is not convex and quite

complicated to explain and solve. In some cases the MLE tends to an average value to

accurate position for high signal to noise ration (SNR) for large number of observations.

The MLE in synchronization form can be represented through time of arrival estimator

that shows zero-mean Gaussian errors as represented as follows.

Ŷ =
arg

y ∈ Rd×A

A∑
i=1

|
∑
j∈βi

1

σ2
i,j

(d̂i,j− ‖ yi − yi ‖)2 +
∑
j∈αi

1

σ2
i,j

(d̂i,j− ‖ yi − ai ‖)2 |

(3.11)

where σ2 is Gaussian errors. It is to be considered that the localization problem is
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affected by additive noise, path loss exponent, and transmission power. The noise factor

can be removed by manipulating measurement and can be considered separately with

the estimated position of unknown nodes [149, 150, 151, 152, 153].

3.3.1.2 Minimum Variance Estimators (MVE)

To solve the optimal criteria of statistical estimators, a natural solution is Mean Square

error (MSE). Consider the example given in (3.2):

MSE(θ̂) = V
[
(θ − θ̂)T (θ − θ̂)

]
(3.12)

The optimization of the MLE in (3.12) can be further explained as follows.

=| θ − V (θ̂) |22 +V (| V (θ̂)− θ̂ |22) (3.13)

=| V (θ̂)− θ |22 +est (Cθ̂) (3.14)

where Cθ̂ is a co-variance matrix and V () represents the expected outcomes in

Euclidean normalization form. The bias in the MSE is computed by:

b = V (θ̂)− θ (3.15)

Definition 1. If V (θ̂) = θ , it is unbiased estimation.

To compute the value of biased parameter b the exact location of target nodes must

be known after estimation. So, this is only theoretically true but not possible to measure

practically. The value of co-variance matrix is biased. MSE is thus not generally

realizable. Furthermore, Cθ̂ is only function that is unknown parameter on θ, the set of

all parameter is said to be minimum variance unbiased (MVU).
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3.3.1.3 Linear Least Square Estimators (LLS)

In WSNs localization problem is also considered as non-convex problem. There are two

least square strategies. One is to achieve the solution by approximating the problem to

a convex state, e.g., getting a accurate coarse positioning estimation and by following

suitable relaxations. This can also be achieved by refining the coordinates of the nodes

using some well-known techniques like kalman filtering and fuzzy logic. The other

solution is to attain a high SNR by CRLB to linearized the computation based on target

node position and then apply LLS criterion. Many of the system has been proposed in

the literature deriving linear estimation [150, 151, 154, 155, 156, 157, 158]. According

to [156], to form a LLS model, a derivation of linear signal model is required for

unknown parameters. In presence of nuisance parameter, such as noise and unknown

clock in time of arrival (ToA) or RSSI based techniques, the unknown factors like θ

also contains nuisance parameters. To reduce this a linear model is needed to solve the

vague parameters from mathematical model. Considering that the error is small with a

distance between i and j and it is computed as:

d̂i,j = d(yi, aj) + ηi,j j ∈ αi (3.16)

where, η is a measurement noise or nuisance parameter having variance σ2
i,j . As-

suming that the noise is small and with zero-mean. If noise function ηi,j is not zero, we

need to solve (3.16) for noise by subtracting ηi,j from both side:

d̂i,j , d̂2
i,j− ‖ aj ‖2=

[
−2aTj

]
ði + 2d(yi; aj)ηi,j + η2

i.j (3.17)

ði =
[
yT2 ‖ yi ‖2

]T
(3.18)

From (3.18) a semi-linear model on target node yi is obtained. Further assuming the
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noise factor is very small so,

d̂i,j ,
[
−2aTj

]
ði + 2d(yi; aj) j ∈ αi (3.19)

the set of linear function

di = Aiði + Vi (3.20)

where:

di ,
[
d̂2

(i,j)1d̂
2
(i,j)2.....d̂

2
(i,j)k

]T

Ai ,



−2aTj1

.

.

−2aTjk


and

Vi , [2d(yi, aj1)ηi,j1, ......., 2d(yj, ajk)ηi,jk]
T

Therefore,

ð̂i = (ATi C
−1
Vi
Ai)
−1ATi C

−1
Vi
di (3.21)

where CV is a weighted matrix and computed by [159]. For real computation of CV the

exact distance between target and anchor node is needed. Furthermore, we observed that

the position is sub optimal in (3.21), so some techniques like relaxations are required to

refine the estimator. One can employ Taylor series expansion given in [152]. The (3.21)
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is further expanded to

[
ð̂i
]

1
= yi1 + s1,

[
ð̂i
]

2
= yi2 + s2,

[
ð̂i
]

3
= yi3 + s3 (3.22)

where η = [s1s2s3] is error estimation, i.e., η = ð̂l − ðl and yi = [yi1 yi2]T . Taking

square on both side of (3.22), we get;

[
ð̂i
]2

1

∼= y2
i1 + 2yi1 s1,

[
ð̂i
]2

2

∼= y2
i2 + 2yi2 s2,

[
ð̂i
]2

3

∼= y2
i3 + 2yi3 s3 (3.23)

Note that in our parametric loop division (PLD) method [56] is also assumed that

the noise is nominal and the co-variance matrix only records the parametrized nodes

position along with reference anchor position. Therefore, we also use estimation method

in Tayler series form to obtain co-variance data values.

3.3.1.4 Nonlinear Least Square Estimators (NLLS)

In [160], a TDoA based NLLS estimator was proposed. Initially LLS provides a

accurate solution for normal imperative straight least square and dependent on the

deployed area. NLLS is used to improve accuracy. Consider the problem definition;

Ŷ =
arg

y ∈ Rd×A
min

A∑
i=1

∑
j∈αi

(V a
r (i, j))2 +

∑
j∈βj

(V t
r (i, j))2

 (3.24)

To find positioning estimation Ŷ of Y based on region and volume V a
r (i, j). Usually

NLLS method is suitable for (3.24). We observed that the variance of positioning error

is available, so NLLS can be converted to weighted NLLS form expressed as:
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Ŷ =
arg

y ∈ Rd×A
min

A∑
i=1

∑
j∈αi

(
V a
r (i, j)

σi,j

)2

+
∑
j∈βj

(
V a
r (i, j)

σi,j

)2
 (3.25)

where σ2
i,j is a variance of noisy function ηi,j .

3.3.2 Geometric Estimators

Another well-known formulation is to consider the geometric interpretation between

nodes for localization measurement. Consider a distance between target and known

node d̂i,j = d(yi, yj) + ei,j and j ∈ αiβj , where ei,j is an estimation error. If there is no

error, it is assumed that both i and j nodes lie in the intersection of a circle with a radius

of d̂i,j . Let us assume, ei,j is non negative and ei,j ≥ 0. The disc centered is represented

as

Di,j ,
{
y ∈ R2 | d̂i,j

}
j ∈ αiβj (3.26)

where yi lies in the intersection of Di of the circle Di,j

Ŷ ∈ Di ,
⋂

j∈αi∪βj

if ei,j ≥ 0 (3.27)

Figure 3.4 illustrate the above mentioned phenomenon including unknown nodes

for the PLD network shown in Figure 3.5.
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Figure 3.4: Distance measurement with non-negative errors
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Figure 3.5: A cooperative PLD model with target and reference anchor nodes

The problem of NLLS can be further enhanced to convex feasible problem, (CFP)

in case of non cooperative scenarios. This problem can also be taken by outer approx-

imation (OA) or projection onto convex sets (POCS).

3.3.2.1 Projection onto Convex Sets (POCS)

CFP’s are solved by POCS [161, 162]. Most of the projection sets are applied to image

restoration problems [163, 164]. POCS have two variations, sequential and parallel. In

a sequential method, a data set is selected followed by other sets in an iterated system
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according to algorithm rules and data structure, which construct next iterated data sets.

The parametric points calculation based on first reference node sets is also an example

of projection in our model. On the contrary, in parallel projection method all current

points are projected to all the sets and then all projected estimation will be generated at

the same time as shown in Figure 3.6.
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Figure 3.6: Example of Sequential and Parallel projection

Other than image transformation, POCS approaches are first used in [165, 166] for

sensor localization and in [167, 168] for sensor network convergence.

3.3.2.2 Cramer-Rao Lower Bound

(CRLB) [144], is very well known in describing the lower limit of unbiased estimators.

The MVU is also computed through CRLB, but CRLB is a benchmark against efficiency

of any unbiased estimator. Assume the data is given in vector form that is y ∈ Ra.

The known MLE parameters (θ = θ1, θ2, ..., θn)T of y and the PDF is p(y; θ), where y

is dependent on unknown deterministic parameter θ. The flow of data y is also taken

w.r.t p(y; θ) as a function of angular parameter and represented by µ(θ). The CRLB is

computed through the following theorem [146].

Theorem 1. Considering that the PDF, p(y; θ) satisfies the regularity state.
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T

[
∂lnp(y; θ)

∂θ

]
= 0for all θ (3.28)

computation expectation is taken w.r.t p(y; θ). So,

∂ln(y; θ)

∂θ
=

(
∂lnp(y; θ)

∂θ1

,
∂lnp(y; θ)

∂θ2

, ...,
∂lnp(y; θ)

∂θq

)
(3.29)

The co-variance matrix Cθ̂ satisfies the unbiased estimators

Cθ̂ − F
−1 ≥ 0 (3.30)

where F is a fisher information matrix (FIM) expressed by F (θ):

F (θ)i,j = −T
[
∂2lnp(y; θ)

∂θi∂θj

]
(3.31)

[
∂2lnp(y; θ)

∂θ

]T
= F (θ)(g(x)− θ) satisfies 3.30 (3.32)

Definition 2. An estimator is said to be efficient if and only if it is unbiased and follows

CRLB estimation.

3.4 Classifications of Localization Algorithms

Many WSNs localization algorithms have been proposed so far. They can be classified

into different groups based on a number of criteria.

3.4.1 Centralized vs Distributed Approaches

To localized a sensor nodes, the measurement process can be taken either by centralized

or by distributed approach. In centralized approach, complete data is directed to
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the central node or point primarily referred as sink or a beacon node. The central

node will determine the actual nodes position and reply to the requested node. The

main advantage of this approach is low energy cost for those nodes to be localized

as most of the computation is done at the central node. Multidimensional scaling

[169], linear programming [170] and stochastic optimization [171, 172]. In case of

distributed approaches, there is separate localization process of each node with one to

one communication with anchors and no central node is required.

Several optimization techniques like geometric models or dual/ primary decomposi-

tion methods are used in distributed approaches with fast convergence and accomplishes

in two steps: signal broadcasting and combining the local estimation at each node.

The broadcasting stage is always costly. According to the rule of thumbs, the power

requirement of broadcasting 1 bit over 100m distance is almost the same as what is

used to process 3 million instructions [173]. Therefore, to determine the algorithm

complexity, the number of broadcasts should always be taken into account.

3.4.2 Range-based vs Range-free Approaches

Based on whether actual distance measurement between nodes is required, localization

algorithms can be divided into range-based and range-free localization techniques.

Range based algorithms provide precise better localization accuracy as compared to

range-free ones [174]. Ranged based localization makes use of information about the

distance to neighbour nodes.

In range free localization algorithms, there is no hypothesis about the availability of

absolute distance between the sensor nodes. Instead, the sensor node location can be

estimated through radio connectivity information or sensing capabilities of each sensor.

Anchor nodes may be used in this kind of algorithms. The detail of these techniques

is presented latter in this chapter. Range free is better option when cost is the main
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concern. For example, mobile and static localization algorithms proposed in [126] can

provide high performance with heterogeneity features. Table 3.2 compares range free

and range based algorithms based on different parameters.

Table 3.2: Comparison of Range-based and Range-free Localization Algorithm.

Algorithm Types Estimation Technique Accuracy Computation cost Hardware cost

Range-Based Techniques

RSSI Medium Low Low

TDoA High Low High

AoA High Low High

Range-Free Techniques

Per hop distance Medium Low Medium

Single neighbour techniques Low Low Low

Multi neighbour techniques Low Low Low

3.4.3 Anchor-based vs Anchor-free Approaches

The precision of anchor-based localization is directly proportional to the density of

anchor nodes. More anchor nodes will lead to less error in localization, hence higher

accuracy. These algorithms with known positions transmit their data to neighbours. The

performance of anchor-based algorithms will be dependent on the anchors arrangement

in sensor environment [175]. In [176], an anchor based approach was discussed where

anchors selection is done using advanced RSSI table for distance estimation between

anchors and anonymous nodes. These anonymous nodes with updated location are

utilized as novel anchors primarily known as pan-anchors. Another work was discussed

in order to enhance virtual anchor nodes by making use of additional rational slide

based on smallest hopping track approach without addition of substantial anchors [176].

In anchor unrestricted algorithms no presupposition is required concerning nodes

positions. Thus, relative range rather than absolute range is determined with respect
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to nodes. In [177] ladder diffusion node localization technique was proposed specific-

ally with anchor independent criteria. This approach was successful in terms of low

broadcasting determination error, low delay and acceptable budget.

In anchor-free localization there are no beacon nodes, in other words, location of

all sensor nodes is unknown. An assumption based coordinate (ABC) algorithm was

proposed in [178]. Initially, four nodes within the communication range initiate the

process. Then location of the remaining nodes is determined with the defined position of

the four nodes. The benefit of this scheme is its simplicity and robustness in computation.

However, this approach also has some limitations, such as poor localization accuracy,

inefficient coordinate assignment and unguaranteed graph localization.

Robust distributed network localization (RDNL) scheme was proposed in [179].

This approach discusses node localization in presence of noise. This is a cluster based

approach in which each node acts as cluster head and determines the distance to the

nodes in its neighborhood. The advantage of this technique is that the nodes are even

localized in presence of noise. Low node connectivity is a main limitation of this

system. In [180], anchor free localization algorithm (AFL) was presented in which the

coordinate information of all nodes is computed and processed in parallel. Initially, the

coordinates to the nodes are assigned based on the connectivity among nodes and the

localization errors are corrected using a mass spring optimization.

3.4.4 GPS vs Non-GPS Approaches

GPS dependent approaches are the most expensive approaches due to GPS receiver

installation requirement at every node but it offers the best performance for outdoor

localization [126, 181]. In [182], a GPS-dependent approach was explained with

trilateration measurement. In GPS less approaches, distance estimation is done through

information exchange of sensor nodes [183].
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3.4.5 Fine-grained and Coarse-grained

Fine-grained approaches adopt RSSI, whereas coarse-grained approaches do not rely

on RSSI. In [184], an RSSI based approach was discussed with emphasis on indoor

channel response. The researchers in [185] discussed an RSSI technique where node

locations are geometrically determined through distributed process.

In [186], discusses several approaches which are applicable in indoor as well as

outdoor scenarios. By considering different channel models like log-normal shadowing

model with dynamic variance, LNSM-DV approach was proved to be successful as far

as localization errors are concerned [187]. But for indoor scenarios, Gaussian Mixture

Modelling and Maximum Likelihood Estimation (GMM-MLE) algorithm is a good

choice [188]. Room confinement localization is accurate using co-variance approach

[188]. The aforementioned techniques are summarized in Table 3.3.

Table 3.3: Different Localization Techniques.

Ref. Proposal

[179] 2D system with noisy range measurement with graph planner

[189] Use of grey prediction method in WiFi

[190] APS based localization system, using distance vector routing, self positioning system

[191] Complex shapes and non-uniform deployment.

[126] N-hop multilateration for ad-hoc sensor network

[192] Monte carlo localization (MCL) based system. more accurate than the original MCL

[193] GPS anchors using mere connectivity and MDS system

[194] used of connectivity information within a range. MDS with some anchor positions and O(n3) node complexity

[195] simulated annealing and self localized system

[196] multi-hop localization system, used RSSI and self localization

[197] Improved APIT, with radio pattern and randomly deployed nodes

[198] bits and flops system using n-hop wsn localization

[199] distributed ad-hoc system, discrete model of random deployment

[200] system with globally accessible beacons with 26% accuracy

[201] Manual measurement of RSSI with distributed node and GPS based anchor positions

[202] localization using spatial map

[203] use of proximity distance map and MDS to self localization

Continued on next page
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[204] SHARP, new relative approach using distance measurements and absolute coordinates system

[205] Radio interferometric geo-location

[206] Radio interferometric system of localization using pairwise distance with minimal use of hardware

[207] localization using interferometric ranging, RSSI and relative distance

[208] Distance measurement error (DME) and CRLB, using UWB channel measurement

[209] stochastic approach based on deductive and inductive methods, reduction of training phase for self and indoor localization

The detailed classification of different proposals with their characteristics is given

in Table 3.4

Table 3.4: Classification of Localization Algorithms.

Ref. Centralized/ Distributed Anchor-based/ Anchor free Range-based/ Range-free

[126] Distributed Anchor-Based Both

[179] Distributed Anchor-Free Range-Free

[189] Both Anchor-based Range-based

[190] Distributed Anchor-based Range-based

[191] Distributed Anchor-Free Range-Free

[192] Distributed Anchor-Based Range-Free

[193] Centralized Anchor-Based Range-Free

[194] Centralized Anchor-Free Range-Free

[195] Centralized Anchor-Based Range-Free

[196] Centralized Anchor-Based Range-Based

[197] Distributed Anchor-Based Range-Free

[198] Distributed Anchor-Based Range-Based

[199] Distributed Anchor-Based Range-Free

[200] Distributed Anchor-Free Range-Free

[201] Distributed Anchor-Free Range-Free

[202] Distributed Anchor-Free Range-Free

[203] Distributed Anchor-Based Range-Free

[204] Distributed Both Range-Based

[205] Distributed Anchor-Based Range-Based

[206] Distributed Anchor-Free Range-Based

[207] Distributed Anchor-Based Range-Based

[208] Distributed Anchor-Based Range-Based

[209] Distributed Anchor-Based Range-Based
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3.5 Range-based Localization Algorithms

In range-based localization algorithms, angle or distance between target and anchor

nodes is estimated, then the position of unknown node is computed by means of some

statistical or geometrical algorithms [210, 211, 212]. Figure 3.7 shows our taxonomy

of localization algorithms based on the type of anchor node, static or mobile.
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Figure 3.7: Taxonomy and survey of Localization Algorithms

The type of algorithm operated in a WSN applications can be determined using

measurement technique. In WSN, measurement can be dependent on coordinates of the

sensors denoted by:
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Y = h(X) + e (3.33)

where X is a real coordinated values of the target nodes, e is a directional error and

Y is the particular vector from anchor node to a target node. MLE [145] was used to

minimize optimization. If the error fe is known in distribution measurement, then

X̂ = arg min(log fe(Y − h(X̂))) (3.34)

As we discussed in optimization, illustrated in section 3.3.2.2, the FIM is used to

solve known distribution measurement.

Q(X) = E(OT
x log fe(Y − h(X))Ox log fe(Y − h(X))) (3.35)

where Ox is used for partial derivation w.r.t. X . The location accuracy is then

computed by CRLB [144]

Cov(X̂) = E(X − X̂)(X − X̂)T ≥ Q−1(X) (3.36)

CRLB highlights the presence of unbiased estimators of sensor locations. This

should provide the measurement phenomenon that is used to compute the lower-bound

of the localization.

3.5.1 Proximity

Many systems used proximity for localization. This can be accomplished using different

techniques such as "in radio range". Other systems use detection of a sound, pressure

sensor in floor [213], and RF or light source in a building or room for proximity with

accuracy of 30cm to 3m. The proximity describes the geo-location and relationship

between anchor and sensor node and used when ranging is costly and difficult. The
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scenario behind localization becomes very simple with proximity. For example, if

a node A senses the presence of node B in a mobility scenario (e.g., magnetic field,

infrared, acoustic, radio, etc). Furthermore, node A has information about node B in in

its neighbour. Thus, the distance from node A to B is represented as follows:

dAB ≤ RA (3.37)

where RA represents the sensing range of node A. A binary ranging represents 0 for

out of RA and 1 for in-range in range-free localization techniques. This idea of centroid

based localization is implemented in [214]. For triangulation, a target node j can select

other k neighbours with reliable communication and link quality. The localization is

calculated as gravity centre for k selected anchor nodes as

(x̂j, ŷj) =

(
k∑
i=1

Xi/k,
k∑
i=1

Yi/k

)
(3.38)

The centroid technique is further improved in weighted centroid localization (WCL)

[215], MSL [216], and LANDMARC [217] by assigning weight to the link. WCL and

LANDMARC use RSSI for distance estimation.

(x̂j, ŷj) =

(∑k
i=1wij(Xi, Yi)∑k

i=1wij

)
where, wij =

1

(dij)η
(3.39)

where wij is a weight to RSSI link and η represents the path-loss factor. A complex

design for static and mobile node localization was proposed in [216], which adopts a

partial filter to compute the location. Another interested work that we describe latter in

range-free localization algorithm is APIT [218], which used the anchor node proximity

as presented in Figure 3.8.
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Figure 3.8: Triangular Coverage Based on Proximity: APIT

Centroid [214] and APIT [218] showed that low cost sensor nodes are localized

efficiently in proximity based range-free schemes.

3.5.2 Received Signal Strength Indicators (RSSI)

RSSI values have been widely used in location estimation through computing the

distance between neighbours. The theoretical properties of RSSI can be directly derived

from the Friis’ free space transmission equation, the RSS decreases quadratically with

the distance to the transmitter.

PRX = PTX ·GRX ·GTX

(
λ

4πd

)2

(3.40)

where, PRX is a received power and PTX is transmission power of sender. GRX and

GTX are the gain of receiver and transmitter, respectively. Equation (3.40) shows that

most power lost occurs at higher frequencies. This means that for antenna with specified

gains, there will be higher energy transfer at lower frequencies. Due to various signal

path factors, the path loss in the wireless communication is different from (3.40). By

merging the constants, adding losses and using logarithmic power values, (3.40) can be

re-written as follows [219].
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d = d0 · 10(P0−PRX+Eσ)/10η (3.41)

where d0 is a reference distance corresponding to a reference transmission power P0.

There is also a path loss factor η which is typically between 1.6 − 1.8 for outdoor

deployments and 2− 4 for indoor deployments [219]. The RSSI value from a receiving

device can be expressed, using logarithmic power values.

RSSI = k · (PRX − Pref ) (3.42)

Combining (3.41) and (3.42) will give an expression whereby distance can be

calculated solely from RSSI. The two constants k0 and k1 can be empirically estimated.

d = d0 · 10−k1·
RSSI

RSSImax
·1+Eσ (3.43)

In most implementation of RSSI measurements, the RSSI is an 8 bit unsigned integer

value corresponding to the range 0 ∼ 255. However, depending on the implementation,

the significant value range might be less, e.g., 25 ∼ 175 or 0 ∼ 100 [219]. In such

cases, the RSSI value and RSSImax will need to be scaled accordingly. The error

factor E and standard deviation bring many issues with RSSI. As part of its Network

Management Services, IEEE 802.15.4 and ZigBee specifies the LQI. It is only accessible

via "mgmt_lqi" command, whose response gives all the LQI values of neighbours in the

form of a table [220]. The correlation between RSSI and LQI is presented in [221] and

[222]. Therefore, we can assume a new LQI-based expression, in which dij represents

the distance from a sensor node i to node j.

dij = k0 · 10−k1·Qij where Qij =
LQIij
LQImax

(3.44)

Since the condition of Qij will not be accurate for extreme situations, we cannot simply
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set LQI = 0 thus eliminating k1 and be able to isolate k0. Instead, k0 and k1 must be

fitted to empirical data points by the least square method or similar methods. From

[221] and [222], two other expressions have been suggested, of which (3.45) is a variant

of (3.44) and (3.46) is a third order polynomial.

dij = N

√
a

Qij

(3.45)

LQIij = k3 · d3
ij + k2 · d2

ij + k1 · dij + k0 (3.46)

In wireless local area networks (WLANs), several RSSI measurements are taken

from all visible points, e.g., sniffing devices, and access points in WLAN at each sample

points [223]. Each sample point is mapped to RSS probability distribution or RSS

vector from the collected information. This helps to develop its own RSS fingerprint

that is further transferred to central station. The central station then compare the RSS

vector with RSS model based on the nearest neighbour technique [224] or probabilistic

technique [225], which helps to determine non-anchor network localization. Different

from the method proposed in [224], another technique based on RSS profiling is the

area based localization that measures the area of network not having anchor node in

proximity [226]. It is also observed that a dense sampling with medium localization

error of 3m is gained for devices using 802.11 standard.

A 3D localization technique was proposed in [227], which is based on the RSSI.

Firstly, measures the beacon nodes present in the neighbourhood area by using RSSI

and then the positional data through optimization iterations is achieved. Iterative

streamlining can enhance the location precision, however, the division of regions is

effectively influenced by RSSI estimation errors. In [228], authors have proposed the

RSSI based technique for localization based on the fuzzy logic, with a name as the

fuzzy logic based Multilateration scheme for localization (FLMSL). In this algorithm,

the variables used are High,Medium,Weak and Near,Far,Intermediate. Logic rules are
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then defined after optimization. In the third phase, Jacobi’s defuzzifier technique is then

used for phase de-fuzzification,

Dk = (a, , b, c) =

∑
Ln
| L |

(3.47)

In [229], authors contemplated the effect of various types of spatial assorted qualities

on the accuracy of localization in indoor situations while changing the shadowing impact.

Three framework models outlining the spatial differing qualities were considered:

diversity based on the transmission through multi input single output (MISO), diversity

based on received values through single input multi output (SIMO) and the diversity

based on the received and transmission values through multi input multi output (MIMO).

It is determined that the localization accuracy is enhanced as compare with the single

receiving antenna framework through single input single output (SISO). The wireless

channel is obtained by:

y = hx+ n (3.48)

where h is the channel gain and n is the noise. Error probability is modelled as:

Pe = exp− | h2 | SNR/2 =
1

1 + SNR
2

(3.49)

The average error rate is analyzed by utilizing distinctive differing qualities consol-

idating techniques at the receiver named as Equal Gain Combining (EGC) method,

Maximum Ratio Combining (MRC) method, and Selection combining (SC) method. In

MRC methods, RSSI measurement is modelled as:

RSSIMRC =

(
1∑n
i=1

Ri

)
·

n∑
i=1

(Ri)
2 (3.50)

In [230], author proposed a new idea based on RSSI. Signal strength can provides a
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way to select RSSI and a propagation model is used to apply RSSI value for calculating

distance. In this algorithm, there would be a self-calibration that doesn’t require human

intervention. The author then used the model floor attenuation factor (FAF) and wall

attenuation factor (WAF) as shown in (3.51).

L(d) = l0 + 10β log d = WAF + FAF, WAF =
N∑
i=1

kili (3.51)

where L(d) is a path loss, β is path loss exponent and l0 is the path loss in reference

distance. In [231], authors proposed a new technique to improve the accuracy. They

claimed that this technique can be simulated with RSSI, ToA and TDoA. Polarization

angle was determined by using an accelerometer. Then, an error correction formula was

proposed and semi-automatic trial that calibrated the entire system is presented. Author,

in [232] presented an improved RSSI based localization algorithm for children tracking

and park lighting based on distributed localization. The error was 4m in an area of

60m× 60m for child tracking. Log normal model was used for range measurements

and Maximum Likelihood technique was adopted for location estimation. This can

basically be used in a Min-max model to localized blind node overlapped under three

or more rectangular areas as shown in Figure 3.9.
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Figure 3.9: Min-Max Model
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In [233], an effective range based localization algorithm was proposed, which used

the shadowing effects in RSSI signals to improve localization accuracy. For initial

simulation, the authors used 122 sensor nodes to monitor health equipment’s in a power

substation. The author in [234] considered RSSI method in three baseline WSNs with

several experiments. Results showed that RSSI methods were not good enough to

achieve high localization accuracy and stability. In [235], the authors proposed an idea

based on log-normal shadowing model, giving better results in comparison to Maximum

likelihood estimation method. They found that average RSSI value did not decrease as

a function of distance, therefore propagation parameters were changed among anchor

nodes. In other words, anchor nodes should not be considered statistically identical.

The algorithm proposed in [236] investigated a mechanism using dependable RSSI

for distance estimation. Through practical experiment, a threshold is defined, and a

distance between blind node and anchor node is computed by shortest path algorithms.

The rationale behind defining a threshold for RSSI value includes two points: (1) large

RSSI demonstrate high SNR ration, so practically they are not suitable for log-normal

path loss model, (2) there is a large localization error even with a small error in RSSI

measurement.

Hybrid localization algorithms, which combine RSSI based algorithms and centroid

localization (CL) algorithms, were also proposed. Examples of these algorithms include

Triangular Centroid Localization (TCL) [237], the WCL [215], Improved Centroid

Localization Algorithm (ICL) [238], and easy to deploy indoor positioning system

(EDIPS) [239]. The TCL algorithm operated with two beacon nodes and estimated

position of unknown nodes to form a triangulation. The distance estimation in WCL is

also performed by using the RSSI/ LQI. Under WCL, the position of an unknown node

would be estimated by (3.39).

Authors in [240] proposed Robust Position Estimation (ROPE), which allowed

sensors to estimate their locations without assistance from a centralised computation
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facility. Self-localization and calibration algorithms are explained in [70, 241]. [242] is

another RSSI based system where path loss model is used for RSSI. This model was

good for outdoor environment. The proposals of well-known RSSI based localization

algorithms are summarized in Table 3.5.

Table 3.5: Proposals of RSSI based localization algorithms.

Ref. Proposal

[187] use of propagation model and self-adaptability.

[70, 241] GMM model and self-calibrated node localization using RSSI and LQI.

[233] Mitigation of shadowing effect using RSSI.

[242] RSSI measurement with better result in outdoor environment.

[196, 231] RSSI based calibration and use of specific propagation models.

[236] Effect of antenna polarization and pattern recognition using RSSI values.

[237, 238, 239] Mobile based localization methods using RSSI measurements.

[71, 200, 209, 211] Self-localization in large scale network using RSSI.

A brief summary of RSSI based method algorithms are given in Table 3.6.

Table 3.6: Summary of RSSI based Localization Algorithms.

Ref. Context of the paper Methodology Focus area/ Review

[70] Guassian mixture model GMM MLE and RSSI GMM-MLE high accuracy

[71] incremental self-deployment RSSI, self-system Energy consumption

[187] RSSI, LNSM model, dynamic nature Least square (LS) and LNSM-DV Better with LNSM-DV as compared to LNSM

[196] simple calibration no deployment info require Average system, only suitable for indoor

[200] Self-localization RSSI, global Coordinates, MLE High computation cost

[209] Hybrid localization RSSI, stochastic approach High energy utilization

[211] self-organized network RSSI, secrete key sharing High energy utilization, low accuracy

[231] RSSI, Interference virtual calibration, worse for WSN Accuracy depend on anchor node density

[233] LNSM, Multilateration moving beacons and clusterization self-positioning, high accuracy

[236] Indoor, clear Trilateration, 8 anchor nodes Low accuracy, polarization

[237] Indoor trigonometric figures, TCL High computation cost

[238] Mobile Weighted centroid, RSSI Low accuracy, coverage

[239] indoor, mobile Weighted centroid, RSSI Low accuracy

Continued on next page
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[241] Self-calibration RSSI, LQI measurement SCCL high accuracy in centroid

[242] Trilateration method and RSSI LS, Pathloss model Good for outdoor

3.5.3 Time of Flight (ToF)

Measuring the ToF of the signal is another important ranging technique. If ToF is

accurately measured, the travel distance can be computed. For distance estimation,

authors in [225] used the ToF with cooperation of RF signals and ultra sound signal.

Both signals of RF and ultra sound are broadcast at the same time. But they arrived at

different time because sound signals travel slower as compared to radio signals. Then

the time resolution for the signals is computed by:

c = 299792458m/s ≈ 0.3mm/ps (3.52)

vs ≈ 1238km/h ≈ 344m/s = 0.344mm/µs (3.53)

where c is a speed of light and vs is a speed of sound in air. The pToF is another

alternatives for measuring time variables by affixing an offset known as pts. This is

basically a start of a specific clock t0, and the emission time. Figure 3.10 shows the

time variables for ToF and offset variable for pToF.

Figure 3.10: ToF, TDoA and pseudo-time of flight (pToF) notations for arbitrary receiver
and source xs.
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Authors in [243] considered a burst mode and exploits the method of two-way

ranging (TWR) that nearly approaches the hypothetical lower bound for extending

accuracy in a noise restricted environment and accomplishes meter level preciseness in

environments with multipath. Estimations are taken at numerous frequencies and consol-

idated together to relieve the effect of multipath channel attributes. TWR method uses

the Two-way time transfer (TWTT) that minimizes the errors of clock synchronization

[244] described as:

T̂ =
tA − tB

2
(3.54)

where tA = tSA−tRA and tB = tSB−tRB . BothA andB are responsible for measuring

the time delay and use local clock for this purpose. tSA is the time sent by the A while

tRA is the time received by the A.

3.5.4 Angle-of Arrival (AoA)

AoA is another type of range based localization algorithms, which adopts angular

estimation instead of distance. The AoA data are typically gathered by using radio

or microphone arrays [245, 246] that helps the receiver to determine the direction of

a transmitter. AoA is not a new idea. Smart synchronization [247] and phased array

radars used AoA methodology have been widely used in civil and military applications.

However, use of AoA in WSN localization is not trivial as the measurement of angle

is much harder to measure than distance. Details of AoA methods can be found

in [247] and [248]. Nevertheless, researchers have contributed much effort in AoA

localization in WSN including (1) effective noise mitigation [145, 146, 149, 249, 250],

(2) practical angle measurements [128, 200, 251, 252], and (3) anchor placement and

limitation of AoA [73, 136, 253]. The first assemblage of AoA measurement is known

as "beamforming" based on the polarization pattern of antenna [254]. Signal wavelength
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can effect the size of measurement unit as shown in Figure 3.11.
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Figure 3.11: Horizontal antenna lobes with AoA measurement.

The transmitter direction is considered as the maximum RSS, when antenna beam

is rotated mechanically or electronically. The beam width and receiver sensitivity helps

to determine the measurement accuracy. By rotating the antenna beam, the receiver

cannot differentiate the signal strength. Parabolic fitting functions can easily be stored

in a wireless sensor node and its inverse function can be utilized for accelerating the

procedure of node localization. Practical implementation is performed for ALRD by

considering the indoor area of 10m× 10m having two beacon nodes. Experimental res-

ults showed a localization error of 124cm [255]. Two other schemes are also proposed,

namely maximum point minimum rectangle (MPMR) and maximum point minimum

diameter (MPMD) for minimizing the localization error. Proposed technique gathers

more beacon signals in order to locate all the estimated locations. Experimental results

in [255] suggested that proposed techniques can minimize the location estimation errors

by 29% to become 89cm.
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In [256], authors considered an agreeable localization in WSNs comprising of nu-

merous anchor nodes outfitted with a direct reception antennas cluster ofM components,

a control unit (CU) and a single antenna target. Synchronous network along with the

flat frequency channels is taken into account for proposed scheme. The triangulation

strategy and the most likelihood (ML) based estimations are typically implemented for

(AoA) based localization in WSNs. However, the localization precision of the triangu-

lation is low, and the MLE requires an initial prepossessing near the exact position to

evade the issue of convergence. In [257], two productive AoA schemes are extracted

from adequate complementary variable strategy.

β̂j = βj + δβj, (3.55)

where βj is the accurate measurement of AoA from jth beacon and noise is measured

by Gaussian distribution with zero mean and σ2
j we get:

δβj ≈ §(0, σ2
j ) (3.56)

then the relationship between neighbour beacon and unknown nodes is presented in the

following form

tan(θ + βj) =
bj − y
aj − x

, j − 1, 2, ..., N (3.57)

where bj and aj is the position of the jth beacon, and θ is the orientation of the unknown

node. In [258], authors proposed a new method for user-centric ultra network (UDN)

using cloud computing. Azimuth AoA was considered for distance estimation and

LoS path between multi transmission reception point and a device. The result of this

technique shows a some meter localization accuracy by deploying ULAs with four

antenna per TRPs.
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3.5.5 Time of Arrival (ToA)

ToA based localization algorithms estimate the location of a node based on the received

time of arrival packet from another node. Considering that both nodes are perfectly

synchronized. The distance is measured by multiplying the propagation speed of a

signal by its propagation time. The receiver notes the time of signal arrival from its

clock. For example, let us suppose a receiver knows the exact packet transmission time,

and then it can calculate the total time for the packet transmission and propagation delay.

Usually ultrasound signals are deployed in ToA based localization systems as shown in

Figure 3.12(a). The distance between each anchor node and mobile object is calculated

by:

d =

(
(t3 − t0)− (t2 − t1)

2

)
· v (3.58)

where t0, t1, t2, t3 and v are the transmission time at the transmitter, reception time at the

receiver, transmission time at receiver and receiving time at transmitter and ultrasound

signals velocity, respectively. In ToA, the multipath fading, time synchronization and

additive noise are the main source of errors. However, the following techniques can

substantially reduce these errors: (1) Error due to multipath: ToA can be adjusted to be

the time such that cross correlation between transmitted signals and received signals

first crosses the threshold. (2) Error due to un-synchronized clocks: All nodes are

required to synchronize their clocks to a reference clock before localization starts. (3)

Error due to additive noise: Cross correlation is used to calculate ToA. To overcome this

limitation a mobility assisted node localization approach was proposed in [259] which

does not require any time synchronization. The author assumed that all anchor-target

links have same SNR for homogeneous network.
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Figure 3.12: ToA and TDoA methods

Linear approach based on localization is also another methodology to locate the

position of source node. Four other linear methodologies known as Weighted Linear

Least Squares (WLLS), Subspace Approach (SA), Linear Least Squares (LLS), and

two phase Weighted Linear Squares (WLS) are presented in [260].

• LLS technique uses the least square method for calculating the position of un-

known node.

• Subspace approach uses the ToA statistics in form of matrix for calculating

position of unknown node.

• Weighted linear least square uses the weighted symmetrical matrix for the calcu-

lation of position of unknown node.

LLS approach is represented as r = f(x)+n mathematically. The distance between

the kth sensor and source node denoted by dk is a ToA form d is presented by :

dk =‖ X− Xk ‖2=
√

(x− xk)2 + (y − yk)2, k = 1, 2, ..., K (3.59)
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In [261], a semi-definite relaxation (SDR) method was approached based on ToA

distance measurement. It resembles a hybrid approach that first use MLE with minimiz-

ation of constrained weight (CWLS).

A critical analysis of the localization of multiple transmitting signals sensors that

are using ToA based calculations in WSNs are discussed in [262]. Multiple source

localization is quite complicated problem as compare to the single source localization,

as anchor nodes are not aware of link between the source nodes and calculated signals.

In this case it is not conducive to apply prevalent single source customization methodo-

logies to solve the problems related to the multiple source localization. This complex

problem of multiple source localization is addressed through optimization. ToA of the

source j is measured by the ith sensor is presented by:

ti,j =
1

c
‖ Xi − Yj ‖ +τj + ηi,j, ∀ i = 1, 2, ..., N, j = 1, 2, ...,M (3.60)

where c is a speed of light, τ is a initial transmission time for j which is not known and

ηi,j is a ToA based noise measurement. Another work in [263] is based on quantum

field theory (QFT) with single time observer. The only difference in this technique is

the use of Newton-Wigner operator rather than CRLB. The accuracy was limited as the

focus area was energy based system.

3.5.6 Time Difference of Arrival (TDoA)

TDoA is much similar to ToA in the sense that the receiver still requires the arrival

time of signals, but in TDoA it can receive two signals with different frequencies as

shown in Figure 3.12. Usually an acoustic and radio signal is used for TDoA method.

Upon receiving a RF signal, the receiver time is started to measure the elapsed time

until acoustic signal is received. Therefore, global time synchronization is not required
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among the sensor nodes. The distance d between a receiver and a transmitter can be

calculated as:

d = ((t3 − t2)− (t1 − t0)) ·
(
vRF · vUS
vRF − vUS

)
(3.61)

where t0, t1, t2, t3, vRF and vUS are the transmission times of RF signal at transmitter,

ultrasound transmitter time, RF receiving time, ultrasound signal receiving time, the

speed of RF and ultrasound signals, respectively. In [264], the accuracy and correctness

of 3D localization is critically analyzed for the indoor environment and hardware

designed for this purpose. It is further demonstrated that accuracy is an essential

characteristic of localization systems and it also influences the other components based

on quality of service like latency and update rates. To minimize consumption of energy,

network sensor node pairing methodology is implemented to gather the TDoA based

estimations while ensuring the quality of node localization [265]. Proposed solution in

[265] included finding a minimum size dominant set known as (MSDS) for a multi hop

graph.

t̂i,j = di,j/v + ei,j where di.j =‖ Xi − θ ‖ and xi = [Xi, Yi]
T (3.62)

where ei.j is a TDoA estimation. A novel technique based on the utilization of neural

networks and TDoA technique for localization of source node was presented in [266].

Two neural network based models named as Radial Basis Function (RBF) and Back

Propagation Network (BPN) model were simulated for the source localization. The root

mean square of this system is calculated as follows:

rmse =

√
(xi − x̂i)(yi − ŷi)

n
(3.63)
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where (xi, yi) are the original coordinates of the ith data nodes and (x̂i, ŷi) are the

coordinates for the estimated position of ith node. The work in [267] is an hybrid

technique based on TDoA and RSSI with improved convergence accuracy and pre-

ciseness by adding RSSI measurements collaborative communications between sensor

networks and Wi-Fi. Two estimation expansions based on the maximum likelihood

(ML) and Taylor series (TS) were proposed to solve the non-linear TDoA and RSS

based equations. Received signal power is calculated as follows:

P r
i = Ki · (P t

i /d
a
i ) where i = 1, 2, ..., N (3.64)

where Ki is a factor that affect signal power, P r
i is a received signal power, while P t

i is

a transmission power and dai is a distance of source from receiver.

Authors in [268] discussed the performance of TDoA based localization methodolo-

gies by considering the binary phase shift keying (BPSK) signals. The cross correlation

among the temporary sensors is employed for the estimation of TDoA based localization.

Major benefit of using generalized cross correlation (GCC) as compare to the cross

correlation (CC) is that GCC gives considerable resistance against the interference of

noise and capability of solving the multi path problems. By two-signal detection and

sample counting methods, time synchronization necessity can be removed [269], while

maximum resolution based on time can be accomplished. A mathematical model for

expressing the TDoA between A and B is as follows.

TAB =
1

v
(dAB − dAA)− (TB2S − TA2S) (3.65)

where dAB is a distance between speaker of Ás and microphones of B́ whereas dAA is

used to denote the distance from Ás speaker to Á microphone.
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3.5.7 Triangulation

Triangulation is a process of computing the angle β information of an unknown node

from two anchor nodes A1 and A2 as shown in Figure 3.13. The distance between

anchor nodes is also known, then the localization is estimated through sine or cosine

rules:

Sines Rule:
A

sinα
=

B

sin β
=

C

sin γ
(3.66)

Cosines Rule:

C2 = A2 +B2 − 2AB cos(γ) (3.67)

B2 = A2 + C2 − 2AC cos(β) (3.68)

A2 = B2 + C2 − 2BC cos(α) (3.69)

where α and γ are the known angles at anchor nodes.
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Figure 3.13: Triangulation method
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Another localization technique with minimum number of anchor nodes was presen-

ted in [270]. However, it is expected that the detecting scope of every sensor can be

broadened to ensure certain triangulation, thus just three anchor nodes are needed to

localized nodes in 2D plane. Similarly, the author in [271] used triangulation scheme

for mobile robot localization.

3.5.8 Trilateration

A most fundamental form of position estimation is trilateration. The location is com-

puted through finding the intersection of three or more circles, where anchor nodes in

the center and radius is used as a distance between sensors and anchor nodes. It is based

on the fact that the sensor node should lie within the intersection of the three circles.

This phenomenon is illustrated in Figure 3.14.
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Figure 3.14: Trilateration method

Assume we have an accurate distance at three anchor nodes with a position (xi, yi), i =

1, 2, 3, the Euclidean distance between three anchors and unknown node is given by:

(xi − xun)2 + (yi − yun)2 = r2
i (3.70)

where xun and yun are the coordinates of unknown nodes.
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3.5.9 Multilateration

Multilateration is related to the standard developed by Secondary Surveillance Radar

(SSR). The complete description of such standard is given in [272]. Initially these

systems were designed for airport surveillance system, including for surface vehicle

and air crafts. In this technique receiving stations are also deployed within the area of

interest. Two types of transmission the Mode A/C and Mode S is used in multilateration.

Then the received signal is transmit to the Central processing unit (CPU) where the

target position is estimated. The standard version of multilateration is used by TDoA as

shown in Figure 3.15.
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Figure 3.15: Multilateration System

3.6 Range-Free Localization Algorithms

In range free localization algorithms, there is no hypothesis about the availability of

absolute distance between the nodes. Hence, the sensor node location can be estimated

through the radio connectivity information of each sensor.

Range-free approaches simply used sensing features such as localization event

detection, wireless connectivity and beacon proximity [197, 272], providing low cost

techniques with reasonable accuracy. RSSI becomes unstable with the use of RF
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signals that are vulnerable to environmental effects [273]. As a well-known range-free

localization technique, fingerprinting based localization will be accomplished in of

offline and online phases. In first phase, RSSI is collected from each access point and

stored in a database. In online phase the collected data set is used to determine the

node position. Fingerprinting is grouped into several different methods such as the

ray tracing model [274], support vector machine [275], data mining techniques [276],

probabilistic methods [277] and some others based on kalman filtering [278]. In an

indoor environment the idea of fingerprinting may have poor accuracy due to multipath

fading. The RSS fluctuates in the presence of multipath fading. This may occur due to

several factors, such as building structure and presence/ movement of people.

3.6.1 Centroid Algorithms

Range-free localization schemes such as centroid localization (CL) [197, 214] were

proposed due to simplicity and robustness to changes in wireless propagation properties

such. Anchor nodes are used to transmit known location periodically to all neighbours

within a communication range. The node will be in the communication range of an

anchor node if it receives enough messages. Consequently, the average of x and y

coordinates of several anchor nodes is calculated from beacon to neighbours. This is

known as centroid and is used as the estimated location for the node. The centroid

based algorithms only relies on the connectivity information.

In the two-dimensional and linear CL, anchors with known positions Aj send their

position coordinates Ajx and Ajy along with their IDs to nodes Ni, with coordinates

Njx and Njy, in their neighbourhood. Nodes can now calculate their position based on

the anchors around them according to the following formula:

Ńi =
1

N

n∑
j=1

Aj (3.71)
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with the error:

Ei =

√
(Ńix −Nix)2 + Ńiy −Niy)2 (3.72)

In [279, 280], author used CL for applications such as vehicle and luggage trolley

tracking in airports. One drawback of CL method is that the random noise can be reduced

but not fully eliminated in centroid based techniques. Another drawback with CL is

that the nodes are expected to exchange many data packets for every positioning cycle.

To improve the calculation in real implementations, weighted centroid localization

[215] was proposed. In WCL, weightings are introduced to scale importance of anchor

nodes in the neighbourhood depending on their distance to the node as shown in Figure

3.16. The expression (3.71) is expanded to include weight on the neighbour gateways

described in (3.39). WCL algorithm has several disadvantages due to its time consuming

and high maintenance cost issues.
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Figure 3.16: Weight calculation in WCL

1. In WCL beacons with known positions Aj(x, y) send their IDs and positions

to nodes Ni(x, y) in their neighbourhood. However, this means that the nodes

will have to spend significant amount of radio time in listening and receiving

information from anchor nodes as the mobile anchor nodes move around the
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area. They also have to compute their positions before sending those over to the

gateways. This means devices operated on battery utilize much energy and may

shut down early. This was already true with CL, but the situation even exacerbates

for WCL since the nodes are now undertaking the additional burden of calculating

the weights from LQI readings. Hence, a practical WCL system will not be energy

effective and will suffer from high maintenance costs. Furthermore if weighted

value is set to 1, the WCL algorithm fall into centroid algorithm that also effect

on overall performance of the system as CL methods don’t use LQI ranges being

calculated at the start of the system.

2. Due to the large distance-dependent variations in the path loss exponent in (3.39),

we do not have a consistent method for all distance measurements. A practical

system cannot use different path loss exponents for short distances and for long

distances, unless one modifies the path loss exponent dynamically as a function

of distance.

3. The distance is also part of the equation to derive the weightings. A mechanism

is required to calculate distance that is an extra burden to system. Thus we need

an expression to derive the weighting directly from the LQI ranging.

4. If there is a change in environment, re-calibration of the weights is needed,

resulting in delays in the system and put further load on the nodes.

. In [281, 282], authors proposed a trigonometric method that does not require any

special hardware or time synchronization, known as Triangular Centroid Localization

algorithm (TCL). Simulation shows that TCL improves the performance of CL by 54%

and WCL by 64%. With LQI values, TCL get 38% improvement over CL and 64.98%

over WCL.
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3.6.2 DV-Hop Algorithms

DV-hop is a distributed localization technique based on distance vector routing and

connectivity measurements. Although DV-Hop is more complex, but it provides more

accurate estimation [247, 272] than CL. DV-hop algorithm localizes sensor nodes in

two steps. In first step anchor nodes broadcast beacon messages throughout the network

to exchange localization information and count the number of hop among them. After

getting these information’s, anchor node compute the physical distance for 1-hop as

follows:

d̂hop =

∑
i 6=j dis(ni, nj)∑
i=j hop(ni, nj)

(3.73)

where hop(ni, nj) and d(ni, nj) are the minimum number of hops between ni and

nj and physical distance, respectively. In the second phase, an arbitrary node vi can

compute its physical distance to anchor node as:

d̂is(vi, ni) = d̂hop.hop(vi, ni) (3.74)

A localization error of 0.2 ∼ 0.45R is reported in an isotropic network with 100

nodes and average node degree of 7.6 [247]. Therefore, in DV-hop system each node

computes its position based on average hop length and shortest path to each anchor

distance as shown in Figure 3.17.
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Figure 3.17: Hop count in DV-hop algorithm
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In [283], authors used a similar method for hop-based distance measurements

known as Hop-TERRAIN. An iterative refinement step was introduced for location

adjustment based on radio range and local sensing results. At any iteration w, the

position of arbitrary node vi can be recomputed based on neighbour position obtained

from iteration w − 1 as well as sensing results. The refinement step can enhance

the localization accuracy and performance. Hop-TERRAIN summarizes three further

guidelines: (1) a high connectivity, (2) reasonable anchor within a particular region,

and (3) anchor nodes deployment on a right place, i.e., at the boundary of the network

to solve coverage problem. Amorphous design is another technique can compute the

hop-distance from sensor to remote anchor [284] known as Amorphous design. As

compare to DV-hop, Amorphous can be computed by:

d̂hop = R.(1 + e−nlocal −
∫ 1

−1

e−
nlocal
π

(arccos(t)−t.
√

1−t2dt) (3.75)

where R is a unit disk graph (UDG) radius and nlocal is a neighbourhood size. According

to the (3.75), each distance hop is dependent on nlocal rather than total nodes in a network.

Amorphous design also improves the hop-based distance computation described as

follows:

s(vi, ni) =

∑
vj∈N(vi)

hop(vj, ni) + hop(vi, ni)

| N(vi) | +1
(3.76)

where ni is a 1-hop neighbour, s(vi, ni) is a distance between target and anchor node.

The performance analysis of DV-hop [247], Hop-TERRAIN [283], and Amorphous

design [284] is given in [126].
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3.6.3 APIT Localization

In [218], authors proposed a localization technique that iteratively compute the position

by testing the node location within the chosen triangle. Two criteria, including area and

minimum angle, were used to select an optimal triangle. This procedure was repeated

until the distance threshold was reached. This system is not good especially for outdoor

environments. APIT test is basically a division of area into multiple triangles as shown

in Figure 3.8. The anchor nodes are deployed on the edge of triangle that forms a

vertices of the triangulation region. The test is also repeated for all sensors as well as

anchor nodes. After that, the localization is measured using center of gravity (CoG) on

overlapped triangles. APIT has the following steps:

1. Obtain the location of n anchor nodes.

2. For each unknown node, perform point of triangle ( PIT) test.

3. If the node is inside, the triangle add it to InsideSet.

4. Break the test and gain RSS from anchor nodes.

5. Estimate the position as CoG, i.e., CoG(
⋂
Ti ∈ InsideSet)

If the node is not InsideSet move it to the inside triangle. In case of static network

where node can not move, PIT is defined as

Definition 3. If no neighbour node is close to all three anchors. The node is assumed

to be inside the triangle.

The two different proposition of PIT test is shown in Figure 3.18. If the node is

close to point M and lies between the triangle of anchor nodes the node is InsideSet.

To overcome the problem of In-To-Out and Out-To-In error, an improved version of

APIT was presented in [285] shown in Figure 3.19. Large number of anchor nodes and

overlapped triangles are the main drawbacks of APIT scheme.
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Figure 3.18: Point in triangulation test in two proposition
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Figure 3.19: Error scenario of APIT test

Voronoi diagram based overlap region localization algorithms related to APIT

algorithms were presented in [286].

3.6.4 Fingerprinting

Fingerprinting is another popular method in wireless localization. Refs [223, 224, 287]

explained how to use RSSI as fingerprints. In general, fingerprinting consists of offline

site survey and online location estimation. During offline phase, the central database

is filled with the fingerprints of each location. During the online phase, a node sends

queries to the database for its locations and the k nearest neighbour (kNN) is used

to find out which fingerprints from the database respond to the received signal. This

scheme measures the Euclidean distance in signal space between the received signal

and record in the database. The location with the minimum distance is chosen as the

estimated location of the localized node.
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A system utilizes fingerprinting data to characterize a model that partners to the

deliberate information of positions where they are made. To this end, a fingerprinting

database containing RSSI measures for each reference node related to its position is

built. The model then used RSS techniques and built a database table. These RSSI

measurements are utilized with the characterized model to assess the information about

nodes. The online and offline mode is shown in Figure 3.20 and Fig 3.21.

��

��������	�
���	����
	
���
�

�������������	
��
��

�������������	
��
��

�������������	
��
��

�����

�������������	
��
��

�
����
�

	
��
��

	
��
��

	
��
��

�

	
��
��

����

����������

�������

������

�������

������

����������

�������

 �������

!���"���

#�#�$

Figure 3.20: Fingerprinting in online mode
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Figure 3.21: Fingerprinting in offline mode

3.6.5 MDS-MAP

Multidimensional scaling [169] was designed to use in mathematical psychology. This

scheme have many variations according to the network structure, deployment and

environmental factors. The most famous and well-known scheme is MDS-MAP [191],

that is a simplest form of multidimensional scaling. The main idea is to arrange different

object in a space with different dimensions and size that can be used to reproduce the
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dissimilarities in the object. In adaption to a localization algorithm, the objects are

basically the nodes and dissimilarities are the distance estimates. By applying the

linear algebra and law of cosines, the MDS reconstruct the relative estimation based on

distance computation. At last, a relative map is transformed to an absolute MAP based

on location information of anchor nodes. The following steps are taken in MDS-MAP

scheme.

1. Estimate shortest path between all pairs of nodes. The values of shortest path is

stored in matrix D.

2. MDS is applied to the distance matrix D to construct 2D and 3D relative map

depending on the network structure.

3. Make sure the network have enough number of anchor nodes. Relative map is

transformed to absolute MAP obtained is step 2.

Shortest path can be computed through Dijkstra’s or Floyd’s algorithm. The time

complexity of shortest path computation is O(n3). According to [169], the accuracy

and performance of MDS-MAP is highly dependent on the connectivity information

between the nodes. A high density of node (a minimum of 12 nodes) is required to

reduce the error. Another point to consider is that the high accuracy is achieved if range

information is used, but not the connectivity information. MDS-MAP is first tested in

7× 7 grid network as shown in Figure 3.22 taken from [288].
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Figure 3.22: MDS-MAP testing with R=0.5

Progressive MDS known as hierarchical MDS or HMDS was proposed for 2D

localization estimation having three stages named as cluster creation, localization

based on the intra-cluster, and merger of coordinates that are obtained in the intra

cluster localization step. The primary disadvantage of this algorithm is that if there are

numerous disjoint clusters in the framework exists, then it will be difficult to perform

mapping between local and global coordinates system. So the error rate is high in

case of shortest distance calculation, which generates the high localization errors [289].

MDS and trilateration were used simultaneously in [290] to solve the energy problem in
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WSNs. When all distance are acquired, further calculation for discovering positions does

not require correspondence among nodes. MDS is certainly not only energy efficient

but also promising for any improvement system. Benefits of employing trilateration

after initial processing are that it estimates locations accurately and gives good initial

localized points.

3.7 Mobile based Localization Algorithms

In this section, localization algorithms addressing mobility in WSNs are reviewed. For

simplicity, we divide mobility based methods into three different parts: 1) algorithms

with mobile anchor nodes for static target localization, 2) algorithms proposed for

mobile sensor nodes by using static anchor, and 3) algorithms having mobile anchors to

localize mobile sensor nodes.

The performance analysis of static anchor and static network localization algorithms

is given in Table 3.7.

Table 3.7: Comparative study of static anchor and static nodes localization Algorithms.

localization Technique Ref. Accuracy Energy Anchor Density Node Density

Connectivity based

algorithms

[272] Medium High Low High

[157] Average Average Average High

Centroid based algorithms

[121] Medium High Low Low

[215] Average High High Low

[230] Medium Average Average Low

Energy attenuation

algorithms

[89] Average Average Average Average

[181] Medium High Average Average

Region overlap algorithms
[290] Average Average Average Low

[291] Medium Low High Low

verification based algorithms [235] Average Average High Average

Anchor placement algorithms [116] Medium Low Low Average

Anchor upgrade algorithms [70] Average High Low Low
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3.7.1 Mobile Anchors and Static Nodes

In WSNs, some techniques used mobile anchor nodes to compute the location of static

nodes according to specified trajectories. For this purpose, localization requires two

parts to accomplish. One part is to localize nodes using some geometric method [292,

293, 294, 295] and the other part is path planning [296, 297, 298]. The development of

path planning is beyond the scope of this thesis. However, we review main trajectories

for path planning to provide a way for mobile anchor-based localization. In mobile-

assisted localization (MAL), distance is computed through a mobile node between

different pair of nodes. In [296], authors follow a periodic trajectory and mobile

anchors broadcast its location information to all static nodes. Then, the RSSI is used to

calculate distance between static and mobile location assistance (LA) node. Further, for

finding the node position. According to the simulation result with the error distance of

10% of the communication radius, the positioning accuracy is 11.2%. The requirement

of LA equipment is a drawback of this technique. Another technique proposed in [293]

is a sphere-based localization that change the whole scenarios into linear system to

measure the coordinates of unknown nodes. The benefit of this scheme is that it does

not require any LA device, so the nodes only localize themselves by interacting with

mobile nodes as shown in Figure 3.23.
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Figure 3.23: Sphere-based localization algorithm
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According to the Figure 3.23, the mobile node broadcast its location information on

different points P1, P2, P3 and P4, then a sensor nodeN estimate its distance coordinates

based on these four beacons. Another flying anchor method was proposed where all

anchors are equipped with GPS receiver [294]. Each unknown node calculates its

location based on geometry principles after receiving packets from mobile anchor

nodes. From intersected circle, there are two lines perpendicular to intersection circle.

Thereafter, the intersection point is the estimated position of the node as shown in

Figure 3.24. According to the simulation results, the error is 1.6m with a radius of 15m.

However, in case of centroid based methods, the error rises to 2.4m.
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Figure 3.24: Mobile anchor localization with GPS receiver

A mobile anchor node can moves along a specific trajectory and send information

beacon in path planning algorithms. A S shape trajectory was proposed in [299]. In a

sensing region, the unknown node receives beacon periodically from mobile anchors to

estimate its coordinates. A well known algorithm for 3D network with three different

trajectories, namely SCAN, DOUBLE SCAN, and HILBERT was proposed in [300] as

shown in Figure 3.25. The length of SCAN is shorter but many mobile anchors broadcast

beacon same time when it moves to the straight line. DOUBLE SCAN increases the

path on y-axis that solves the co-linear problem, but the positioning accuracy is average.

Therefore, HILBERT increase the path turns to increase the localization accuracy. For

initial simulation, an area of 420m× 420m was taken that gives a an error distance of
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0.86m for SCAN with trajectory length of 3780m. In DOUBLE SCAN, the counted

error distance is 0.85m for 4080m of trajectory length, and for HILBERT, its has an

error distance of 0.88m and a trajectory length of 3840m. The comparison of mobile

anchor and static node localization algorithms is given in Table 3.8.
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Figure 3.25: Three different trajectories for path planning

Table 3.8: Comparison of mobile anchor and static target localization algorithms.

Ref. Accuracy Node Density Path length Travelling speed Energy

[293] Good Average Average Fast Medium

[294] Good Medium Average Fast Medium

[296] Average N/A Short Medium Low

[297] Good Low Average Average Average

[298] Average Low Average Medium Low

[299] Good Low Low Fast Medium

3.7.2 Mobile Anchors and Mobile target

In this kind of schemes both anchor and target nodes are mobile. The topic of mobile

anchor and mobile target is not a major concern of this thesis, so we briefly explain
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the idea to complete our discussion. From the literature study, we have divided these

algorithms in to two categories: probability distribution localization [121, 272] and time

based localization algorithm [300, 301]. In probability based schemes, the unknown

nodes can only predict their coordinates information using probability distribution

function. The best example of this scheme is MCL [133, 192], in which node can detect

neighbour position. The network coverage is the main issue for this kind of localization

algorithms. Similarly, in time-based localization algorithms, the system only relies

on continuous movement of mobile anchor to identify the mobile target. The idea to

localize mobile target node is to find the coordinate information in a very short interval

of time [300]. The comparison of this kind of algorithms is given in Table 3.9.

Table 3.9: Comparison of mobile anchor and Mobile target localization algorithms.

Ref. Accuracy Node Density Path length Travelling speed Energy

[133] Good Low Low Average High

[192] Good Low Low Low High

[300] Average High High High High

3.8 Summary

Generally speaking, range-based and range-free are two groups of localization in WSNs.

Time synchronization at both sending and receiving devices is a strict requirement in

range-based algorithms. However, the algorithms presented in range-free group are

much easier to implement. The fundamental localization techniques are triangulation,

trilateration, MLE, and multilateration.

Different criteria were taken in classifying the localization algorithms, such as

single-hop versus multi-hop, centroid versus distributed, anchor versus non anchor and

GPS based etc. The high computation power is needed for centralized algorithms but
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can execute complex mathematical operations. This helps sensors to send data to a

central server for further operation. APIT, DV-Hop and MDS are range-free algorithms

that provides higher accuracy as compared to range-based systems.

Mobile based algorithms are also classified based on the network infrastructure.

Based on the comparative study, mobile based systems are classified into static nodes

and mobile anchor, mobile anchor and mobile target and static anchor and mobile

target. Mobile anchor-based algorithms requires trajectories to operate. However,

network coverage and power consumption are main issues with this kind of algorithms.

Techniques like fuzzy logic and kalman filtering can be used to refine the coordinates

of the nodes and provide high accuracy even in presence of noise.

In this Chapter, we started with the description of localization problem statement

and describe the localization in WSN in a bit detail. The localization estimators

including statistical and geometric estimators are explained in detail, along with their

types, algorithm and implementation in different scenarios is also being discussed.

The main focus of this Chapter is the classification of localization algorithms that is

classified and explained including, centralized versus distributed, range-based versus

range-free, anchor-based versus anchor-free, GPS versus non-GPS and fine-grained

and coarse-grained. A detail study of range-free and range-based algorithms along

with their localization measurements and models is also a part of this chapter. In a

range-free algorithms the well-known localization schemes including APIT, MDS-MAP

and DV-hop is discussed in detail. Finally, we also presents a taxonomy and survey

of mobile based localization algorithms, which classify in to mobile anchor and static

nodes, static anchors and mobile nodes and mobile nodes and mobile sensors. The

comparison analysis of all the proposals are also presented and being compared in the

form of tables.
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Chapter 4

Localization using Parametric Loop

Division Method

This chapter mainly focuses on the sensor localization using parametric loop division

(PLD) and subdivision surface methods. Subdivision surfaces becomes popular in many

areas, such as geometric modelling, games and mostly in pattern recognition and image

processing due to their capabilities of transforming any shape to one spline surface. The

generation of subdivision surface is through refining and transferring control to next

level and by reducing the surface area. Therefore, subdivision surface are computed

by refining the points known as parametric points in iterative form. Interpolation of

surfaces is also possible if the refine coordinates compute mesh parametric points known

as interpolating schemes.

The most famous subdivision schemes are presented in literature such as Doo-Sabin

scheme [302], Catmull-Clark scheme [303], and Loop division scheme [304]. Whereas,

Butterfly scheme [305], and Kobbelt scheme [306] are the interpolating schemes. The

main difference between Loop division methods and interpolating subdivision schemes

is the generation of next parametric points in Loop subdivision while the computation of

new vertex is in the interpolating methods. Interpolating is easy and simple to implement
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because of its capability of handling mesh vertices in a large networks. However, it is

not possible to move vertex after its initial computation so it is not suitable for mobility

networks.

On the other hand, Loop subdivision does not interpolate their points in a control

mesh. Therefore, it is possible to use these kinds of schemes in mobile networks.

One way is to compute global optimization by creating a global linear system having

fair constraints to eliminate biased values [307, 308]. In a large scale networks the

computation cost is the main factor that degrades the quality of the network. To

avoid such cost, methods like two-phase subdivision were proposed [309]. A method

proposed in [310] used Catmull-Clark subdivision, which avoids to solve a system of

linear equation by using similarity concept in points construction phase.

All the subdivision methods only interpolate approximate points to compute linear

surfaces. None of the methods is available to measure the parametric points and reduce

the surface size at the same time. That is why a 3D localization scheme based on

parametric points and subdivision surface is proposed in this thesis. Our main focus is

to improve localization accuracy by minimizing the computation cost and mitigating

the deployment of anchor node dependencies. Loop division approaches were never

used for WSN localization and it is a first time to be used for localization purposes due

to its simple rules, triangular controllable meshes, and excellent continuity [311]. This

is basically a 3-order B-spline and surface split approach, in which parametric points

are computed with the help of control vertices within the 3D earth space and step size.

Definition 4. Triangulation mesh is used for pre-localized nodes. This is different from

APIT, which gets localization information from overlapped triangles.
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4.1 Theory of B-splines and Subdivision

In numerical analysis, B-spline also known as basis spline, which is a function of

spline with minimal support with respect to given smoothness, degree, and domain

partition. The degree of spline function is a major factor that can be defined as a linear

combination of B-splines. These B-splines are used for numerical differentiation and

curve fitting of experimental data. These knots or curve fitting points are known as

central points in computer graphics and computer-aided design. In a spline function, a

degree d spline curve f can be obtained through n control points (ci)
n
i=1 and n+ d+ 1

knots (ti)
n+d+1
i=1 and it can be written by

f =
n∑
i=1

ciBi, d (4.1)

where {Bi, d} are B-splines.

Definition 5. Let t = (tj) be a vector sequence and d be a non-negative integer, then t

is the non-decreasing sequence up to d+ 2. Then, the B-spline is defined as

Bj,d,t(x) =

(
x− tj
tj+d − tj

)
Bj,d−1,t(x) +

(
tj+1+d − x
tj+1+d − tj+1

)
Bj+1,d−1,t(x) (4.2)

The value of Bj,0,t(x) is 1 if tj ≤ x < tj+1 and 0 otherwise. Let us assume if

B-spline degree is 1, then we have:

Bj,1(x) =

(
x− tj
tj+1 − tj

)
Bj(x) =


(x− tj)/(tj+1 − tj)

(tj+2 − x)/(tj+2 − tj+1

0

(4.3)

Figure 4.1 shows that B-spline contains polynomial pieces with different breaks
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(step size) in a knots (vertex). In Fig 4.1(b) the knots are identical and Bj,0 = 0. The

subdivision rules of B-spline curve in case of uniform spline are related to binomial

coefficient. How local averages are subdivided in to different surfaces are presented in

[312].

�

�
��������������������������������������

�

���

��	

���
�

�
��������������������������������������

�

���

��	

���

���������������������������������������������������������������������������

Figure 4.1: A linear B-spline with (a) simple knots (b) double knots.

According to the algorithm presented in [312] control vertices are subdivided as

follows

......, P ◦−2, P
◦
−1, P

◦
0 , P

◦
1 , P

◦
2 , ......... (4.4)

in ∆ step size linear subdivision is expressed as

P 1
n =


P ◦n/2

(P ◦(n−1)/2 + P ◦(n+2)/2

(4.5)

The new control vertices are generated using d− 1 average step sizes.

P k
n =

1

2
(P k−1

n + P k−1
n+1 ), k = 2, ...., d (4.6)
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we proposed a more desirable approach to calculate parametric points even for a circular

network or any form of network as explained in section 4.4.2. We observed that degree

of nodes, deployment, step size and control vertex are the main elements to subdivide

the surface for computation of node localization. For the localization and triangulation,

we need to take the average of three nodes to compute control vertex and to form a

convex combination of these nodes.

Definition 6. Let us consider n points, the convex combination (ci)
n
i=1 is expressed as

(λ1c1 + λ2c2 + ......+ λncn), where λ denotes the average of control vertices, mid point

and degree of nodes.

The convex of two points is denoted by a straight line, whereas a triangle is used

to express the three convex points. In general, the convex hull of different points are

shown in Figure 4.2.
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Figure 4.2: Initial formation of different convex hull (parametric) points.
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4.2 Related work

Development of an indoor positioning system (IPS) requires a detailed analysis of

deployment area, user requirement and application description to prove the research

and development in the field. Generally, a localization algorithm should be robust,

accurate, and efficient in terms of communication cost, energy, and computation cost. A

localization technique should also be reliable and tolerant to the node failure.

A very well-known technique based on approximate point in triangulation test

(APIT) was proposed in [218]. The idea is based on overlapped triangles and interpola-

tion of nodes. The concept of the APIT is seems as subdivision surfaces but it is based

on geometric estimators. A target node in APIT is chosen and select three beacon nodes

to test whether it is in the triangle or not. The test is performed in different steps, in

which a node can exchange reference points and perform PIT test. After that, these

points are aggregated to compute approximation. Then, the center of gravity (CoG)

is used to calculate node position through centroid localization. Simulation shows

that APIT provides better results as compared to other range techniques with lower

communication overhead and random node deployment.

APS [247] and MDS-MAP [169] are also famous range-free localization schemes.

Initially, Multilateration was not possible under APS because none of the sensor node

received enough beacons from at least three anchor nodes. A combination of technique

like distance vector and GPS triangulation was used to perform localization. For

distance computation, immediate neighbour were used to estimate distance between

anchor and neighbour nodes. This scheme is based on distributed network that does not

rely on any special infrastructure.

MDS-MAP [169] is based on pure mathematics psychology, which shows a structure

of nodes as a geometrical picture. MDS-MAP require different steps such as estimation

of distance between the possible pair of nodes, determination of node localization and
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normalization of coordinates using anchor node information.

4.3 Proposed PLD Algorithm

4.3.1 Basic idea of PLD algorithm

The objective of PLD scheme is to estimate the actual localization volume and find

the node position in 3D space. A brief example of subdivision was explained in [311]

where 3D images are generated using triangulation subdivision approach. In each step

triangles are subdivided into pairs with the addition of extraordinary nodes in its control

ring matrix. For the triangulation purpose, three nodes are elected at every initial step.

A node starting the operation of PLD is known as reference anchor, which further helps

to produce parametric points. The work involves the development of novel solution

which utilizes the anchor node position information to calibrate nodes with unknown

target. This allows localization scheme to function even in a changing environment that

increased reliability and accuracy of the proposed scheme.

In a proposed technique, reference points can helps to produce new parametric

points by calculating the mid-points and by taking step size that falls within the network

boundary. The distribution of parametric points, which divide the complete region using

Loop division are shown in Figure 4.3.
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Figure 4.3: Nodes distribution in PLD and mid-point calculation.

The deployment of the anchor nodes on the boundary of the network helps our

solution to solve the problem of network coverage. That is why PLD scheme helps to

localize sensor nodes in random and uniform distribution of anchor nodes. Within the

PLD, network region can localized a number of sensor nodes distributed in 3D space

after each iteration. It is also possible that there is no node within a region due to not

having enough node or node failure. In this case, a control is transferred to next iterative

mode. That is the beauty of the parametric points, provides continuity in the operation.

Moreover, the total number of nodes in each PLD network is determined and estimate

localization. By this parametrization process, each node in a network have information

about sum of received power from all the anchor node. The combination of mid-point

and parametric node position with adjustable step size can helps to form triangles within

the region.

As stated earlier, the sum of RSS recorded at each parametric point is being com-

pared against a pre-defined threshold. If the sum of the RSS is smaller than the threshold

value, the RSS value of corresponding parametric point is recorded in the storage mat-

rix. Otherwise, the point will be discarded. The loop will be terminated when all

pre-localized nodes are found against each anchor node and mid-point is shifted up

and down through the value of step size ∆. The localization volume is estimated from
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storage matrix after recording the step size upward or downward. The position of each

unknown node is also computed through centroid based formula and localization error

is calculated.
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Figure 4.4: Generation of parametric points in Loop division.

Let us consider the network shown in Figure 4.4, assuming that triangle4M1A1A2

is the selected region for repeating the above mentioned process. After completing

the first iteration with the base function, a similar region of triangle 4M1P1P2 is

produced with parametric points. This process generates similar triangulation structure

in continuous paramterization of Loop. The control will be transferred from one to

another triangle with the help of base function parameter, that shrinks the volume of the

region. Midpoint is also recalculated with parametric points. For a fair system, A+ 1

anchor nodes are deployed followed by Ath anchor nodes in each network. The key

notations used in a PLD scheme are summarized in Table 4.1.

Table 4.1: List of key notations used in PLD.

Notation Explanation

Mi Mid-point at each PLD network.

Ai ith anchor nodes.

Pi ith parametric points produced after each iteration.

Continued on next page
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vi volume of ith parametric looped network.

ki Non-overlapped PLD networks.

DN→N Distance from a sensor node to all other sensor nodes.

DA→N Distance from an anchor node to all other sensor nodes.

∆ Step size in PLD network.

α Parametric function of PLD network.

γ Representation of change in center point.⊗
Working boundary.

ϕ Target nodes in each ki network.

x̂, ŷ, ẑ Cartesian coordinates of estimated node position.

η Anchor nodes in each ki network.

4.3.2 Problem Formulation and Assumptions

The idea of PLD localization scheme is different from APIT [218]. In APIT, the

triangles were overlapped that increased the communication as well as computation

cost for localization. Therefore, in the proposed PLD scheme, we maintain a system of

non-overlapped triangles. Let us assume a non-overlapped network K = k1, k2, ..., kn

with a network volume of V = v1, v2, ..., vn. Assuming that A anchor nodes and N

sensor nodes are randomly deployed in a interested region. Every sensor node preserves

a set of parameters as:

N = {Ni(xi, yi, zi), Ai(xi, yi, zi), DN→N , DN→A}, i = 1, 2, 3, ..., n (4.7)

where xi, yi, zi are the ith node coordinates. Correspondingly, each anchor node pre-

serves a set of parameters as:

A = {Ni(xi, yi, zi), Ai(xi, yi, zi), DA→N , DA→A}, i = 1, 2, 3, ..., n (4.8)
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Two kinds of nodes are involved in a system, anchor and sensor nodes. Anchor nodes

have known position information. TheA anchor nodes andN sensor nodes can compute

the position in a 3D space denoted by:

ni = (xi, yi, zi)
T for i = 1, 2, ...N + A (4.9)

Furthermore, assuming that each PLD network has ϕ target nodes in each network

ring such that ϕ ⊆ N . Similarly, there might have η anchor nodes in each network

such that η ⊆ A. So the possible number of anchor and sensor nodes are computed by

k × ϕ and k × η, respectively. Generally, the value of η is chosen fixed, i.e., η ≥ 4 for

proper triangulation and parametric loop formation. The physical distance between two

sensor nodes is computed by Euclidean distance formula i.e. dij =
√

(ni − nj)2. The

proximity information among sensor nodes is Pij ∈ βk = {1, 2, ..., ϕ+ η}. Anchor

nodes nη and physical distance dij also have a respective proximity. The proximation

information helps to compute localization of target node nϕ in each iteration and

ϕ ∈ {η + 1, η + 2, ..., η + ϕ}. Let us consider that each PLD network chooses a

constant number of anchor nodes defining the subset of network with no repetition of

anchor node position. The number of PLD network is computed by

(
N

K

)
≤ Nk ≤ N (4.10)

where Nk denotes each PLD network. The following terms are defined to help readers

to understand the PLD algorithm.

Definition 7. Reference node: A node who initiate, the process of localization in a PLD

scheme is known as reference node. In PLD, this should be a anchor node.

Definition 8. Ring Control Matrix: Anchor node position vector forms the boundary of

a network.
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Definition 9. Step Size: Distance between the network boundaries, which is at each

iterative step.

Definition 10. Working Boundary: Th difference between maximum and minimum of

anchor/ parametric coordinate values in a PLD network.

4.3.3 Algorithm Design

The PLD algorithm is accomplished in the following steps.

4.3.3.1 Network size, mid-point and parametric points

Assuming a set of anchor nodes with positioning vector (xi, yi, zi) be

A = {A1, A2, ..., Am}, where m ≥ 4. A reference anchor can select two other nodes

in a network to form a triangle. The network size must be greater than 3 for proper

execution of PLD algorithm. To compute a parametric node position, the measurement

of a mid-point is the first step in the proposed scheme. From Figure 4.4, let ~A1 be

selected as a reference anchor node, and the total distance is between the kth selected

node is computed by (4.11). Here, the reference points are denoted in the form of a

vector because during the first iteration all anchor nodes formed the working boundary.

| ~D1k |=
m∑
k=2

| ~DAk | (4.11)

The operation of computing mid-point in our scheme is slightly different than the one

presented in projection point calculation [311]. From reference node to other anchor

in a network a distance is computed as shown in Figure 4.5 using Euclidean distance

formula A1 → A2 =
√

(A2x − A1x)2 + (A2y − A1y)2 + (A2z − A1z)2. We noticed

that the distance between A1 and A3 is very high. So the mid point is computed by

M1 = 1
2
(A1 + A3).

107



CHAPTER 4. LOCALIZATION USING PARAMETRIC LOOP DIVISION
METHOD

����������

��������	� �
����	���

�	������
�

�����������
�
����
���

����	�������������

������	�	�

���
����
		

���	������

������

���
�����

Figure 4.5: Mid-point calculation in PLD algorithm.

The next step is to measure the parametric points, to transfer the control to next

level as shown in Fig 4.6. Anchor nodes act as a control vertex during the first iteration.

The parametric point is computed by the following formula.

~Pik =
3

8
( ~M1 + ~Ak) +

1

8
( ~Ak−1 + ~Ak+1) (4.12)

Practically, after getting the mid-point value, the first parametric point is generated by

P1 = 3
8
(M +A1) + 1

8
(A2 +A6). Similarly, all other parametric points are generated in

a similar way.
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Figure 4.6: Explanation of parametric point calculation.
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4.3.3.2 Selection of pre-localized nodes, step size and storage matrix

Subsequently, the RSSI from each parametric point is measured at corresponding anchor

node. The RSSI is calculated by the following relationship.

RSSI = PT − PL + FD (4.13)

where PT , PL and FD are the transmission power from an anchor node, path loss

model and fading, respectively. The upward and downward increment on the mid-point

is adjusted by addition and subtraction of step size over a working boundary. After

summing up the RSSI, if its smaller than threshold the node is selected as a pre-localized

node, stored into storage matrix and the iteration stops at this point. Spherical distance

is calculated using the PLD coordinates Ck:

Ck =



x1,k y1,k z1,k

x2,k y2,k z2,k

...
...

...

xi,k yi,k zi,k


(4.14)

4.3.4 Estimation of node position

The storage matrix contains the values of each coordinates along with its maximum

and minimum values. This will help to measure the localization volume of the network.

The product of difference between the maximum and minimum values on each axis

determines the network volume, which is computed by

V = (xmax − xmin) (ymax − ymin) (zmax − zmin) (4.15)

The number of localization points are measured by taking the fraction of volume of

pre-localized nodes boundary and unitary volume. The node boundary is calculated in
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Cartesian coordinate form which makes it possible to compute in 2D paradigm. This

basically makes computation more simple and robust.

Vu =
V

N
(4.16)

where Vu represents the unit volume. The volume of pre-localized node boundary is

stored in a matrix. These values are used for centroid based methods which gives the

nodes estimated position.

(x̂, ŷ, ẑ)li =
∏

[Vu,Ck(aj)] + (x, y, z)min (4.17)

where li denotes the pre-localized node. The proposed PLD algorithm is summarized in

Algorithm 1.
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Algorithm 1 Description of PLD Algorithm
1: take a network size ϕ

2: for i = 1 : K do

3: calculate mid point of the kth network.

4: take step size ∆

5: divide the minimum axis difference into equal ϕ parts

6: for i = 1 : K do

7: for idiffer = 1 : minaxis do

8: for icase = 1 : minaxis/ϕ do

9: if idiffer ≥ minaxis/2 then

10: accept positive step size

11: minpoint = midpoint+ ∆

12: calculate the pre-localized points using Algorithm 2

13: else

14: accept negative step size

15: midpoint = midpoint returning to old midpoint

16: minpoint = midpoint−∆

17: calculate the pre-localized points using Algorithm 2

18: end if

19: end for

20: end for

21: end for

22: find out each axis maximum and minimum points from the storage matrix

23: calculate the volume of localization

24: calculate the ϕ with the help of unit sensing volume.

25: divide the storage pre-localized points to η

26: for iloc = 1 : η do

27: find a minimum and maximum coordinates from cluster of pre-localized

points

28: calculate difference between minimum and maximum points

29: calculate the sensor position by adding difference and minimum co-ordinate

of cluster

30: end for
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After getting the storage matrix values from Algorithm 1, we need to compute the

pre-localized nodes and their estimated position by using Algorithm 2.

Algorithm 2 Calculation of pre-localized nodes

for i = 1 : η + 1 do

for j = 1 : η do

calculate parametric points

calculate distance between parametric points and each anchor nodes

calculate the sum of RSS from each anchor nodes

if sum(RSS) ≤ RSS(threshold) then

take a first parametric point corresponding to each anchor nodes

break

else

nodes with least sum of RSSI considered as pre-localized. Stored them in a

matrix

end if

end for

end for

After that, localization error is computed by 3D based centroid formula. From the

algorithm structure, we noticed that PLD used non-overlapped triangulation meshes for

estimation of parametric points. Therefore, it is different from the APIT scheme where

location information is obtained from overlapped triangles. The proposed system has

several advantages as compared to other range-free schemes.

APIT adopts rectangle-like C-shaped topology. So, if the communication radius

increases the performance of the system degrades. Furthermore, the network coverage

of APIT does not reached 100%. In PLD, settlement of step size helps the proposed
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solution to work within a working boundary that solves the problem of network cov-

erage. Moreover, the use of mesh triangle can reduce the communication as well as

computation cost. The node distribution in PLD is also free from angle, connectivity,

and other information that were pre-requisite is for many of the localization scheme.

Despite of the above mentioned advantages, the accuracy of PLD scheme is de-

pendent on the number of deployed anchor nodes. In addition, if the deployment is

not homogeneous, some nodes maybe far from the mid point. As a result, anchor node

estimated far from step size. The standard deviation will increase in this case as the

data points are spreads out over a region of interest..

4.4 Analysis and Discussion

In this section, we presents the detailed analysis of PLD algorithm with different sets of

anchor deployment and mathematical modelling.

4.4.1 Calculation of Initial mid-point and working boundary

Let us consider a set of anchor nodes A = { ~A1, ~A2, ~A3, ..., ~Am} in a PLD network with

reference anchor node ~Ai. The distance between reference anchor node ~Ai to all other

anchor nodes ~Aj is given by Euclidean distance formula and stored in a matrix form we

have:

| Dij |=
√

(Xi −Xj)2 + (Yi − Yj)2 + (Zi − Zj)2 (4.18)

Reference anchor node in a network is selected using two criteria. One is done before

deployment and the other is through proximity information. For the sake of simplicity,

we use proximation information in selection of reference anchor node. The main

idea for proximity information is to localize a node with high accuracy through using

any addition hardware. The reference anchor ~Ai for initial mid-point calculation is
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determined by the fact that reference must have a higher distance to any of the node

from a set of other anchor nodes ~Ai in a network.

~Ak = arg
~Aj∈A

max |Dij| (4.19)

After selecting the reference node, the distance from reference to all other anchors

is calculated. For initial calculation, anchors on the boundary of the network are

considered. After having all these distance, we select two anchors, one is reference

anchor and the other that gives longer distance from reference node. These two are

selected to estimate mid-point for the first PLD network.

M1 =
1

2
(Ai + Ak) (4.20)

The mid-point will deviate if the anchor deployment is random as compared to fixed

deployment.

Lemma 4.1. If the deployment of anchor node is in regular distribution, the initial

mid-point becomes the centroid of PLD network.

By deploying anchor nodes in a regular distribution mode, PLD results in regular

shapes in a 3D space. The regular shape 3D object has diagonal of equal length, where

an intersection of all diagonals lies in the same place known as centroid points or center

of mass point. The working boundary is calculated by:

ξ =| fmax(xk, yk, zk)− fmin(xk, yk, zk) | (4.21)

4.4.2 Center Points and Parametric Points Calculation

In this stage, we need to store all points in a storage matrix. Assuming that Mi is a

mid-point in a working boundary. As the triangulation requires at least three anchor
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node, for the Kth anchor node, the k × 3 vertices are stored in a matrix. The new

parametric points generation is based on sub-division method [311] that provides an

advantage of picking the close location as extraordinary node. The extraordinary nodes

matrix has a dimension of (K + 1)× 3 in a PLD network.

B =


xMi

xA1 xA2 ... xAk

yMi
yA1 yA2 ... yAk

zMi
zA1 zA2 ... zAk

 (4.22)

The parametric nodes are generated by (4.12). The values of ~Pik is mainly dependent

on center point because of the static anchor node deployment. If the anchor nodes

are mobile in PLD network, the mid-point needed to re-calculate at every stage of the

trajectory. Furthermore, the calculation of center point is also dependent on step size

and parametric factor. Every new center point has the effect as described in Lemma 4.2.

Lemma 4.2. In a regular distribution of anchor nodes, the parametric factor becomes

constant. The first iteration center point and all other center points in different iteration

lies at the same point.

From (4.12), for the selection of same midpoint at each iteration in PLD, the adverse

effect of irregular node distribution is managed as shown in Appendix A. The anchor

node distribution in a ring structure is shown in Figure 4.7.
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Figure 4.7: Triangulation and mid-point measurement in PLD network.

Lemma 4.3. If the parametric factor is changed, the mid-point will shifted to another

point.

The mid-point angle between anchor nodes is dependent on parametric factors. If

there are K number of anchor nodes, there will be ai number of angles which are

dependent to the node distribution. In case of regular distribution of anchor nodes, all

angle are acute angle except k = 3 and k = 4, but the angle become obtuse angle if

the node distribution is random. The angle information is more crucial in localization

process, so for PLD algorithm we consider corresponding angle values for initial

simulation. The sum of all angles to all sides will 360◦. In case of four or more anchor

nodes the parametric factor varies from 0.765 to 0.516 and angle ranges is between 90◦

to 0◦. The first element is obtained by assuming constant distribution and the second

one is derived from the average value of different parametric factor. Center point is

needed to shift if it does not lie on a same point as in the first iteration. The shifting

requires some derivation as explained in Appendix B.
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4.4.3 Movement of Midpoints in PLD network

According to the mathematical formulation of mid-point derivation, the mid-point lies

exactly in the center of network if the deployed anchors are properly distributed. The

calculation of CoG is another way to compute the mid-point, but it requires parametric

node position. The center point always varies within a working network, so we do not

need exact position of the mid-point. The step size ∆ on each axis coordinate gives

random movement of medium points. The variations is determined by

M1 = {(Mx ±∆), (My ±∆), (Mz ±∆)} (4.23)

Nmov =
ξ

∆
(4.24)

where Nmov is a change in sensor node location.

Lemma 4.4. Parametric factor does not affect by the change in mid-point location.

Midpoint shifting either upward or downward is considerable change in a working

boundary of PLD networks. The shifting of mid-point as shown in Figure 4.8 also

reflects a minor change in an angle of position. This also introduces a minor change in

the parametric factor calculation. The parametric factor is deviated as follows.

σαk =
3

16
(cos θmax − cos θmin) +

1

8
(cos2 θmax − cos2 θmin) (4.25)

In an experimental study, it is noticed that the performance of localization process

does not affect by the change in mid-point. Assuming a change of 5◦ upward and 5◦

downward for up to six anchor nodes. The parametric factor produces negligible change.

Furthermore, as the exact position of mid-point is not necessary, the change is a Cosine

angle that does not affect the accuracy of the localization calculation. Therefore, we
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assume that PLD is independent of such mid-point and angle variations that may affect

the value of parametric factor.
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Figure 4.8: Effect on parameterization with various parametric factors.

4.4.4 Computation of Pre-localized Nodes

In an entire calculation of pre-localized nodes, PLD can compute several parametric

points in each iteration by a parametrization process near to extraordinary nodes. After

getting the parametric points, the RSSI is checked corresponding to that point and the

distance between parametric point and sensor nodes is recorded. Path loss in RSSI is

determined by

PL(d)[dB] = PLF (do) + 10n log(
d

d0

) (4.26)

The RSSI is represented by Gaussian random complex variable according to the

central limit theorem. The Rayleigh fading is computed by:

fX(x) =
x

σ2
.e−

x2

2σ2 (4.27)

The obtained distance and RSSI have a certain relationship derived from [313].
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RSSI(dB) = −23.28× log10 d(m)− 2.4225 (4.28)

The sum of RSSI at each node is:

∑
RSSI =

K∑
k=1

D́RSSI (4.29)

D́RSSI =| ~Pik − ~Aik |

In the next step the obtained RSSI values are stored in a matrix form:

f(PRSSI) =

Preloccord (PRSSI) ≤ threshold

∗ otherwise

 (4.30)

4.4.5 Storage Reduction factor and Actual Node Calculation

The regular distribution of anchor nodes deployment helps to perform triangulation on

distance vertex with step size ∆. But for fair analysis, the anchor or node distribution

is always random. In practice we introduce another parameter that distribute current

working boundary in several levels that givesK+1 pre-localized nodes in each iteration.

The reduction in storage capacity and complexity is very important in PLD networks.

The value of step size ∆ is also reduced, which is important to minimize localization

error.

Let τ be a storage matrix having the values of pre-localized nodes in each working

boundary. Step size helps to move the position of mid-point on all over the space of

the networks. The value of step size helps to transfer the control to next PLD network

and compute the number of pre-localized nodes. The dimension of storage matrix is

3× [τ × (K + 1)].
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PreLoccord =


xpτ0 xpτ1 ... xpτk

ypτ0 ypτ1 ... xyτk

zpτ0 zpτ1 ... zpτk

 (4.31)

For computation of localization volume, maximum and minimum coordinates points

are computed from matrix having pre-localized nodes values on each axis.

Vlocalization = xζ ∗ yζ ∗ zζ (4.32)

The volume of pre-localized node boundary is derived from the following relation.

Vpre Loc =

∫ xmax

xmin

∫ ymax

ymin

∫ zmax

zmin

f(x, y, z)dxdydz (4.33)

Then, the working boundary is divided in to N-clusters, and each cluster has max-

imum and minimum value of coordinates stored in a storage matrix. The difference

between the cluster is computed by:

(xn(ζ), yn(ζ), zn(ζ)) =

xn | max
min

, yn |
max

min
, zn |

max

min

 ; where n = 1, 2, .....N

(4.34)

This will help PLD networks to estimate the position vector of ith localized nodes.

(xLPi , yLPi , zLPi) = (
xnζ
2
,
ynζ
2
,
znζ
2

) + (xnmin , ynmin , znmin) (4.35)
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4.4.6 Relationship between Anchor, Parametric and Pre-localized

Nodes

Let us assume that the value of step size ∆ is a fixed constant, then the RSS value of

two pre-localized node will be same as step size. To prove this let us consider, two

consecutive nodes as:

PN = {PN−1} ±∆ (4.36)

PN basically provides subdivision of earth surface in anchor nodes deployment and

∆ is a difference between two points. The maximum increment and decrements on

upward and downward direction on parametric points result in the same coordinate

points on M1. Then (4.36) can be written as:

PN = M1 (4.37)

M1 = P1i ±
N−1∑
j=1

∆ (4.38)

If there is any change in the working boundary, like that a nearest anchor node is

damaged or stop responding due to node failure, then the change in the control vertices

also changes the value of mid-point. The change in mid-point is represented as:

γ = Ḿj+1 − Ḿj (4.39)

= αk(Ḿj − Ḿj−1) + (1− αk)(∆) (4.40)

Therefore, if the difference among two node is ∆, then the (4.39) is written as:
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γ = ∆ (4.41)

The angle of deviation is independent of points from Loop division as represented

in (4.35). That describes the relationship between parametric point and mid-point. The

parametric point with RSSI less than threshold are the pre-localized points. The PLD

scheme only stores pre-localized node information of each anchor as shown in Figure

4.9.
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Figure 4.9: Localized volume region along with localized node.

The target node position is computed by (4.35). The number of actual nodes in 3D

depoloyment in each unit volume is computed by:

(x̂, ŷ, ẑ) = [(K + 1)PL]× τ ∗ N
k

(4.42)

Sum(LE) =
N∑
i=1

√
(xi − x̂i)2 + (yi − ŷi)2 + (zi − ẑi)2 (4.43)

where LE is a mean localization error and xi is the target point and x̂i is the estimated

point. The general flow diagram of PLD algorithm is shown in Figure 4.10.
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Figure 4.10: Flow diagram of PLD algorithm.
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4.5 Simulation Results

In this section, we provides a comprehensive simulation study of the PLD algorithm in

Matlab. For the initial simulation, random anchor nodes are deployed over a 3D space

of 100m × 100m × 100m. Furthermore, six anchor nodes are used in each iteration

with the knowing information that the position of anchor nodes is changed randomly

to test the system reliability. The simulation was run for 1000 iterations. Moreover, a

constant 80000m3 volume space is adjusted on each axis. The total distance is then

calculated by (4.44).

d =
3
√

80000 =∼ 95m (4.44)

The lower bound of the localization error is computed by the following equation.

l =
0.955

√
V

8π2m(K + 1)
(4.45)

where, V denotes the total localization volume, m is the midpoint values and K denotes

the number of PLD networks.

4.5.1 Topology Construction

We have assumed that all anchor nodes are connected with each other node for mid-point

calculation, then the number of connection pairs is given by binomial coefficient we

have:

nC2 =
n!

2!(n− 2)!
=
n(n− 1)

2
(4.46)

Note that each pair of vertex denoted by V for all m anchor nodes has a binomial

correlation with the anchor node position. Therefore, for further iterations of PLD, the
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vertex information is also correlated to parametric points distribution. For all other

nodes in a PLD, we perform the following routines for topology construction.

Algorithm 3 Topology construction at the first step of anchor node deployment
1: s=0

2: for t = 1 : to m do

3: if AV (1) ∼ AV (2) then

4: s + +

5: pair← Vt (Actual pairs for 1 ≤ s ≤ g

6: else

7: Control might be at parametric node position

8: pair← Vp (Parametric ring)

9: end if

10: end for

11: g← s =0

4.5.2 Localization Accuracy

Localization volume plays an important role in accuracy analysis of the PLD algorithm.

The volume of pre-localized nodes are directly proportional to the number of localized

points. Mean localization error (MLE) is computed by taking the fraction of number of

nodes and sum of error distance. The random deployment of anchor nodes produces

four localized points (targets) are shown in Table 4.2. In initial experiment, sum of error

and MLE were found as 3.57m and 0.89m, respectively.

Table 4.2: Localization error of four nodes in each PLD network.

x̂ ŷ ẑ x y z Error (m)

14.47 7.66 14.11 15.90 8.20 15.27 1.91

15.54 9.93 14.90 15.54 9.93 14.90 1.53

15.73 10.65 15.25 15.79 10.63 15.27 0.05

16.93 11.85 16.45 16.94 11.85 16.15 0.08
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For the same scenario, we obtained different values in each iteration as shown in

Table 4.3. In simulation, iteration is changed for different number of unknown nodes.

In the first iteration, only 1 node was localized with an average localization error of

1.55m and 1.43m in case of 5 and 6 anchor nodes, respectively. Similarly, for 2, 3

and 4 target nodes, localization error of 1.58m, 1.45m and 1.26m is recorded for 5

anchor nodes and 1.36m, 1.12m, 0.9m is recorded for 6 anchor nodes. The localization

error will gradually decreases if we deploy more anchor nodes for a given environment.

Furthermore, if a proper distribution of anchor node is followed during deployment, the

error will also decrease even with less anchor nodes. So, the anchor deployment is a

crucial factor in PLD.

Table 4.3: Mean error of 10 different trials of PLD network with r = 3m.

N = 1 N = 2 N = 3 N = 4

A = 5 A = 6 A = 5 A = 6 A = 5 A = 6 A = 5 A = 6

1.06 0.84 2.01 1.5 1.42 1.48 1.77 0.77

1.2 1.08 1.99 1.36 1.77 1.08 1.22 0.76

1.44 1.62 1.93 1.38 1.68 1.10 0.91 0.89

1.45 1.60 1.57 1.47 1.64 1.12 1.52 0.95

1.84 1.78 1.30 1.57 1.72 1.23 1.44 0.82

2.16 1.75 1.69 1.56 1.12 1.24 1.41 1.01

1.99 1.66 0.96 1.57 1.54 1.20 0.76 0.99

2.08 1.57 1.25 1.61 1.12 0.95 0.78 0.97

1.47 1.26 1.73 0.77 0.99 0.96 1.42 0.96

0.88 1.18 1.43 0.80 1.59 0.92 1.43 0.96

The localization accuracy might be affected by the value of step size ∆. If the value

of the step size is high for small volume networks, the computation cost becomes higher

as the number of iterations increases. Our step size value was high for 5 anchor nodes

as compared to 6 anchor nodes. For the authenticity of PLD algorithm, an average,
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minimum and maximum error is also recorded against A = 5 and A = 6 as shown in

Table 4.4. The accuracy plot for different localization volume is shown in Figure 4.11.

Table 4.4: average, maximum and minimum localization error at each PLD network
with A = 5 and A = 6.

Number of

Localization points

eavg emax emin

A = 5 A = 6 A = 5 A = 6 A = 5 A = 6

N=1 1.55 1.43 2016 1.78 1.28 0.84

N=2 1.58 1.364 2.01 1.61 1.05 0.77

N=3 1.45 1.128 1.77 1.48 0.78 0.92

N=4 1.265 0.908 1.77 1.01 1.01 0.76
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Figure 4.11: Mean error analysis with different volumes of PLD.

4.5.3 Effect of Rayleigh fading

In RSSI computation, Rayleigh fading is also considered that makes localization process

challenging. Variations in signals amplitude over time and frequency can affect the
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properties of RSSI. In simulation, the power samples are to be multiplied by a factor r2
f ,

if Rayleigh fading is taken into account. The factor rf is a random variable to account

the fading amplitude. This random variable is modelled with a probability density

function (PDF) derived in (4.27). The value of path loss factor is needed to adjust from

(4.26), which reflects the two main properties of radio irregularity known as continuous

and non-isotropic variations. The adjustment is accounted by the relationship

d = d0 +N(µ, σ) (4.47)

where µ represent mean and σ denotes standard deviation.

The Rayleigh fading is added in the RSSI to compute the effect multipath fading

on localization as shown in Figure 4.12. σ2 is assumed to be 1
2

in (4.27) that given

E[r2
f ] = 2σ2 = 1, representing no attenuation in terms of power, we have:

RSSI = RSSI + 20 log10 rf (4.48)

where rf is a multipath factor represents Rayleigh fading.
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Figure 4.12: Effect of Multipath Fading on Localization Error.

4.5.4 Effect of Anchor Node Density

The deployment of nodes is crucial in any localization scenario. It should be random or

through regular distribution according to the system requirement. It should be optimized

to provide a complete network coverage, power optimization and less computation cost.

Figure 4.13 shows the anchor, target and estimated target nodes after 10 iterations.

Random deployment of nodes results in spread of nodes across the deployment region,

which solves the problem of network coverage and power optimization.
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Figure 4.13: Location of anchor nodes, actual sensor nodes and estimated sensor nodes
in 3D environment.
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Figure 4.14: Average localization error after 1000 iterations.

Simulation with the algorithm is run for 1000 iterations. Figure 4.14 shows that the
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algorithm is quite reliable. The average localization error falls between 0.9m and 2.5m

for 1000 iterations with A = 6. The main reason of this error reduction is that PLD uses

all ranges between target and anchor nodes. As the three anchor nodes participate in

triangulation process, a good localization accuracy is achieved with lower error bound.

The increase in anchor node density will increase the accuracy in PLD algorithm.

The localization error is tested using different percentage of anchor volume as shown

in Figure 4.15. The error was gradually decreased when the deployment region have

21% of anchor nodes. However, in certain cases localization error can be reduced by

varying the anchor nodes in numbers or changing their positions. Fig 4.16 shows that the

variation in anchor node density with maximum localization error. The maximum anchor

nodes density is recorded up to 24% to 30% , resulting in reduction of localization error.

The standard deviation is calculated to check the variation of localization error

within the network region. Figure 4.17 shows that a range of 1% to 11% of anchor

volume leads to high standard deviation. To overcome this problem, we can increase

the anchor node density with proper deployment with regular distribution. The main

reason for the higher standard deviation is that the nodes are deployed with improper

distribution, and some nodes are out of pairs in our topology construction routines.

Therefore one can find the upper bound on the volume of anchor node for localization.

The percentage standard deviation is calculated by:

%SD =

√
E(Di − µ)2 × 100∑

Di

(4.49)

where,

Di =
√

(PLPi − PePi)2 (4.50)
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Figure 4.15: Localization error vs varying percentage of anchor node density.
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Figure 4.16: localization error under different percentage of anchor node density.
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Figure 4.17: Percentage maximum standard deviation with varying anchor node volume.

4.5.5 Comparison with existing methods

The accuracy of localization algorithms depends on many factors like number of anchor

nodes, model and deployment (like regular or random distributed), radio range and

many other as per requirement of the application. In addition, node density and degree

of connectivity also affect the localization accuracy.

The simulation of PLD algorithm was run for 1000 times to obtain an overall

localization error. PLD algorithm shows superior performance as compared to other

well-known range free schemes like APIT [218], MDS-MAP [169], and DV-Hop [247]

as shown in Figure 4.18. For fair comparison, the same network space is considered

for all schemes. In DV-Hop algorithm, the number of nodes were changed from 50

to 300, the average network connectivity value of 18.66. If the number of nodes are

fixed to 200 and varying the communication range varied from 50 to 200, the network

connectivity value of 8.38 is obtained. Same parameters are applied to APIT and the
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connectivity value was 18.13 while by changing the number of nodes, we obtained

connectivity range of 8.53. For other algorithms like centroid [214], it is 18.47 and for

MDS-MAP it is 8.49. We set a RSSI threshold value of −40dBm for our PLD scheme.
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Figure 4.18: Comparison of lower bounds PLD network error to existing systems.

Moreover, PLD algorithm is simulated with different anchor node density as com-

pared to DV-Hop method shown in Table 4.5. In each iteration, we increased the number

of anchor nodes. As we can see from Table 4.5, accuracy of PLD scheme improves

as the anchor node density increases, while DV-Hop even stops responding in some

cases if there are not enough anchor nodes. This is due to the fact that DV-Hop needs

to compute number of hops in each steps. Therefore, if there are not many node in

proximity, it becomes hard to count the number of hops.
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Table 4.5: SE (sum of error) and ME (mean error) of N = 1, 2, 3, 4 point over r = 3m
and A = 6.

WSN @ 20% anchor nodes @ 25% anchor nodes @ 30% anchor nodes

A emax emin eavg emax emin eavg emax emin eavg

PLD A = 5 1.7827 0.8057 1.265 1.1884 0.5372 0.8433 0.8913 0.4029 0.4573

PLD A = 6 1.0172 0.7654 0.9145 0.6782 0.5103 0.6097 0.5086 0.3827 0.4573

DV-HOP C-shaped 2.2 1.38 1.68 1.86 1.35 1.48 2.18 1.55 1.78
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Figure 4.19: Comparison of the average position error of PLD with DV-Hop at 20%
anchor nodes.
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Figure 4.20: Comparison of the average position error of PLD with DV-Hop at 25%
anchor nodes.

The PLD algorithm is being tested with DV-Hop algorithm with varying anchor

nodes density. Figure 4.19 shows that when there are 20% of anchor nodes, the

localization error of PLD algorithm is between 0.5m to 1.2m. An average localization

accuracy of up to 0.89m is achieved while in case of it is almost 1.8m. Similarly, with

a node percentage of up to 25%, the average localization error for PLD reduces to 0.6m

and 1.5m for DV-Hop algorithm as shown in Figure 4.20. The interesting fact is that if

we further increased the number of anchor nodes while keep number of unknown nodes

to fixed value, the DV-Hop loses the accuracy as more computation is required to count

the number of Hop. We try to increase the number of anchor nodes up to 30%, the PLD

still keeps increasing its accuracy as ring vertex computes a mid point, that is close to

the value of step size. So we do not need to make any upward and downward increment

to change the position of mid-point. As shown in Figure 4.21 in case of 30% of anchor

nodes, PLD and DV-Hop have localization error of 0.35m and 1.9m, respectively.
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Figure 4.21: Comparison of the average position error of PLD with DV-Hop at 30%
anchor nodes.

4.5.6 Accuracy analysis of PLD algorithm

The expected localization error in PLD utilizes equal probability at each node over a

deployment region. Since all the nodes follow same uniform distribution of anchor

deployment over a 3D space. The CDF of of localization is defined as e(r) = P (D < r)

where PDF is computed in each unit volume. Assuming nodes are distributed uniformly

on a region space R, then the unit volume PDF is estimated as:

f(x, y, z) =
1

VR
(4.51)

% =
2× Error distance on each axis

DistanceN−→N
=

{
1− U

2
,
1 + U

2

}
(4.52)

where % is unit transmission ratio. The PDF calculation at unit volume radius plays

a vital role in analyzing the accuracy of PLD network. For the accuracy analysis, we
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choose two difference radii of r = 2m and r = 3m. Here we needed to compute the

transmission range under sensing radius between any of two nodes. We noticed that

the transmission range of r = 2 and r = 3 is 4m and 6m, respectively. The minimum

worst case accuracy of PLD is 0.653 and 0.681 with A = 5 and A = 6 networks and

transmission range of d = 0.76346. It shows a high tolerance level as compared to

[314], which gives up to 0.2887 and 0.28286 for [315], which is shown in Figure 4.22.

The sum of error on each sides of the axis along with mean square error (MSE) is

recorded against A = 5 and A = 6 in a region of r = 3m. Table 4.6 shows MSE and

sum of error forA = 6 along withN = 1, 2, 3, 4. We found that the average localization

error is 1.434m, 1.364m, 1.128m, 0.9m for N = 1, 2, 3, 4, respectively.

Table 4.6: SE (sum of error) and ME (mean error) of N = 1, 2, 3, 4 point over r = 3m
and A = 6.

r = 3m,N = 1, A = 6 r = 3m,N = 2, A = 6 r = 3m,N = 3, A = 6 r = 3m,N = 4, A = 6

SE ME SE ME SE ME SE ME

0.84 0.84 3.01 1.55 4.44 1.48 3.08 0.77

1.08 1.08 2.73 1.36 3.26 1.08 3.07 0.76

1.62 1.62 2.76 1.38 3.3 1.1 3.56 0.89

1.6 1.6 2.95 1.47 3.38 1.12 3.8 0.95

1.78 1.78 3.15 1.57 3.69 1.23 3.31 0.82

1.75 1.75 3.13 1.56 3.72 1.24 4.06 1.01

1.66 1.66 3.14 1.57 3.61 1.2 3.99 0.99

1.57 1.57 3.22 1.61 2.86 0.95 3.91 0.97

1.26 1.26 1.55 0.77 2.91 0.96 3.86 0.96

1.18 1.18 1.6 0.8 2.78 0.92 3.84 0.96
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Table 4.7: SE (sum of error) and ME (mean error) of N = 1, 2, 3, 4 point over r = 3m
and A = 5.

r = 3m,N = 1, A = 5 r = 3m,N = 2, A = 5 r = 3m,N = 3, A = 5 r = 3m,N = 4, A = 5

SE ME SE ME SE ME SE ME

1.06 1.06 4.03 2.01 4.27 1.42 5.33 1.77

1.2 1.2 3.99 1.99 5.32 1.77 4.88 1.22

1.44 1.44 3.87 1.93 5.05 1.68 3.65 0.91

1.45 1.45 3.14 1.57 4.92 1.64 6.09 1.52

1.84 1.84 2.64 1.32 5.17 1.72 5.78 1.44

2.16 2.16 3.38 1.69 3.36 1.12 5.63 1.4

1.99 1.99 1.92 0.96 4.64 1.54 3.07 0.76

2.077 2.074 2.45 1.25 3.37 1.12 3.12 0.78

1.47 1.47 3.46 1.73 2.98 0.99 5.69 1.42

0.88 0.88 2.86 1.43 4.79 1.59 5.74 1.43

Similarly, Table 4.7 shows the mean square error (MSE) and sum of error for

A = 5 along with N = 1, 2, 3, 4. We found that the average localization error is

1.556m, 1.588m, 1.459m, 1.265m for N = 1, 2, 3, 4, respectively.
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Figure 4.22: Impact of transmission range and localization accuracy of PLD with
different network size.

For further accuracy analysis, assuming that a region of 3D space R is subdivided

into several networks. All of these networks are overlapped, i.e., R = {R1, R2, ...Rk}

with volume V , i.e., V = {v1, v2, ...vk}. A node within any ring matrix ρ with localiza-

tion error le = (x, y, z) lies in a real position at any subdivided region Ri.

ρ(Vi) =
vi
V

and
k∑
i=1

ρ(Vi) = 1 (4.53)

if le(Ri) is an error of a target node ρ(x, y, z) distributed uniformly, then the total

sum of error E[le] is computed as:

E[le] =
k∑
i=1

ρ(Vi)le(Ri) (4.54)

le(Ri) =
1

vi

∫ ∫ ∫
Ri

3
√
Xi(ζ) × Yi(ζ) × Zi(ζ)dxdydz (4.55)
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where le(Ri) is derived from (4.35). Substitute (4.55) in to (4.54) we have:

E[le] =
k∑
i=1

vile(Ri) (4.56)

where ζ denotes the difference between the coordinates. The working volume is

transferred to 2D form by that make computation more easy. This also proves the

accuracy of PLD algorithm. The variation in localization volume can also result in

variation of PDF. In accuracy measurement, we take a constant value of step size and

mid-point. The PLD localization accuracy with respect to unit transmission is shown in

Figure 4.23.
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Figure 4.23: Accuracy of PLD network with different volume of PLD network.

The probability density of PLD is also computed after 1000 random experiments

with each experiment have 10 iterations in 10m spherical distance. This spherical

helps PLD to perform computation in 2D form. The probability density function (PDF)

in [314] which has PDF = 1, while in PLD have a probability of 0.5 and 0.333,
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respectively having 10, 000 of iterative values in each PLD network. The cumulative

PDF is shown in Figure 4.24. We noticed that PLD have a low error probability in low

sensing radius. The trade-off between radio coverage and unit sensing radius exists in

PLD network.
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Figure 4.24: Cumulative error probability in PLD network with r = 2m and r = 3m.

4.5.7 Effect of Node Position

In the literature, the anchor node placement, topology construction and effect of anchor

node movement are often recognized, but left as a future study. Mostly algorithms only

stated that nodes are deployed randomly except those deployed nodes practically using

some source like drones and planes with accurate information. In [73, 180, 194], it was

described that the co-linear anchor nodes "represent a rather unlucky selection" without

auxiliary suggestion. Therefore, for PLD algorithm, the proper deployment of anchor

nodes are taken place. At first, we drop some node using random deployment, later on a

distribution of nodes are derived in the form of topology construction as explained in
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Algorithm 3. Then we can analyze what a perfect anchor node position is and how the

change in position can affect the overall localization error. We know that for different

distances between target and estimation node, the localization error is different. To

achieve higher accuracy, anchor node must be deployed so that it can help the PLD

network to provide full coverage. Hereafter, we can test whether anchor node position

can affect the PLD accuracy or not. During the testing phase, we also see that how

to overcome worst anchor node position and how the system respond in case of node

failure. If the anchor node failed to respond, the next nearest possible anchor can make

a pair with corresponding anchor and measure the initial distance. In this case, it might

be possible that localization error may fluctuate. To overcome this issue, when a anchor

node failed to respond, a corresponding anchor responds to the back system for such

changes. In simulation, we can change the position of reference anchor in cm in each

side to test the robustness of the algorithm. We noticed that if the variation of anchor

node is less than 15cm, the localization error will not be affected much. However, when

an anchor node position is shifted between 15cm to 40cm, the average localization

error gradually increases up to 1.1m as shown in Figure 4.25. Major changes occurs

when a reference anchor node moves up to 2m on each side of the surface. An average

localization error of up to 1.2m is recorded with such changes.
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Figure 4.25: Influence of reference anchor node position vs localization error.
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Figure 4.26: Complexity comparison between PLD and MDS-MAP.
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4.5.8 Time complexity and Lower Bound Derivations

The computational complexity of any localization algorithm is referred to as the time

consumption. Assuming that PLD algorithm has minimum N
k

to maximumN number of

PLD networks in a 3D space. Each PLD network computes the number of pre-localized

nodes in each iteration and generates ξ nodes in a matrix. The number of anchor nodes

is (N
K
× ξ) ≤ NPLDnetwork × ξ ≤ N × ξ. Let us assume that there are 400 target nodes

with 50 anchor nodes, pre-localized in each iteration. Let five simultaneous anchor

nodes can be localized in each ring network, then N = 4. Then, the number of target

nodes are (50 + 10× 5) = 100 ≤ (50 + 50×PLDnetwork× 5) ≤ (50 + 50× 5) = 300.

The requirement of number of anchor nodes against with each volume of PLD network

is shown in Figure 4.27. Here, the complexity of the PLD is reduced by 25% but

with N = 7 the complexity is completely in control. The complexity of PLD is also

compared with MDS-MAP as shown in Figure 4.26.
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Figure 4.27: Number of anchor nodes required and their corresponding lower bounds.

To compute the lower bound derivation, let le(C) be the value of le(Ri). For regular
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unit shape shRi defined as eshRi is derived by

eshRi =
le(Ri)

le(C)
= 0.9554 (4.57)

We have scaler values if each deployment region is divided in unit sphere, we have:

eshRi =
le(Ri)

m× le(C)
= 0.9554 (4.58)

where m = vi
c

. By substituting the above value into the sum of error equation, we get

E[le] =
1

V

k∑
i=1

vi
C
eshri le(C) (4.59)

We have a minimum value of sphere volume as 1
8π2 . The worst case error can be

calculated through l = 0.955
√
V

8π2m(K+1)
, where V is the numerical value and the number of

networks is k = 0.955
√
V

8mlπ2 − 1.

The mean, maximum and minimum localization error of PLD algorithm with A = 5

and A = 6 is shown in Figure 4.28 and Figure 4.29, respectively. Different iterations of

PLD is shown in Figure 4.30 that used lower bound error formulation. The comparison

of PLD among different range free localization algorithms is shown in Figure 4.31.
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Figure 4.28: Localization error distance of PLD with A=5.
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Figure 4.29: Localization error distance of PLD with A=6.
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Figure 4.30: Random experiment of localization error of PLD with six anchor nodes in
each cluster.
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Figure 4.31: Mean localization error of PLD, DV-Hop, Advanced DV-Hop and MDS-
MAP.
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4.6 Summary

In this chapter, we proposed a new algorithm for 3D based localization algorithm. The

proposed technique is based on Parametric Loop division and subdivision surfaces for

3D space. In a PLD scheme, a region of network is subdivided into pairs with the

addition of extraordinary nodes in its control ring matrix. Three nodes are selected to

complete a triangulation. For generating a parametric point, mid point is computed and

by taking step size that falls within the network boundary.

The proposed technique provides superior localization accuracy and network cov-

erage, due to having enough anchor nodes in a boundary of the network. Even if a

node failure or not having enough node in each iteration of PLD network, the control

is still transferred to the next iteration, resulting in continuity of operation. Paramet-

rization process also helps in low computation cost and energy saving. The proposed

algorithm provides better localization accuracy as compared to existing range-free

solutions presented in the literature.
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Chapter 5

PLD Denoising with Extened Kalman

Filtering

In Chapter 4 we presented the parametric loop division (PLD) localization method.

In this chapter, we will enhance the PLD method using extended kalman filtering

(EKF) in presence of noise, especially for additive Gaussian noise (AGN), white noise

and intelligent noise that considered in recent localization algorithms. The effect of

noise in measurement of WSN localization is significant, as [316] presented a flip

and flex ambiguities of noise measurement for distributed WSN. To minimize noisy

distribution, authors in [316] described a robust idea of clusters and quadrilaterals.

But in case of large-scale network the complexity and energy increases, which leads

to a major drawback. Researchers has also identified the influence of noise in many

localization systems, but there is no standardized solution to avoid noisy measurement

data during localization process. This is basically dependent on the type of sensor and

even environmental factor.

Noise is considered in some measurement techniques, like latreration, angulation

and proximity. In lateration, all three circle intersect at one point, which is the location

of the target node if the noise is not considered. But in presence of noise, all these
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circles overlapped and target node may not be inside the intersection region. Similarly,

in angulation process, if noise is fairly considered, the target will never intersect at

the same point, instead a region is defined where the target node is likely to be. Some

algorithms used combination of techniques to reconstruct localization coordinates using

well-known techniques like extended kalman filtering. In this Chapter, we enhance our

PLD algorithm using extended kalman filtering to deal with noisy data in computation.

The EKF presents best estimation for data in presence of different kind of noise like

AGN, white noise and intelligent noise. For the sake of clarity, we referred to our PLD

algorithm as classic-PLD on which we are adding EKF to deal with noise in the system.

5.1 Distance Estimation

Most localization algorithms only depend on the availability of distance from an anchor

node to the target node. The statistical feature of the algorithm is only based on distance

estimation properties. In order to perform accurate computation, it is very important to

know all distance measurements along with signal strength values and weight. Let us

review the well-known distance estimators for AGN and long-normal models with their

statistical properties.

5.1.1 Additive Gaussian Noise (AGN) Model

Assuming that a distance measurement is effected by a noise that gives a right position-

ing of the system. The model of the distance is written as:

b = d+ η (5.1)

where η is a random variable representing the characterization of noise, d is an accurate

distance and b represents measured distance. If a measurement is modelled in this way,
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then we can construct a distance estimator such as d̂ = b. Thus, using some hardware

specific source of technology, the estimator can be defined as:

d̂ = d+ η (5.2)

The true distance is automatically calculated if the error estimator E[η] = 0 that

gives us unbiased estimator as described in Chapter 3. The error η is usually considered

as normally distributed, i.e., η ∼ N(0, σ2). Similarly, d̂ is also considered as normally

distributed i.e. d̂ ∼ N(d, σ2). The derivation is proved by considering the likelihood of

measurement b.

l(b, d) =
1

σ
√

2π
exp{−1

2

(b− d)2

σ2
} (5.3)

The logarithm of likelihood is taken as:

L(b, d) = − ln(σ
√

2π)− (b− d)2

2σ2
(5.4)

After that fisher information (FIT) is computed by (3.30).

5.1.2 Additive White Gaussian Noise (AWGN) Model

AWGN is basically due to the random variations of atoms in transceivers circuit, which

added unwanted signals in time of arrival (ToA) estimation process. In (5.1), the log

normal distribution of η ∼ N(0, σ2
i ) is a white Gaussian noise. The standard deviation

is constant and independent of true distance d, presented in vector form, i.e.

d̂ = [d̂1, d̂2, ..., d̂N ]T (5.5)

The effect of AWGN on original signal is shown in Figure 5.1.
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Figure 5.1: The effect of AWGN on original signal.

5.1.3 Multiplicative Noise Model

Assuming our model of distance estimation from (5.1)

zτ̂i = zτi + zη̄i (5.6)

where z denotes the multiplicative variation in measured distance, noise and estimated

distance, η̄ denotes the Gaussian noise. Then the ToA estimator is written by CRB as

[317]:

σ2(τ̂) ≥ 1

8π2β2SNR
(5.7)

where β is effective bandwidth of ith anchor node given by [318].

Ji = Jt
%

dαi
(5.8)
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where % is a loss related to frequency, antenna height or other physical effects. α is path

loss exponent with a value between (2.0 and 5.0) and Jt is transmitted power. SNR is

an fraction of transmitted power and power of noise, i.e., SNR = Ji
η0

. From (5.4, 5.5,

5.6), the standard deviation is computed by:

σ̄i = Υ · dα/2i (5.9)

where

Υ = c

√
η0

8π2β2Jt%
(5.10)

Finally, the estimator model of (5.1) is written as:

d̂i = di + Υd
α/2
i ω (5.11)

Where ω is noise with mean of zero and unit variance. Therefore, the model (5.11) is

multiplicative because of dα/2i ω

5.2 Kalman Filters

The uncertainty spreads data across region which causes many problems in a localization

system. Kalman Filtering (KF) is an optimal solution to gather data on a defined area

and even rectify the coordinates for nodes. Many researchers use KF in localization

but do not get optimal estimator because KF is a statistical tool that estimate stochastic

state from noisy sensor measurement.

1. KF is an optimal tool because it leads to optimal results with respect to certain

criteria, like MSE. In addition, KF it gets all the information for computation.

2. KF is recursive, which means that all data are not required to be stored in a matrix
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and new values are reproduced when needed. For PLD, this is why we are using

EKF that supports this property of recursion. Only those items are stored along

with noise signal will be used to calculate the RSS.

3. KF can filter out those unnecessary data not needed for distance measurement,

e.g., angle information.

5.2.1 Kalman Filter in WSN Localization

KF is based on an iterative approach, in which knowledge of noise in distance estimation

is used to filter the noise parameters from original signal. However, this system gives

problems when noise modelling is needed. Therefore, by using KF we can only measure

the noise by approximation but do not approach the real noisy distribution. The KF is

suitable for linear stochastic processes, but our model of PLD is based on non-linear

optimization and computation. Thus, extended kalman filtering (EKF) is a suitable

choice for noise measurement in PLD.

There are many parameters that that EKF uses to model PLD. The anchor node

is modelled by only using the knowledge information of coordinates to redesign the

distance vertex from anchor to parametric points. In 3D space, the distance is meas-

ured using the form d =
√

(x− xi)2 + (y − yi)2 + (z − zi)2, where xi, yi, zi are the

coordinates of anchor nodes. A major question arises–Why do we need EKF? First KF

is only used for Gaussian distribution. Furthermore, KF only works on linear functions

PLD is non-linear and involves multiplication. If we give AGN with non-linear para-

meter, the output will not be Gaussian. Thus, we need to consider nonlinear functions,

which does not follow Gaussian distribution. The only solution is Taylor series that

only comes with EKF.

In PLD, the proposed solution uses non-linear estimation to compute the location

of target nodes in the area covered by a set of anchor nodes. If these nodes are not
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properly distributed, leads to a non-rigid graph with a non-linear distribution. In

presence of noise, classic-PLD might result in large localization error. Therefore,

refinement of node coordinates is required that deteriorates the PLD accuracy, seriously

weakening the localization process in presence of noise. The lower bound accuracy is

estimated for the given idea along with its analytical framework. By simulating the

noise factor combining with PLD algorithm, the node refinement using EKF achieves

better positioning accuracy regardless of the shape of the network topology, deviation

of noise statistics, distance, and the node degree of the network, with localization error

distance of 0.42m and standard deviation of 0.26m.

5.2.2 EKF for WSN Localization

EKF is most widely used to linearizes the data observation in case of nonlinear observa-

tional models. In the literature the application of EKF was found in neural networks

[319], robotics [320], depth recovery [321], and satellite system [322]. EKF remains the

same in all the applications but its computation complexity gradually varies, depending

upon how state information is explained and updated. Some other KF are also described

in literature, like Iterated EKF, Central difference filter (CDF) and unscented kalman

filter (UKF). All of these filters are based on EKF with some variations.
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Figure 5.2: Noise-toleration in WSNs Localization.

5.3 Problem Statement and System Model

5.3.1 Problem Statement

Nodes are randomly deployed in a 3D space used for environmental monitoring and

event detection. Some of the nodes are anchors with known position. In presence of
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noise, the distance will be corrupted and needed to be refined through certain process.

Generally, as shown in Figure 5.2, a localization scheme in case of noisy data, will be

accomplished in three phases: 1) sampling of data that is basically a distance matrix

from anchor node to target node, 2) reconstruction of distance matrix after refining the

incomplete and noisy data and 3) computation of localization of target nodes.

For noise modelling in PLD, a distance matrix of incomplete and noisy data is

drawn, and nodes coordinates are estimated using EKF framework for achieving higher

accuracy. The key idea of PLD is already explained in Chapter 4.

5.3.2 System Model

In the system modelling, the EKF framework is added to the classic-PLD, algorithm. In

classic-PLD the non-overlapped network [K] was considered with volume [V]. It was

assumed that nodes are deployed randomly in a 3D sensing space as described in (4.7)

and (4.8). The distance between two nodes will be calculated by dij =
√

(ni − nj)2.

The distance computation is carried out using statistical RSSI measurement model.

Let ϕ denotes the number of nodes with unknown position and η as the number

of anchor nodes, giving k× ϕ and k × η nodes in each PLD network. For proper

formation of Looping triangle, a constant ρ is taken, whose value should be not less than

4. Nodes have proximity information, such that Pij ∈ βk = {1, 2, ...ϕ+ η}, anchor

nodes nη, geographic physical distance dij are used to compute the position of nϕ,

where ϕ ∈ {η + 1, η + 2, ...η + ϕ} for every PLD network. Assuming a system having

n small PLD network, and no repetition in anchor nodes coordinate information, so

there will be (N/K) number of possible ring matrices which satisfy (N
K) ≤ Np ≤ N .

The Euclidean distance matrix (EDM) data may be incomplete or corrupted due to

noise for LOS and NLOS scenario. The system for noise in case of LOS and NLOS is

modelled as:
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ηi,j =


vi.j LOS;

vi.j + bNLOS NLOS;

(5.12)

ρLOSηi,j
=

1√
2πσ2

i,j

exp(
η2
i,j

2σ2
i,j

) (5.13)

ρNLOSηi,j
=

1√
2πσ2

i,j

exp(−(ηi,j − µb)2

2σ2
i,j

) (5.14)

ρNLOSηi,j
=

1

β
dτ
(
ηi,j − nmax

σi,j

)
− τ

(
ηi,j − nmin

σi,j

)
e (5.15)

where vi,j representing the noise measurement, i.e., vi,j ∼ η(0, σ2
i,j) which follows

some spatial distributions such as Gaussian, uniform and exponential distribution. β

denotes NLOS fractional noise computed by β = nmax − nmin with CDF τ . The

bNLOS explained the Gaussian non-linear distribution, i.e., vi,j ∼ η(µb, σ
2
b ). Hence the

PDF for NLOS is changed to (5.14), while in case of exponential distribution function

(bNLOS ∼ η(λ), the PDF of ηi,j is given by:

ρNLOSηi,j
=
λ

2
exp[−λ

(
ηi,j −

λ2σ2
i,j

2

)
φ

(
λ2σ2

i,j√
2σi,j

)
] (5.16)

where, φ represents a complementary error function and λ is a positive constant.

Indoor environment assumes uniform distribution because of huge RSSI variations and

multipath transmission as described in Appendix C.

5.4 EKF Framework for Noisy PLD Algorithm

Assuming a set of anchors A = A1, A2, A3, ...Am with positive vector (x, y, z) are

deployed over a region of interest, where m ≥ 4. A reference anchor node can select
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another two anchor nodes to from a triangulation. The mid-point is measured within a

control ring network for proper operation. Let ~A1 be a reference node, the distance from

reference node and all other nodes with the addition of noise is computed as follows:

| ~Dik |=
m∑
k=2

| ~DA,k + ηA,k | (5.17)

where, η denotes the Gaussian noise based on path loss exponent value. The noise factor

is computed by random function with both LOS and NLOS scenarios. There are two

environmental conditions that affect the value of path loss which are LOS and NLOS

condition. The range of path loss exponent is 1 − 2 and 2 − 5 for LOS and NLOS

conditions respectively. The noise factor random function is given by:

ηA,k =



LOST + rand(m, 1);

LOS = randi([nminnmax], 1,m)

NLOST + rand(m, 1);

NLOS = randi([nminnmax], 1,m)

(5.18)

In a classic-PLD algorithm where localization error does not affect the noise para-

meters the computation of step size is given by (4.12). After that, we check RSSI values

that can be recorded at each parametric point

f(PRSSI) =

Preloccord (PRSSI) ≤ threshold

∗ otherwise

 (5.19)

If the sum of RSSI values are smaller than the threshold value, it is chosen as a pre-

localized node (Aik) and the iteration stops at this point. The RSSI will fluctuate due to

noise factor that always affects the performance of localization algorithms. To overcome

this effect of noise, the weighting concept is introduced along with EKF framework for
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intelligent, AGWN and AGN naive noise as derived in Appendix D. The derivation is

nonlinear, which is why an EKF framework is adopted for computation of localization.

For most indoor localization having adverse effect on non-linear optimization, EKF is a

best solution to use. Furthermore, we have a multiplicative noise effect in PLD, which

spreads data element and surely affects the accuracy of the PLD. The refinement of

node coordinates using EKF really stabilizes the system even in the presence of noise.

EKF framework has three variations namely, P-model (position), PV-model (position,

velocity) and PVA-model (position, velocity, acceleration) [323]. The PLD algorithm

only uses reference coordinates, RSSI, and distance to compute node position, therefore,

P-model EKF is appropriate for PLD algorithm. For refinement of node coordinates in

PLD, EKF framework is completed in three phases, namely, initialization, prediction

and update states described below.

Initialization State: This step is basically modelled using EKF algorithm as fol-

lows:



xk = f(xk+1) +Wk−1

xk = f(xk+1.tk) +Wk−1.tk−1

zk = h(xk) + vk

zk = h(xk).tk + vk.tk

(5.20)

where, Wk−1 is a noise factor of EKF having normal distribution with average of zero

and its co-variance matrix Qk and Rk, i.e., Wk−1 ∼ η(0, Qk) and Wk−1 ∼ η(0, Rk). xk

and xk−1 are the state vector at time instants tk and tk−1. Whereas f is a non-linear

function used for prediction of data information depending on previous measurement.

This is used to described non-correlation state function h between xk and zk.

Prediction State: After initialization, the variable needed to predict used in step 1.

Priori state x̂k|k−1 is another factor that determines the historical data information from
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posteriori state, we have:


x̂k|k−1 = F.x̂k−1|k−1 +Bk.uk

Pk|k−1 = F.Pk−1|k−1F
T +Q

(5.21)

where, F is a transition or iterations, uk represents the input system and Bk is a input

matrix. The variable of Pk|k−1 and Pk−1|k−1 are the information state gain from co-

variance data matrix Q.

Update State: In this step, an innovation vector Ŷk from (5.20) is revised as :



Ŷk = zk − h(x̂k)

Sk = Hk.Pk|k−1.H
T
k +RK

x̂k|k = x̂k|k−1.Kk.Ŷk

Kk = Pk|k−1.H
T
k .S

−1
k

Pk = (ld −Kk.Hk).Pk|k−1

(5.22)

where Hk represents the Jacob matrix based on expected computation result given by

h(x̂k). The posteriori state is an estimated computation from EKF framework taken from

(5.22). Noisy distance in PLD algorithm is used as a parameter for computing target

node estimation. To reduce the noise, EKF is added to filter out the PLD estimation

mixed with unbiased parameter noise. There are two computation steps, first estimation

is taken from PLD algorithm based on pre-localized node boundary (which added

some noise to classic PLD). The second phase is to improve the estimation output in

update state using EKF framework. The initial estimated results are linearized by using

EKF. The EKF with the combination of PLD also described in a same way based on

estimation update (output) from PLD algorithm with noise addition.
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xk = PLDRSSI,η[f(xiyizi)] (5.23)

In PLD algorithm, initially five to six anchor anchors are considered for initial

simulation. The reference distance values from target to anchor node are taken within a

working boundary zk = [d1d2...dn]→
∑
dn. The resulted coordinates from PLD with

noise modelling can be used for co-variance matrix for EKF framework, derived as:

P0 =



σ2xPLD,η 0 0 0 0

0 σ2yPLD,η 0 0 0

0 0 σ2zPLD,η 0 0

0 0 0 0 0

0 0 0 0 0


(5.24)

All the variables, including initialization state and co-variance matrix declared in

priori state are now predicted using

xk = PLDη[xi yj zk] ∗ F → f =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 0


(5.25)

Pk = F ∗ P0 ∗ F T +Q→ Q = P0 (5.26)

where, Q denotes the co-variance matrix and Pk denotes the co-variance informa-

tion. The output after predicting the state from (5.25) and (5.26) is an updated data

information multiplied with filtering gain Kk we have:
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Kk = Pk.H
T
k .S

−1
k (5.27)

where Hk represents the observation data from resultant Jacobin matrix. This can be

obtained by comparing data coordinates xPLD,η yPLD,η zPLD,η with estimated distance

effected with noise factor (PLDη) we have:

Hk
σ
η =



x1−x̂1
d1

y1−ŷ1
d1

z1−ẑ1
d1

x2−x̂2
d2

y2−ŷ2
d2

z2−ẑ2
d2

... ... ...

xn−x̂n
dn

yn−ŷn
dn

zn−ẑn
dn


(5.28)

dn =
√

(xi − x̂i)2 + (yj − ŷj)2 + (zk − ẑk)2 (5.29)

The final co-variance matrix Sk is arranged by combining a co-variance matrix Pk

with noise co-variance distance Rk gain from original estimation and can be derived as

follows:


Sk = Hk.Pk.H

T
k +Rk

Rk = diag(σ2d1 σ
2...σ2dn

P0 = (Pk −Kk ∗Hk) ∗ Pk

(5.30)

The posterior state as the estimation result of EKF algorithm (XEKF , YEKF ) is

represented as:


Yk = zk − hk

hk = [d1d2...dn]

Xk+1 = Xk +Kk.Yk

(5.31)
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The flowchart of the proposed PLD scheme with EKF is shown in Figure 5.3.
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Figure 5.3: PLD and EKF structuring.

5.5 Simulation Results

In this section, we analyze the accuracy of PLD algorithm by simulating EKF framework

in Matlab. In a 3D space of 1000m × 1000m × 500m, 50 anchor nodes are deployed

randomly and at each iteration and location of anchor node is changed randomly. A

total of 100 iterations are executed that allow a 3D space to cover almost 5000 anchor

nodes. The localization computation that generate four localized point as the target

node in case of classic PLD algorithm is shown in Table 4.2. In an initial simulation,

the sum of error of 3.57 and a MLE of 0.89m is recorded. The localization error is

affected by the step size ∆ in a classic PLD algorithm. Therefore, assuming that this
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value should not be high for small coverage space, otherwise the target node cannot be

pre-localized in a region. For the authenticity of classic PLD algorithm, an average,

minimum and maximum error is also recorded against A = 5 and A = 6 as shown

in Table 4.4 of Chapter 4. We analyze the accuracy of PLD algorithm by combining

EKF framework with different noisy environments, such as naive weighting noise and

intelligent weighting noise. RSSI may fluctuate and even gets weaker in longer distance

as show in Figure 5.4.
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Figure 5.4: Distance vs RSSI.
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Figure 5.5: CDF of MSE for 5 anchor nodes.

The Gaussian noise gives small fluctuation in longer distance. The error distance is

checked for all noise modelled using CDF for analyzing MSE values. The three main

factors that affect the localization computation are the number of anchor nodes, the kind

of noise and the type of algorithm used along with noise refinement framework.

PLD gives high refinement accuracy with EKF framework. With 5 anchor nodes,

the combination of PLD and EKF algorithm with naive noise has error estimation range

between 0.042m to 1.64m as shown in Figure 5.5. While adding intelligent noise to the

PLD with EKF algorithm has almost same error estimation range between 0.023m to

1.99m. It is very different with the classic PLD algorithm without refinement process

by EKF algorithm, the estimation error can reach 2.53m.
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Figure 5.6: CDF of MSE for 6 anchor nodes.

With 6 anchor nodes, the results are shown in Figure 5.6, with estimated data in

Table 5.2 and Table 5.3. It is being observed that localization error in case of naive and

intelligent noise is decreasing. The use of EKF framework can gather the data elements

on the central point that helps to minimize the localization error.
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Figure 5.7: CDF of MSE with intelligent weighting noise.

However, the estimation error is the same for both naive and intelligent noise, i.e.,

0.305m. The range is slightly different, adding naive noise the estimation error is 0.99m

that is higher as compared to intelligent noise having error of 0.65m. Second factor, the

number of anchor nodes also affects the localization error. We gradually increased the

number of anchor nodes in the same deployment region, the effect is shown in Figure

5.7 and Figure 5.8. The results shows that increasing number of anchor nodes will gives

favourable effect for both classic PLD and PLD with EKF framework.

Simulation results show that by increasing anchor percentage with intelligent noise

the PLD algorithm has maximum error of 0.57m as shown in Table 5.4. Similarly, in

case of naive noise addition, PLD algorithm with EKF framework achieves a maximum

error of o.61m as shown in Table 5.5.
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Figure 5.8: CDF of MSE with naive weighting noise.

The overall average estimation error is less than 1.8 m in the presence of naive and

intelligent noise. The result from output state shows that using the combination of EKF

framework along with PLD and intelligent and naive noise give higher accuracy up to

89.57% as shown in Fig 5.9. The PLD algorithm also tested by increasing the number

of anchor nodes gradually. We observed that the scheme even gains accuracy up to

90.84% by using only 20 anchor nodes as shown in Figure 5.10. Comparison of classic

PLD algorithm and PLD with denoising scheme by EKF frame work with A = 5 and

A = 6 is given in Table 5.1.

Table 5.1: comparison of MSE, based on additive and multiplicative noise.

Nature of Experiment A = 5 A = 6

Classic PLD Algorithm 1.435m 0.897m

PLD + Naive weighting noise 1.619m 0.955m

PLD + Intelligent weighting noise 1.353m 0.966m

PLD + EKF + Naive weighting noise 0.496m 0.263m

PLD + EKF + Intelligent weighting noise 0.571m 0.263m
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Figure 5.9: Estimated error vs accuracy with 6 anchor nodes.
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Figure 5.10: Estimated error vs accuracy with 20 anchor nodes.



The PLD algorithm is tested with combination of EKF framework in the presence of naive noise, the naive noise factor was

considered as 0.1 during the initial simulation with a mean of zero and standard deviation is set to be 5% of the distance. Six anchor

nodes were deployed with a 10 target points in each iteration. The data elements were spreads in case of naive noise and EKF

framework. Therefore, the standard deviation is higher than the mean value.

Table 5.2: comparison of classic PLD with Naive noise and Refine EKF PLD algorithm, A = 6 and N = 1, 2, ...10.

True Position Estimated Location (PLD + Naive Noise) Error (m) Refined Coordinates (PLD+EKF+Noise) Error (m)

x y z x̂ ŷ ẑ MSE x̂ ŷ ẑ MSE

10.99 11.95 14.45 11.18 12.13 14.63 0.32 11.02 12.01 14.51 0.09

11.31 12.10 14.76 14.53 15.15 17.68 5.31 11.68 13.30 15.73 1.58

17.80 18.47 20.97 17.83 18.46 21.00 0.04 17.81 18.45 20.99 0.02

20.18 20.76 23.26 20.51 20.95 23.53 0.46 20.26 20.82 23.40 0.17

11.35 12.13 14.74 14.71 15.27 17.82 5.53 11.73 13.34 15.79 1.65

17.12 17.91 20.34 17.60 18.22 20.75 0.70 17.20 18.01 20.52 0.22

11.62 12.44 15.03 14.69 15.30 17.85 5.05 11.97 13.53 15.99 1.50

17.29 17.67 20.22 17.50 17.99 20.55 0.51 17.26 17.82 20.38 0.22

19.28 19.64 22.11 20.21 20.66 23.22 1.78 19.34 20.09 22.71 0.76

20.85 21.56 24.07 20.83 21.46 24.01 0.11 20.85 21.51 24.04 0.05



The PLD algorithm is also tested with combination of EKF framework in presence of intelligent noise, and the intelligent noise

factor was consider as 0.1 as we used for naive noise for the whole simulation process. Six anchor nodes were deployed with a 10

target points in each iteration. The data elements were scattered in case of intelligent noise and EKF framework. The reason behind is

that intelligent noise does not affect a mutual distance collection. Therefore, the standard deviation was lower values over than mean,

which shows the good performance of EKF framework over noise PLD algorithm.

Table 5.3: comparison of classic PLD with Intelligent noise and Refine EKF PLD algorithm, A = 6 and N = 1, 2, ..., 10.

True Position Estimated Location (PLD + Intelligent Noise) Error (m) Refined Coordinates (PLD+EKF+Noise) Error (m)

x y z x̂ ŷ ẑ MSE x̂ ŷ ẑ MSE

17.63 18.14 20.74 17.57 18.08 20.64 0.13 17.65 18.17 20.67 0.08

20.18 20.76 23.26 20.53 21.03 23.59 0.55 20.27 20.99 23.39 0.27

20.02 20.43 22.99 19.99 20.45 22.99 0.03 20.00 20.44 23.00 0.02

11.62 12.44 15.03 14.69 15.30 17.85 5.05 12.31 13.45 16.24 1.72

17.23 17.82 20.32 17.46 17.98 20.52 0.35 17.29 17.86 20.42 0.13

20.85 21.29 23.90 20.65 21.18 23.74 0.27 20.77 21.13 23.88 0.17

17.81 17.82 20.55 17.66 18.06 20.64 0.29 17.59 17.91 20.65 0.25

11.64 12.57 15.08 11.89 12.81 15.32 0.42 11.53 12.42 15.21 0.23

12.50 13.30 15.98 14.79 15.23 17.77 3.49 12.93 13.53 16.74 0.91

20.29 20.98 23.41 20.56 20.94 23.56 0.31 20.43 20.87 23.51 0.20



Similarly, we increased in number of anchor nodes and test the validity of PLD algorithm in the presence of intelligent noise. We

observed that only an increase of few anchor nodes and anchor density the localization error decreases by 90.84%. EKF framework

along with 20 nodes and intelligent noise can reduce the localization error with scattered data item over a region bounded by the anchor

nodes.

Table 5.4: comparison of classic PLD with Intelligent noise and Refine EKF PLD algorithm, A = 20.

True Position Estimated Location (PLD + Intelligent Noise) Error (m) Refined Coordinates (PLD+EKF+Noise) Error (m)

x y z x̂ ŷ ẑ MSE x̂ ŷ ẑ MSE

15.90 8.27 15.32 14.66 7.96 14.28 1.66 15.56 8.38 14.91 0.55

16.43 9.56 16.09 15.54 9.93 14.91 1.53 16.20 9.64 15.62 0.53

14.95 10.71 14.85 15.39 10.77 14.92 0.45 15.14 10.60 14.82 0.22

16.94 11.84 16.53 16.94 11.85 16.45 0.08 16.96 11.83 16.49 0.05

15.79 10.64 15.27 15.74 10.65 15.25 0.06 15.77 10.65 15.27 0.03

16.47 9.56 16.06 15.55 9.98 14.90 1.54 16.22 9.66 15.60 0.53

15.92 8.21 15.27 14.59 7.91 14.27 1.69 15.53 8.35 14.88 0.57

15.79 8.23 12.45 15.74 11.84 16.45 0.08 12.32 6.76 17.21 0.43

10.64 10.37 16.09 15.61 10.25 14.92 1.34 16.19 10.31 15.60 0.58

15.27 20.98 23.41 20.56 20.94 23.56 0.31 20.43 20.87 23.51 0.56



In a same context, we increased in number of anchor nodes and test the validity of PLD algorithm in the presence of naive noise.

Naive noise does not gives higher accuracy, but few anchor nodes density along with EKF framework also decreases the localization

error to some percent. However, the accuracy is always low for naive noise due to data elements scattered over a boundary of region.

Table 5.5: comparison of classic PLD with naive noise and Refine EKF PLD algorithm, A = 20.

True Position Estimated Location (PLD + Naive Noise) Error (m) Refined Coordinates (PLD+EKF+Noise) Error (m)

x y z x̂ ŷ ẑ MSE x̂ ŷ ẑ MSE

15.90 8.21 15.27 14.47 7.67 14.11 1.92 15.56 8.31 14.82 0.58

16.43 9.56 16.09 15.54 9.93 14.91 1.53 16.23 9.64 15.63 0.51

15.79 10.64 15.27 15.74 10.65 15.25 0.06 15.77 10.65 15.27 0.02

16.94 11.84 16.53 16.94 11.85 16.45 0.08 16.96 11.83 16.49 0.05

16.43 9.56 16.09 15.54 9.93 14.91 1.53 16.23 9.64 15.63 0.51

16.04 8.38 15.40 14.51 7.72 14.15 2.09 15.70 8.47 14.90 0.61

15.96 9.36 15.95 15.41 9.88 14.87 1.32 15.85 9.40 15.52 0.44

15.17 10.64 15.11 15.56 10.63 15.19 0.40 15.33 10.54 15.09 0.19

16.24 10.37 16.09 15.61 10.25 14.92 1.34 16.19 10.31 15.60 0.50

20.29 20.98 23.41 20.56 20.94 23.56 0.31 20.43 20.87 23.51 0.20



We have compared PLD algorithm with naive and intelligent noise, with higher number of anchor nodes with different radio range.

Both the framework gives comparable performance as shown in Table 5.6. The number of anchor were increased in each iteration. The

number of PLD network also increases with the increase in anchor node density. Furthermore, the noisy distance is also computed

along with different noises and EKF framework as shown in Figure 5.11.

Table 5.6: Comparison of naive and intelligent noise with different anchor node density.

Number of nodes Radio Range Error with naive noise Error with Intelligent noise Number of PLD networks

5 2.23 0.42 0.266 2

6 1.1 0.41 0.264 3

10 0.74 0.38 0.251 4

20 0.56 0.376 0.234 5

25 0.44 0.24 0.221 6

35 0.39 0.254 0.209 7

45 0.5 0.289 0.208 8

55 0.45 0.2454 0.194 9

65 0.41 0.278 0.193 10

75 0.39 0.265 0.188 11

85 0.37 0.243 0.177 12

95 0.36 0.232 0.123 13

105 0.31 0.255 0.198 14
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Figure 5.11: Estimated Distance Performance Analysis for 5 anchor nodes.

5.6 Summary

In this chapter, we have analyzed the performance of PLD algorithm in the presence of

various noise factors. AGN, AWGN, naive and intelligent noise is added to the distance

to check the performance of PLD algorithm. PLD algorithm provides a non-linear

computation, thus we added EKF framework along with noise addition to scatter the

node coordinates into bounded region. EKF framework also refine the coordinates of

the target nodes, which also refines the accuracy of the entire system. The performance

of PLD is improved by using the EKF framework, which helps to scattered the data

elements within a region.

177



Chapter 6

Mobile Assisted Localization based on

Fuzzy Logic

With the recent advancement in technology, mobile based WSN becomes popular. A

comprehensive survey of mobile based system is already presented in Chapter 3. The

literature shows that equipping each sensor node with GPS unit makes system costly

with high consumption of power, especially for large scale WSNs. A better approach to

localize unknown nodes is to use many mobile nodes with GPS units and rove along a

known trajectory broadcasting their location coordinates periodically as shown in Figure

6.1. This kind of network structure provides many practical advantages because mobile

node is not energy constrained as compared to unknown nodes. Also the accuracy

of such system is totally dependent to the design trajectories [324]. Therefore, path

planning is a main factor for mobile assisted localization algorithms. As path planning

is beyond the scope of this thesis, we only study a mobile assisted localization scheme

on fuzzy logic control.
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Figure 6.1: Mobile anchor assisted localization.

6.1 Fuzzy Logic

The mathematics of Fuzzy Logic (FL) was introduced in 1965 to model conditions that

describe incorrect information [325]. FL is a multi- valued logic control that allows to

define intermediate data between conventional system in the form of "High" or "Low",

"Yes" or "No"or "True" or "False". In a broader sense, FL is an extension to the multi

valued logic with two different meanings. FL gives the same meaning with theory of

fuzzy sets which contains classes similar to object oriented programming.

It is also narrated that FL works like a human mind in operative modes based on

reasoning and logic. In case of hard computing, the precision and certainty can increase

the cost while in soft computing the tolerance for preciseness, low cost solution and

uncertainty are handled by FL to achieve the control of characteristics of the problem.

FL cannot describe the working of a system while it only explain, what the system must

do. Therefore, FL only concentrates with solution of the problem not the mathematical

modelling of the system. By this context, we can say that FL is a trade off between

exactness and significance. A map of input is reasonably stated to output space, where
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mapping is a initial point. In case of WSN localization, this initial point is referred to

as reference point or an initiator in a system [326]. A simple example of FL is if-then

rules explained in artificial intelligence to achieve fuzzy control. However, this solution

is man-made interpretation, so the chance of error is always there. Same like EKF, FL

also used to model non-linear functions with elective complication to a adequate degree

of exactness. Shortly, FL is an inference system contains if-then rules, fuzzy inference

engine, fuzzifier and defuzzifier as shown in Figure 6.2.
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Figure 6.2: The Fuzzy Logic System.

6.2 Benefits of using Fuzzy Logic

In [325], the authors stated that in every research and problem we can derived the same

solution without the use of FL. But FL is cheaper and faster. Other benefits of FL

include [327].

1. FL provides a flexible solution for almost every problem.

2. The input-output of any problem can be matched with fuzzy system, thus FL can

model any nonlinear system.

3. FL is easy to implement and understand because of its simple mathematics. The

complexity of FL is low.

4. FL is based on any programming structural derivation, thus it is easy to use. FL

can be written in any language.
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5. It can be easily combined with a conventional system.

However, FL does not apply to all systems, because for some systems, like image

processing do not have a useful way to implement FL.

6.3 Fuzzy Rules

The interpretative values are known as crisp values, which are completely explained

and computable. These are also known as singleton values, which are basically the set

of fuzzy values. Fuzzy values have several interpretations with different set of values

with unclear control setting, where a set of several values are a subset of fuzzy set

[328]. To understand a fuzzy set in a given system, one needs to know the description of

classical set in a given problem. This classical set is basically a container that includes

all the elements used in a system. The membership function in a FL is acting like a

curve on which all data sets, including input and output, are mapped. The mapping

degree is between 0 and 1. Thus, the crisp value only provides correction to incorrect

interpretation.

6.3.1 Connection with Logical Operations

Boolean operator is well known to understand the FL operator. For example, if a

crisp value is true or false, the Boolean operator ”0” or ”1” is used for representation.

In uncertain environment, it may be considered like X-AND-Y or X-OR-Y. The OR

operator interprets max operation, equivalent to max(X, Y ). Another operator is NOT,

used for 1− x. In summary, in FL, intersection or conjunction is represented by AND,

the union and disjunction represented by OR and NOT operator is used to express fuzzy

complement.
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6.3.2 Conditional Statement in Fuzzy Logic

The conditional statement of if-then rules in FL are similar to the ordinary programming

logic. The simple syntax of if-then is if X is ”1” then Y is ”0”, where X and Y are

the variables with the range of conditions. Conditional statement have three steps:

1. Input fuzification, used to minimize all fuzzy statements into some degree, where

"if" is a part of antecedent followed by the fuzified rules.

2. Multiple or nested antecedent is needed to be compressed into single or nested

fuzzifier.

3. Implementation of technique, which becomes the membership of the fuzification

function.

6.3.3 Fuzzification and Defuzzification

Fuzzification is a process of converting input variables to output variables along with

membership function. These are the resultant values also expressing degree of mem-

bership values. Defuzzification is used to represent a single value in the set of output

data.

6.3.4 Fuzzy Inference Rule

Formulation of input map to output map in FL is known as fuzzy inference. Truth table

is used to represents these rules stored in a Boolean operator. A simple representation

of such rules based on different input and output values is as follows:
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
if < cond. > then < consequence >

if < condition 1 and (or) cond. 2 > then < consequence >

if < cond. 1 and (or) cond. 2 > then < cons. 1 and (or) cons. 2 >


Fuzzy inference in the context of several input variables or rules with one output is

shown in Figure 6.3.
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Figure 6.3: The process of Fuzzy Inference.

The process of inference is accomplished in five steps such as the fuzification of the

input values, applying fuzzy operator, execution of the conditions and then aggregation

of the consequences in defuzzified state.

6.4 Definition and Problem Formulation

The following definitions are used in this Chapter :

Definition 11. Unknown Nodes are those nodes whose location is not known and

estimation of their location will be solved as localization problem.

Definition 12. Mobile Anchor Nodes are those nodes that move in predefined manner
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to assist unknown nodes in their localization process. Their location information is

known apriori throughout their trajectory.

Definition 13. Training means the phase in which we find mapping data between RSSI

values and their corresponding distances.

Let us consider a set of deployed randomly in a 3D indoor environment. The graph

or a topology diagram is denoted by
∑

(N,M) with N target nodes and M mobile

anchors with known position. The network is arranged in a square area using spherical

method as shown in Figure 6.4.
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Figure 6.4: Problem formulation scenario for mobile based network.

These sensor nodes can communicate with their neighbours in the sensing range.

For the sake of simplicity, we assume that the communication range of unknown and

reference mobile anchors is R ∈ R. Moreover, we assume spherical shape for area of

communication of sensor which means the sensor nodes can receive radio signals from

other sensors in this area. The target nodes N is represented in Cartesian coordinates

form we have:

(xi, yi, zi) ∈ R3, i ∈ (1, 2, 3, . . . , N) (6.1)
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The 3D coordinates take any real number including decimals and fractions. In our

system model, we have M reference mobile anchors whose coordinates are denoted as

follows:

(xrj, yrj, zrj) ∈ R3, j ∈ (1, 2, 3, . . . ,M) (6.2)

The coordinates of reference mobile anchors are known apriori and these coordinates

are broadcast to static unknown nodes for estimating their location with the help of

radio signals. It is assumed that sensor nodes contain radio transmitter/receiver circuits

for exchanging beacons in a particular frequency range.

The mobile anchor nodes move along with their predefined path to broadcast beacons

to all target nodes within a sensing range periodically. At any instant, only a particular

set of anchor nodes are transmitting and the rest are receiving. Mobile anchors along

with a trajectory and sensing range also receive RSSI and compute Euclidean distance

Dij where ∀(i, j) ∈ [1,M ] as:

Dij =
√

(xi − xrj)2 + (yi − yrj)2 + (zi − zrj)2,∀(i, j) ∈ [1,M ] (6.3)

A fuzzy mapping of RSSI set is taken from anchor nodes versus Euclidean distance.

This is known as training phase. At the end of training phase, anchor nodes share a

table with all target nodes for completing the mapping function.

Dest = z(RSSI) = anRSSIn + an−1RSSIn−1 + · · ·+ a1RSSI + a0 (6.4)

where Dest is the estimated distance. z is the mapping function obtained from interpol-

ation of nth order as provided in (6.4). ai, i ∈ [1, N ] are the coefficients obtained from

interpolation. n will be greater than 3 or more so as to reduce the interpolation error.
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The relationship between Euclidean distance and RSSI is nonlinear, thus to complete

a mapping between these values, a third or higher order of polynomial is required to

complete the training phase. The mapping function is computed as follows:

z : RSSI → Dest =
n∑
i=1

aiRSSI
i (6.5)

6.5 Proposed Localization Algorithm

The proposed localization algorithm works in four phases as described below:

6.5.1 Training Phase

This is the calibration or mapping phase to obtain the function data that would give us

distance between transmitting node and receiving node in the form of RSSI. The phase

starts when mobile anchor nodes start moving in random walk way to cover the entire

WSN. During their motion, they transmit beacons for some time period and listen to

transmissions from other nodes for rest of the time as shown in Figure 6.5. The message

signal will be encoded in the form of radio signals with proper modulation technique

like Amplitude, Phase, or Frequency.

Since the location of reference anchors are predetermined, so parameters of received

signals could be easily correlated to the distance between transmitting node and receiv-

ing node. We have chosen RSSI as signal parameter to map against distance. Each

anchor node maintains a table of received RSSI from other anchors measured against

respective distances.

Once training phase is complete after motion of anchor nodes has covered en-

tire WSN, the mapping tables are exchanged with one another to find the required

interpolation function z.
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Dest = z(RSSI) =
n∑
i=0

aiRSSIi
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Figure 6.5: Beacon transmission in Training phase.

After training phase, the mobile anchors nodes start moving along their random-

walk method again throughout the network and keep sending beacons to unknown nodes

periodically. The trajectory of mobile beacons can be modelled as:

ξ(t) = RAND((xrj(t), yrj(t), zrj(t))) ∈ R3, j ∈ (1, 2, 3, . . . ,M) (6.6)

where t is a time factor represents the dynamic behaviour of anchor locations and

their corresponding coordinates. ξ is used to describe the path of random-walk using

random function of locations "RAND". All the nodes in sensing region receive beacons

from all the reference anchors within the region. Unknown nodes find the maximum

RSSI that they receive from their neighbouring K anchors.

RSSIimax = max(RSSI1,RSSI2, . . . ,RSSIK), i ∈ [1, N ] (6.7)
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6.5.2 Position Estimation

The data obtained from training phase as function z is applied in this phase. The

reference anchor nodes move along their random walk while transmitting beacons

containing their coordinates and the mapping function z. The unknown nodes will

receive the beacons and find the value of estimated distance from received RSSI. The

maximum value of RSSI is used to draw a circle with center as reference location from

where maximum RSSI is obtained and radius as estimated distance mapped to maximum

RSSI. This circle will contain unknown node but the exact position is uncertain as shown

in Figure 6.6. It will be estimated in the last phase.
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Figure 6.6: Position Estimation as Circle.

The RSSI within a sensing circle provides a center on which unknown node is

located as a raw estimation of its location. The mapping function z is used to compute

the radius of circle. Then, we have:

(x− xr)2 + (y − yr)2 + (z − zr)2 = (Dest)
2
i , i ∈ [1, N ] (6.8)
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Where xr, yr, zr are the coordinates of the reference anchor that yields maximum RSSI.

The circle interpretation extended to sphere for easy computation for 3D space. The

equation of circle is transformed accordingly. Once circle is available as rough location

about unknown nodes, the next raw estimation is computed through centroid method.

The quality factor for weighing coordinates is computed by fuzzy function used for

centroid computing. The basic formula for computing centroid from K reference

anchors are:

(x̂i, ŷi, ẑi) = (
1

K

K∑
j=1

xj,
1

K

K∑
j=1

yj,
1

K

K∑
j=1

zj)

where (Xi−est, Yi−est, Zi−est) is the estimated location of ith unknown node containing

K reference anchors in its radio range.

6.5.3 Position Estimation as Extended Weighted Centroid

In this phase, the unknown nodes use reference anchors beacons to find centroid with

the aid of weighted fuzzy functions. The basic form of fuzzy function is (6.12). It

contains two membership functions µ1, µ2 for fuzzification of input variables. We have

selected received signal power and received RSSI as input fuzzy parameters. The first

function µ1 maps received signal power to a specific number as follows:

µ1 =


0(Low) PR ∈ [0, PRmax/3]

1(Medium) PR ∈ [PRmax/3, 2PRmax/3]

2(High) PR ∈ [2PRmax/3, PRmax]

(6.9)

Where PR refers to the received signal power at the unknown node. The fuzzy levels

0, 1, and 2 for different ranges of received signal power and they are scaled as low,

medium, and high. Received power is scaled in three equal ranges for this function.
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Similar sort of fuzzy function is set for received RSSI as follows:

µ2 =


0(Low) RSSI ∈ [0,RSSImax/3]

1(Medium) RSSI ∈ [RSSImax/3, 2RSSImax/3]

2(High) RSSI ∈ [2RSSImax/3,RSSImax]

(6.10)

Like received signal power, RSSI is also divided into three equal ranges that are

mapped to three distinct levels as low, medium, and high.

The output function Ω defuzzifies the fuzzy functions. It provides the quality factor

as weight for multiplying them with coordinates of reference locations for a certain

unknown node. It will be of the following form:

Ω ∈ [0, 1] for µ1, µ2 ∈ [0, 2] (6.11)

The value of the output function varies between 0 and 1. Its value depends on levels

of its input variables µ1, µ2. For example, if µ1 = 0, µ2 = 0, then Ω = 0. Rules can be

developed to map input fuzzy levels to output value in the given range. The estimated

centroid will be obtained from the following equation:

(x̂i, ŷi, ẑi) = (
1

K

K∑
j=1

Ωjxj,
1

K

K∑
j=1

Ωjyj,
1

K

K∑
j=1

Ωjzj)

where Ωj is the fuzzy output for the given beacon received at the unknown node. It is

evident that the fuzzy output provides suitable weights to anchor locations based on

their RSSI, and received power.

In formulation of basic centroid, each reference location is equally weighted. How-

ever, radio signals suffer from several deterioration effects in indoor environment so

probability of receiving accurate signal from far reference mobile anchor node is rather

low. Signal parameters like RSSI and received power indicate the reliability of the
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received signal. Hence, these factors must indicate which reference anchor should

have more significance towards finding centroid location. The weight to locations is

found from objective functions using Fuzzy logic. The fuzzy function Γ will have the

following form:

Γ(i) = Ω(µ1(RSSI), µ2(PR)), i ∈ [1, K] (6.12)

Where µ represents the membership function or fuzzifier, Ω denotes the output function

or defuzzifier. These functions will be explained in algorithm description.

Fuzzy logic based centroid gives second raw estimate of unknown nodes’ location.

Now, we use these two estimates to arrive at accurate location. Draw a line segment

from centroids of respective unknown nodes to their circles that has minimum length

such that angle made at centroid with this line segment is right angle. The final location

is proposed to be center point of the resulting line segments. It will be the average of

centroid location and the point on circle (xmin, ymin, zmin) that has minimum Euclidean

distance from centroid:

(xi, yi, zi) =
1

2
(x̂i + xmin, ŷi + ymin, ẑi + zmin) (6.13)

Hence, two raw estimates of locations of unknown nodes are found, which are used

to find the final location estimation that is accurate to a given level.

6.5.4 Accurate Location Estimation

In the final stage, we have two raw estimations to compute the position of unknown

nodes.

• The estimation between Circles with center at the exact position of anchor nodes

along with maximum RSSI.
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• Centroid using weighted average of locations of references anchors in radio range

of unknown sensors.

These two raw location estimations will provide us the final solution to the local-

ization problem. For this purpose, we draw a line segment that connects the centroid

with the circle such that length of the line segment is minimum. The line segment will

intersect circle at the point for which its distance from centroid is minimum. Let that

point on the circle have coordinates xmin, ymin, zmin. Then, location of unknown nodes

will be computed by (6.13).

192



Algorithm 4 Description of Mobile anchor based localization
Data: Beacons Transmitted by Mobile Anchor Nodes

Results: Localization coordinates of unknown nodes (xi, yi, zi), i ∈ [1, N ]

1: while Training session not completed do

2: Transmit/receive beacons

3: Get mapping of RSSI with known distance.

4: Find interpolated function that finds distance for given RSSI.

5: end while

6: while Unknown Nodes Not Received Beacons, i = 1 to N do

7: while Mobile beacons 6= K do

8: Keep sensing radio frequencies in passive mode.

9: if Beacon Received then

10: Estimate Received RSSI.

11: Estimate Distance from RSSI through z.

12: else

13: Keep searching for beacons.

14: end if

15: end while

16: end while

17: Find Maximum RSSImax and corresponding distance D0

18: Draw circles at anchor with RSSImax and radius as D0.

19: while Fuzzy Functions Evaluation in Process do

20: while Membership functions under process µ1, µ2 do

21: Find membership functions using equations (6.9) and (6.10)

22: Find fuzzy output from defuzzifier using equation (6.11)

23: Find weighted centroids using equation (6.5.3).

24: end while

25: Find actual coordinates of unknown sensors using equation (6.13)

26: end while
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6.6 Simulation Results

In this section, we can briefly explain the simulation process of our proposed method

using Mamdani fuzzy method. The estimation is performed by the centroid methods,

where weight on the distance estimation is a main variable for centroid relation that latter

used to compute the output of the fuzzy system. The simulation is performed in Matlab

with fuzzy logic toolbox. The total of 1000m × 1000m × 1000m is taken for initial

simulation. The 10 mobile anchor nodes and 20 to 80 target nodes are deployed which

traverse the whole 3D region and transmit beacons to target nodes. The communication

range is fixed during the simulation and set to 100m. The major contribution is to

analyze localization error through fuzzy inference system, which provide weighting

factor for signal power and RSSI. The example weight output and its relation with RSSI

is shown in Figure 6.7.
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Figure 6.7: Relationship between RSSI and weight.

In our proposed system, the fuzzy sets qualify the RSSI as "HIGH", "MEDIUM"
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and "LOW" for each input as shown in Figure 6.8 and Figure 6.9. Signal power and

RSSI are used as input and weight as a output function. Crisp values are accepted by

fuzzy controller. The membership functions can used these crisp values as a input, and

all input values are mapped with the degree of membership between 0 and 1. In next

phase, the crisp values are converted from crisp input into fuzzy input using fuzzification

process. We select receive RSSI and signal power as a fuzzy input parameter. The

function µ1 maps received signal power as described in (6.9).
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Figure 6.8: RSSI as an input for fuzzy membership function.
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Figure 6.9: Signal power as an input for fuzzy membership function.

The fuzzy levels 0, 1, and 2 are considered as "LOW", "MEDIUM" and "HIGH"

for different ranges of received power. The fuzzy function is set up for RSSI as (6.10).

Similarly, the weight is used as an output membership function as shown in Figure 6.10

along with fuzzy weighting function in Figure 6.11.
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Figure 6.10: weight as an output for fuzzy membership function.
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Figure 6.11: The fuzzy inference weighting system.

The whole implementation is done by Mamdani type fuzzy inference, which is much

similar to sugeno type fuzzy inference method. However, the membership function in

sugeno method is always linear or constant.
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Figure 6.12: Mamadani fuzzy inference (2 input 1 output).

The simulation was run for 1000 times for estimating the average localization error.

Initially, we deploy 20 target nodes with 10 anchor nodes. The Mamdani fuzzy inference

combined with the input values provides an overall accuracy of (0.7 − 0.9)m. The

weight is also included in simulation process for checking the centroid accuracy with

our proposed techniques. The input membership functions of Mamadani method is the

received signal from anchor nodes, which are producing different triangles membership

functions from "very LOW" to "very HIGH". The membership functions take the

minimum and maximum signal strength values that an anchor broadcast to other target

nodes.

The number of sensor nodes are increased gradually and check the accuracy of the

proposed algorithm. We noticed that with 60 target nodes and 10 mobile anchor nodes

the error was (0.9 − 1.1)m. All nodes have a communication range of 250m. The

average result is shown in Figure 6.13.
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Figure 6.13: Localization Error vs number of unknown nodes.
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Figure 6.14: RSSI and Received power with Distance.

The received signal power and RSSI are decreasing logarithmically as a function of
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membership function as shown in Figure 6.14. This plot is generated and obtained from

training phase. Furthermore, we observed that the proposed solution is robust against

noise factors. However, all the noises are not considered because of nonlinear state of

the fuzzy inference. AWGN is added in RSSI with a fixed SNR = 20dB. The sensor

location in the presence of AWGN is shown in Figure 6.15.

Figure 6.15: Sensor location in presence of AWGN.

The proposed algorithm is also tested and observed at different stages of Fuzzy

implementation. Initially 60 anchor nodes were deployed to compute the localization

errorfor simple centroid localization algorithms [329]. According to this technique

nodes are moving continuously without pausing at any stage with an average speed.

Initial coordinates are obtained by using uniform distribution however, with a constant

speed of mobile anchor nodes some nodes got duplicate RSSI values causing an extra

overhead for reference anchor with extra space. RSSI data set is not stored at any point

so each node needed to compute its location dependent on the mobile anchor nodes

density. With a large localization error, the size of RSSI request will increases with in
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a 1000 unit × 1000 unit of network region. The weight function also implemented as

a member ship function in Mamdani fuzzy localization algorithm [320] and Sugeno

fuzzy algorithm [228] to test the affect of weight as a membership function. The weight

function. Initially, 100 sensor nodes are randomly deployed in the region. Each sensor

node receives four different RSSI from each of the four anchor nodes, therefore, RSSI

reflect the distance of the sensor node to each of the anchor nodes. After estimating the

RSSIs, each sensor node has four weights that are estimated by Sugeno fuzzy system.

The entire experiment was done in a square region with 10m side length. The RSSI

taken from each node in this experiment have slightly different values compared to the

RSSI obtained in the simulation. A log normal based adaptive neural fuzzy inference

system (ANFIS) is proposed in [326] in which error even goes higher in case of fewer

mobile anchor deployment. For a fair trial of errors the localization algorithm was even

upto 12m.
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Figure 6.16: Comparison of proposed solution at different stages of Fuzzy implementa-
tion.
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After computing the sensor node position by using Sugeno and Mamdani fuzzy

inference system, an author in [327] assume that the node coordinates for Sugeno and

Mamdani system are (Xest−sug, Yest−sug) and (Xest−mam, Yest−mam) respectively, then

by combining the sugeno and mamdani approaches the author compute the final node

coordinates by taking the average as follows [327]:

(Xest−final, Yest−final) =

(
Xest−sug +Xest−mam

2
,
Yest−sug + Yest−mam

2

)
(6.14)

The RSS information between sensor nodes and its neighbor anchor nodes is used

to estimate the positions without any complicated hardware. Fuzzy logic system is

the main component of the proposed schemes. First of all, the edge weight of each

anchor node which is adjacent and within the range the sensor node, are found out using

Mamdani fuzzy system and the weighted centroid theorem is applied to estimate the

sensor node position, then the edge weights are calculated using Sugeno fuzzy system

and the localization of node is carried out by weighted centroid theorem. Proposed

Combined Mamdani-Sugeno approach, localize the node by taking the average of the

location obtained from first two schemes. This approach is able to work for a large

network to estimate the node position independently. All of these approaches are then

compared with our proposed solution. The propose algorithm gives very high accuracy

while increasing the anchor node density. As we have introduce the weigh function

after training phase when all the mobile anchors stop their first trial of sending beacons

to the unknown nodes. The weight is then mapped to weighted fuzzy functions. This

weight will refine the node coordinates in presence of mamdani and sugeno variables.

This is why the proposed algorithm obtained a high accuracy as compared to other

algorithms using fuzzy logic framework as shown in Figure 6.16. Furthermore, we have

also compared our algorithm with the well-known mobile anchor based localization
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techniques SCAN. DUALSCAN and HILBERT presented in [300]. The disparity

between the localization error between the proposed trajectories can be seen in Figure

6.17.
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Figure 6.17: Comparison between SCAN, DOUBLE SCAN, HILBERT and proposed
algorithm.

We have observed that the error in SCAN algorithm is 2 times larger than the

HILBERT algorithm. Whereas, DOUBLE SCAN trajectory have very large error on

each axis. The experiment ws performed over 45m resolution of mobile anchor nodes

that cover a total area of 60m. The CDF is much better for HILBERT algorithm even

the trajectory was very complex in this case. Hence the use of membership function

helps the propose solution to provide high accuracy as compared to existing solutions.

6.7 Summary

In this chapter, we present a novel algorithm for solving localization problem using

extended centroid approach based on fuzzy logic inference. The problem is solved in
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four phases: the data is collected to map the distance between nodes and their respective

RSSI. The estimation of nodes is computed in the form of circle and then we finds

centroid of all nodes using weighted approach, derived by fuzzy logic approach with

input parameters (RSSI and signal power) and weight as a output. The use of FL

approach can helps to localize the nodes using mobile anchors with low computation

cost.
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Chapter 7

Conclusion and Future Work

The main function of WSN includes tracking, navigation, localization and sensing.

Sensor localization is always crucial because position information is prerequisite for

localizing nodes. This thesis focuses on the design and development of localization

algorithm for 3D static and mobile anchor based sensor network. In particular, it

focuses on the development of low-cost, accurate and efficient algorithm. In particular,

we completely studied the issue of sensor network localization in two approaches.

One is 3D static node localization and the other is mobile anchor based localization

algorithm. We identified the localization challenges, proposed new algorithms and

analyzed their performance with simulation in Matlab. To do this, we surveyed state-

of-the art algorithms presented in the literature, and highlighted different factors to

design robust localization algorithm. Most of the challenges in WSN are caused by

network topology, network nature (heterogeneous of homogeneous), radio pattern,

network coverage and computation cost in term of communication and energy. We

proposed a localization algorithms based on parametric Loop division and refined the

coordinates of the nodes using extended kalman filtering process in the presence of

noise. The proposed algorithms have the benefit of accurate distance measurement,

reduced localization error, improved network coverage and reduced computation cost.
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Furthermore, a mobile anchor based localization algorithm is presented with the help of

centroid based function and fuzzy logic control to localize static sensor nodes.

7.1 Conclusions

• We performed a comprehensive literature survey and we analyzed that most of the

research work proposed for 2D based sensor network. However, most localization

schemes are based on assumptions of accurate synchronization between sensor

nodes, which is almost impossible to achieve in certain environment. Then, we

propose a method based on Parametric Loop Division. The method of PLD is

free from node synchronization and only needs to compute mid-point to form a

working boundary. With the help of step size and parametric points, the whole

network region will be divided into different networks. The subdivision helps to

reduce the communication cost and computational overhead.

PLD also helps to compute its own pre-localized node within a region. An

initiator or reference point that start the process to estimate mid-point, parametric

point and step size helps transfer the control of iteration to the next reference

node. This helps PLD to work in a different network in continuous form. We

have compared the PLD algorithm with DV-Hop, MDS-MAP and APIT scheme.

The simulation results affirmed superior performance for the proposed algorithm.

With a communication range of 200m and 6 number of anchor nodes, we noticed

an overall average error of 0.89m which is far better in range-free localization

algorithms. By increasing the number of anchor nodes in each iteration, the

accuracy of PLD can be further improved.

• Then, we considered the performance of PLD in the presence of noise. We

proposed to use Extended Kalman Filters (EKF) to perform denoising. PLD is
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capable of finding its own localized node within its working boundary. Reference

points are considered to produce mid-points, parametric points and step size,

which helps the iterative control to be transferred to inner parametric points. This

enables PLD to work in different networks, within the working boundary. At

each reference point, sum of RSSI value is computed for pre-localized nodes,

compared to a threshold value, and stored in a storage matrix. Furthermore, the

localization volume is obtained with maximum and minimum coordinates, stored

in a storage matrix. Compared with the refined coordinates, PLD, provide an

overall efficiency of 90.84% even in noisy condition.

• Finally, we developed a mobile anchor based localization algorithm for localizing

the static sensor nodes. In this algorithm, we extend a centroid based localization

algorithm with an extension of fuzzy logic inference. The algorithm operated

in four difference phases, and a training phase is used to collect and map data

(distance) from corresponding sensor nodes. In a phase 2, node position is

estimated in the form of cicular region. We introduce a weighting factor with

centroid method from fuzzy logic system with RSSI and signal power as input

parameter and weight as output. In the last phase, the results of phases 2 and 3 are

used to estimate the node location. This system provides a reasonable accuracy

as the nodes always falls within the sensing region.

7.2 Future Work

The importance of localization in WSNs is paramount and this thesis significantly

contributes to the fast development of this topic. However, there are still many open

issues to be addressed. Along the preparation of this thesis, we have identified the

following topics for future work.
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1. PLD provides good accuracy in 3D range free localization systems. However,

anchor node localization error is not considered. The accuracy of the anchor node

position will affect the performance of the PLD scheme.

2. A mobile anchor node can be introduced in PLD algorithm to verify whether

further improvement in localization accuracy and efficiency is possible.

3. It is also worth studying the energy consumption of PLD algorithm. The trade-off

between energy consumption and localization accuracy can be considered.

4. Does the integration is possible with other technique. Can we make a PLD as

hybrid by using it with other algorithms?

5. EKF and fuzzy logic both provides simple solution to be opt out with other

techniques. Both techniques are suitable for non-linear computation that make it

easy to linearize the system. This is another point that can we make a system that

does not need any external frameworks for linearization.

6. Finally, in mobile-assisted localization schemes, many challenging issues are

worth studying, like topology construction, path planning and energy consump-

tion.
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Appendix A

Irregular node distribution in PLD

Let the parametric points be

Pik = {P11, P12, ...., P1k} (A.1)

New center points are calculated by using parametric factor. The new center points
which is less dependent with irregular distribution of anchor node, can be calculated as:

Ḿ1 = αkM1 +
(1− αk)

k

K∑
k=1

Pik (A.2)

where αk represents parametric function of PLD network obtained from [315] whose
value is constant if anchor node has regular distribution. Due to symmetry, we can also
write this for anchor node distribution

Ḿ1 = αkM1 +
(1− αk)

k

k∑
k=1

Aik (A.3)

Ḿ1 = αkM1 + (1− αk)
∑K

k=1(Aik)

k
(A.4)

Ḿ1 = αkM1 + (1− αk)M1 (A.5)

Thus, for regular distribution the centroid of points lies in centre i.e. Ḿ1 = M1. In case
of irregular distribution the value of αk lies between 0.5 to 0.75. Hence,

αk =
3

8
+ (

3

8
+

1

4
cos

2π

k
)2 (A.6)

To compute radio irregularity, we take two different values of αk. One is 0.5 for
assuming center value and 0.75 for anchor nodes. αk has direct effect on cosine angle
that is between two anchor nodes from the center points in triangulation. Suppose the
difference in angle is (0− 90)◦, then the value of αk ranges from 0.516 to 0.765.
M1 has a parametric factor αm = αk = 2π

k
and αp = αk = α1,α2,....,αp

k
. So the next mid
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point is

Ḿ1 = αmM1 + (1− αp)M1 (A.7)

Ḿ1 = (1 + αm − αp)M1 (A.8)
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Appendix B

Shifting of center point in PLD

For perfect mathematical modelling, we assume that anchor nodes are regularly distrib-
uted, the sum of acute angle making with center is equal to 360◦.
If k = 5 A = 5, cos θ has value of 0.3090 and θ = 72◦. And the value of αk = 0.5795.
If k = 6 A = 6, cos θ has value of 0.5 and θ = 60◦. And the value of αk = 0.625.
If irregular anchor node distribution occurs, then we consider irregular distribution of
angle between anchor nodes. The angle effect on parametric factor is significant only
when it has significant difference between angles.
If angle varies by 10◦ at k = 5 then the value of θ lies between θ = (67◦ − 77◦) and
the value of αk = (0.5984− 0.5610). Hence localization error = 0.0374m. Similarly,
if angle varies by 10◦ at k = 6 then the value of θ lies between θ = (55◦ − 65◦) and the
value of αk = 0.6437− 0.6060. Hence localization error = 0.0377m. This shows that
anchor node irregularity produces some considerable error but we can minimize it. The
minimization occurs because we calculate only midpoint of each iteration by using this
parametric function. The difference of shifting is greatly minimized by:

Ḿ1 = (1 + αp − αm)M1 (B.1)

With the localization error of 0.0377 in a parametric factor equation, we get; Ḿ1 =
(1− 0.0377)M1 = 0.9623M1.

From the numeric parametric analysis, it is clearly seen that less angle gives higher
parametric value αp and higher angle gives lower parametric constant αm.
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Appendix C

Multipath transmission model in
EKF-PLD

The noise includes additive noise to the distances:

di,j =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 + =i,j (C.1)

while the noise model widely used is multiplicative as follows:

di,j =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2+ ‖ 1 + =i,j ‖ (C.2)

= =i,j −=LOS
(

0, ‖
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 ‖2 σ2
i,j

)
(C.3)

= =i,j − =NLOS

([
‖
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 ‖
2
σ
2
i,j

]
min

,

[
‖
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 ‖
2
σ
2
i,j

]
max

)
(C.4)

Let us assume the dli,j =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 as the ideal dis-
tance without noise influence. Practical RSSI data have high noise variations and it is
suitable for adding the weight that can develop approximations of log-likehood function
in the sophisticated noise model. The weights can be written as γ = 1

σ2
i,jd

2
i,j

, so this
noise modeling system is known as intelligent noise as:

=
∑

i,jε1,2,3...N

1

‖ dli,j ‖2 σ2
i,j

(‖ dli,j ‖ −di,j) (C.5)

In case of intelligent weighting, the noise is scaled based on the distance that is not
reliable for long distances due to less weight. In that case, naive Bayesian noise model
is a good solution expressed as:

=
∑

i,jε1,2,3...N

1

‖ dli,j ‖2 σ2
i,j

(log ‖ dli,j ‖ − log di,j) (C.6)
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Appendix D

AGN and AWGN noise derivations

Intelligent noise:

| ~Dint.noise |=
m∑
k=1

Dik +
1

D2
k + var(D2

k)
x(lDk −Dk)

2 (D.1)

Naive noise:

| ~Dnaive.noise |=
m∑
k=1

Dik +
1

D2
k + var(D2

k)
x(log lDk − logDk)

2 (D.2)

Then the combination of intelligent and noise model that forms the multiplicative
noise that can be calculated as:

| ~Dmul.noise |=
m∑
k=1

[
1

D2
k + var(D2

k)
x(lDk−Dk)

2+
1

D2
k + var(D2

k)
x(log lDk−logDk)

2]

(D.3)
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