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Abstract 

There is increasing use of non-probability sampling methods in large-scale surveys due to the 

costs involved in ensuring that the sample chosen is representative of the population, as is the 

case with probability sampling. Conventionally, it has been believed that non-probability 

sampling does not permit precise estimates of how the statistical properties of the sample differ 

from the statistical properties of the population due to possible biases in the non-probability 

sample. However, the increasing growth of big data survey data using non-probability sampling 

methods may provide an opportunity for researchers to use novel methods for quantifying the 

amount of bias that may exist in different strata so that within each stratum it may be possible 

to select respondents through probability sampling or random sampling to create pseudo-

controlled samples for estimating population parameters. 

In this thesis, we use one of the largest survey databases ever collected in healthcare (Improving 

Practice Questionnaire IPQ for patients visiting their doctor in UK) through convenience 

sampling to show it is possible to adopt different stratification strategies in conjunction with 

machine learning techniques to help researchers to decide on the most appropriate stratification 

method for estimating population parameters from the chosen strata. Such strategies can enrich 

our knowledge for an evidence-based stratification methodology to reveal similarities and 

differences in feedback experience among different smaller sub-populations. This research 

combines standard statistical and machine learning techniques into a systematic stratification 

methodology to analysis survey data collected through non-probability sampling. 

In summary, the traditional statistical problem of how to estimate population parameters from 

a study that does not use probability sampling is shown in this thesis to be possible through the 

use of big data and appropriate use of measures and metrics from machine learning as well as 

standard statistical methods for analysing population parameters. The implication of this thesis 

are that it will be possible, in the age of big data, to overcome traditional statistical concerns 

about the quality of data not obtained through traditional probabilistic techniques and that 

outcomes of statistical analysis using non-probability sampling methods can be as reliable as 

from probability sampling, provided that a clear methodology is used to quantify bias at various 

stratification levels. 
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Chapter 1 Introduction 

1.1 Introduction 

In recent years, the use of large-scale survey data has significantly increased as organisations 

seek to uncover new knowledge and information from various sources, such as feedback from 

customers and other users of organisation services. Such data typically comes from 

questionnaires on which customers, patients and other service users (‘raters’) answer a series 

of questions (‘items’) by ticking or selecting an option [1], [2]. Questionnaires are often 

composed of Likert-scale questions, where raters choose one ‘box’ or select one option among 

a range of options that are typically laid out in some logically ascending or descending order. 

The number of options can range from only two (e.g. ‘Yes’, ‘No’) to five (e.g. ‘Very poor’, 

‘Poor’, ‘Neutral’, ‘Good’, ‘Very good’) or more. When the questions ask for rater attitudes or 

feelings, or other responses that reflect psychological aspects, the data are regarded as 

psychometric. Psychometrics is an area of statistics dealing with the theories and methods of 

psychological measurement. 

In the healthcare domain, psychometric feedback data can motivate the development of actions 

and policies. In healthcare feedback studies, satisfied patients were found to be more positive 

about their situation, more compliant, and more willing to actively participate in their treatment 

plans, than dissatisfied patients [3]. Dissatisfied patients also tend to feel anxious and 

concerned, and have poorer outcomes [4]. At the policy level, understanding the determinants 

of healthcare satisfaction and obtaining feedback on patient experience can help decision 

makers to remove potential disparities among different patients or subgroups of survey raters. 

Such developments have majorly reduced the waiting times for treatment and improved the 

access, support, and information provided to patients. Therefore, measuring the quality of 
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healthcare systems through patients’ feedback is crucial for defining areas for improvement 

and monitoring the impact of change [5], [6]. 

For example, patients’ satisfaction surveys in the United Kingdom (UK) comply with the 

Quality and Outcomes Framework (QOF), a pay-for-performance scheme introduced in 2004 

whereby the income of general practices is partly decided by national survey results of patients’ 

experiences [7]. In 2012, the satisfaction questionnaire also became part of doctors’ periodic 

revalidation process introduced by the UK General Medical Council. Several surveys for 

revalidation and pay-for-performance programmes have been developed in the past decade, 

including the Improving Practice Questionnaire [8], the General Practice Patient Survey (GPPS) 

[9], [10], the General Practice Assessment Questionnaire (GPAQ) and the GPAQ-Revalidation 

GPAQ-R [11]. The items and scales in these surveys capture patients’ views on a wide range 

of care-related aspects, such as accessibility, communication and doctors’ interpersonal skills. 

Therefore, by understanding the priorities and perspectives of patients in different sub-groups, 

we can develop an equitable health care service responsive to the needs of diverse population 

groups. 

Although the advantages and applications of large scale psychometric survey data have been 

demonstrated in many areas and domains, including healthcare, business and education, 

identifying the feedback profiles of small sub-populations of raters remains a challenging task. 

Moreover, a rigorous statistical analysis would ensure reliable, generalisable findings and 

potential bias correction. There is also a need for a novel and evidence-based satisfaction theory 

that accounts for the inherited sociodemographic sampling biases in patients’ satisfaction data. 

The following sections of this chapter will address the specific limitations and current research 

gaps in large-scale survey data research. 
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1.2 Research Background 

The previous section introduced the increasingly popular trend of deriving insights and 

developing actionable domain policies from large-scale psychometric survey data. The analysis 

of patients’ satisfaction with healthcare systems has gathered momentum in recent decades. 

The vast majority of patient satisfaction theories and concepts have been influenced by 

empirical satisfaction studies in the business domain. Customer satisfaction measurements and 

determinants occupy a central position in marketing and business practice. Businesses and 

service providers have developed pragmatic operational guidelines based on the long history 

of customer satisfaction studies. With their focus on customer satisfaction, the business domain 

has sought to understand the needs of sociodemographic sub-groups of their customers. For 

example, business studies have highlighted gender differences in their quality and satisfaction 

judgments. However, the patterns of sociodemographic factors detected in business studies are 

not always consistent. The impacts of age, gender, and education and income levels differ 

among studies related to service loyalty and repurchasing behaviour.  

Healthcare policies are based on the patient-centred model, which considers patients as 

customers and physicians and hospital staff as service providers. In the patient-centred model, 

satisfaction questionnaires are increasingly used to highlight the evaluation behaviour of 

responders and identify the most important determinants of patient satisfaction. With this 

increasing emphasis on patient feedback, there is an increasing need to ensure the reliability of 

patients’ survey responses as a performance indicator. Patients can describe high levels of 

satisfaction while describing suboptimal experiences, and their subjective satisfaction varies 

systematically with certain socio-demographic characteristics such as age, gender, and 

ethnicity [12]. Several recent studies have established the importance of socio-demographic 

characteristics on patient-reported experience [9], [10], [13]–[16]. Although doctors’ 

interpersonal skills are among the most important determinant of patients’ satisfaction, patients 
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who are young, belong to ethnic minorities and report poor self-rated health are known to 

provide less positive feedback. Nonetheless, the effect of socio-demographic characteristics 

remains contentious. In a GPAQ analysis, the authors of [13] found an association between 

patients’ age and three satisfaction indicators: access, communication with the doctor, and 

overall satisfaction, while gender was associated only with the “waiting for appointment” 

outcome. However, a GP patient survey (GPPS) study [14] found that age is a statistically 

significant predictor of all health aspects, but gender differences were generally insignificant 

and inconsistent in their trend directions. Clearly, the impacts of sociodemographic factors in 

the business and healthcare domains are inconsistent among studies.  

‘High stakes’ policies such as financial reward schemas and physicians (ratees) evaluation are 

increasingly being decided by large-scale patients (raters) feedback data. Therefore, ensuring 

data reliability rather than questionnaire reliability is essential for making fair comparisons 

across subjects. The reliability of questionnaires used for data collection can be determined by 

well-established statistical techniques, which usually quantify the internal consistency (or 

reliability) among survey items [17]. However, most of the large-scale healthcare survey 

studies apply a non-probabilistic sampling methodology whereby questionnaires are handed 

out to raters until the questionnaires are exhausted or time expires, without any attempt to 

ensure adequate representation of the various sociodemographic groups in the sample. Current 

techniques such as case-mix adjustment can adjust for differences in patient socio-demographic 

characteristics that are not controllable by medical practitioners, allowing equal and fair 

comparison among healthcare providers. The adjustment technique is usually applied on the 

raters’ sociodemographic factors (e.g., age, gender, education and socio-economic status) and 

on the healthcare provider characteristics (such as surgical or non-surgical). However, a 

systematic methodology that splits the rater population into smaller subgroups is lacking in the 

literature. Such a methodology would support current techniques in identifying 
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sociodemographic impact and correct potential sampling biases, and provide a tool for 

detecting the reliability of the satisfaction feedback profiles of small rater sub-populations. The 

methodology is extendible to many other satisfaction survey areas, such as students assessing 

the quality of their lecturers, customers rating their broadband services and web users rating 

the content of their visited websites. 

1.3 Problem Statement 

The previous section introduced the research background on the use of survey data to study the 

impact of raters’ sociodemographic factors on their satisfaction levels. The background 

highlighted that survey data are increasingly used in high stakes policies and that analysis 

results must be validated by rigorous statistical techniques. Satisfaction and survey studies 

typically rely on standard statistical techniques such as regression analysis, which models the 

relationship between several independent variables and a dependent variable, and Principal 

Component Analysis PCA, which condenses a number of highly correlated variables into a 

smaller subset of independent variables that account for most of the variance in the data. The 

quality of the results and findings in a survey analysis largely depends on the quality of the 

collected data and the sampling period. Survey studies usually acquire data by different 

sampling methods, such as cross-sectional collection (selecting a representative sample from a 

specified population), successive independent collection (repeatedly drawing many random 

samples from the same population), longitudinal collection (surveying the same sample at 

multiple time points) and convenience sampling (approaching random participants and 

recruiting those willing to participate).  

From a statistical perspective, data collection by sampling can be probabilistic or non-

probabilistic. Probability sampling methods include simple random sampling (allocating a 

random number to each member of the population and picking sample members by a random 
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number generator), systematic random sampling (similar to random sampling but with a 

random start sample followed by every nth sample, where n is the sample rate), stratified 

random sampling (which divides the population into subgroups and then simply or 

systematically chooses one sample from each subgroup) and cluster sampling (which  chooses 

a naturally occurring cluster and samples all members of that cluster; this method is suitable 

when a comprehensive list of population members is lacking). Probability sampling methods 

are typically adopted when the data must have a high level of confidence, and when quantifying 

possible bias and error.  

On the other hand, non-probability sampling is useful for achieving specific research objectives 

and when samples are not required to represent the population as a whole [18]. Convenience 

non-probability sampling involves participants who are available and willing to partake in the 

research. Convenience sampling occurs at the most appropriate location for seeking 

participants’ views, such as lecture theatres (if asking students to evaluate their lecturer) or 

healthcare centres (after patients have consulted their general practitioner), so is cheaper and 

more easily administered than other sampling methods. Convenience sampling is also 

appropriate when researchers cannot access patients’ data due to legal constraints. For these 

reasons, non-probability sampling methodology has become the preferred method for obtaining 

direct, immediate in-context feedback on the quality of patients’ experience. When 

convenience sampling is adopted in more than one healthcare practice, such as patient feedback 

at multiple primary health centres, the data are unbalanced (different numbers of raters per 

practice (ratee)), fully nested (all raters assess a single ratee) and uncrossed (each rater receives 

only one rating). In the second instance, there no opportunity for raters to rate another ratee; in 

the third instance, there is no opportunity for a subsequent rating to check the reliability of the 

first rating. Therefore, the reliability of such data must be demonstrated by a suitable statistical 

analysis.  
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Despite its easy practical implementation and popularity, statisticians generally concur that 

convenience sampling cannot precisely estimate population attitudes, because non-probability 

sampling is inherently biased. Supporting this position, various studies based on convenience 

sampling give inconsistent results. Although large-scale studies using the convenience 

sampling methodology improve the generalizability and estimation of population parameters, 

the subjects’ feedback can be highly overlapped and may not reflect the view of smaller 

subpopulations. In healthcare satisfaction studies, the patients’ (raters) characteristics are 

usually analysed by considering the entire sample for every socio-demograpic attribute, i.e., by 

analysing all patients by their gender, then by age-group, then continuing through the remaining 

attributes. This method allows the multiple analysis of individual patients, but the proportions 

of patients in different sub-groups may lead to inconsistent findings. 

Meanwhile, probability sampling methods are hampered by generalizability problems, because 

accounting for a large number of sociodemographic factors is prohibitively costly.  Moreover, 

recruiting enough subjects in certain sociodemographic subgroups, such as ethnic minorities, 

is often difficult or impossible. To avoid these problems, many survey analysts adopt cross-

sectional approaches without generalising to the population at large. Instead, their conclusions 

are restricted to the population measured at that time. The outcomes of such cross-sectional 

surveys are thought to be generalisable after multiple repeats, and useful for predictive or trend 

purposes. However, this assumption may underlie major survey failures. For example, when 

recent surveys in the UK and USA were wrongly generalised, the conclusions falsely predicted 

the outcomes of Brexit and the US presidential elections [19], [20]. 

Identifying and handling the potential biases caused by large amounts of missing or incomplete 

survey responses is also important [21]. For surveys in particular, the missing value problem 

is significant. Sometimes, imputation of missing values or replacement of the missing values 

with the grand means are the only options to removing a rater’s data from the analysis (case 
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deletion). Neither of these solutions is appropriate in a ‘high stakes’ survey where, for instance, 

satisfaction (e.g. student satisfaction, patient satisfaction) is a factor in promotion or funding. 

The use of imputation techniques or removal of significant proportions of data can also have 

financial and legal consequences. Moreover, for technical and ethical reasons, imputation must 

be appropriately applied and the imputed values must be explicitly flagged in datasets to satisfy 

the data protection requirements. For these and other reasons, the extraction of robust models 

based on psychometric data remains problematic generally and specifically in healthcare 

satisfaction surveys. 

As big data are increasingly surveyed by non-probability sampling methods, researchers can 

develop novel methods for quantifying and correcting the sampling bias in satisfaction studies. 

The current age of big data will inevitably enable the collection and aggregation of large 

amounts of raters’ feedback data in different domains. In one suggested technique, the patients’ 

feedback and their sociodemographic factors are analysed by a stratified approach. The 

stratification process computes the performance scores separately for different strata or 

groupings of raters, such as patients grouped by common characteristics(s). Each healthcare 

unit then acquires multiple performance scores (one for each stratum) rather than one overall 

performance score [22]. 

The concept of dividing the search space into subsets of homogeneous subgroups is well 

established in the machine-learning domain. Applying a divide-and-conquer approach, the 

learning process splits the search space into smaller subsets while building a set of knowledge 

and learning rules. Many of the supervised learning algorithms search the space of possible 

stratification branches under the guidance of entropy and information gain. The information 

gain measures the reduction in uncertainty after splitting the dataset based on a selected 

independent variable [23]. The splitting process continuously selects the independent variable 

that returns the most homogenous subset. The resulting models are optimized to predict the 
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future unknown data based on knowledge learned from quantifying the relationships between 

the independent and target variables. These methods aim to stratify the dataset attributes rather 

than the raters or subjects.  

This thesis investigates the opportunities and challenges of using measures and metrics from 

machine learning, as well as standard statistical methods, for analysing population parameters 

from big survey data. Noting that both probability and non-probability sampling techniques 

have their own advantages and disadvantages, this thesis investigates whether stratification 

analysis can identify the impact of sociodemographic factors, and provide a set of rules and 

guidelines for solving satisfaction survey problems with sampling biases and missing-value 

imputation. 

1.4 Research Objective 

The objective of this thesis is to investigate the feasibility of combining standard statistical and 

machine learning techniques into a systematic stratification methodology. A stratification 

analysis divides the raters (‘population’) into mutually exclusive and collectively exhaustive 

subpopulations for individual and comparative analysis. A quantifiable stratification analysis 

can reveal whether the performance outcomes depend on one or more specific 

sociodemographic factors. It also identifies and facilitates the reduction of sociodemographic 

disparities. According to recent studies on patient satisfaction, each healthcare unit can collect 

multiple performance scores (one for each stratum) rather than one overall performance score 

[22]. However, no clear guidelines for implementing a systematic stratification approach were 

identified in the literature.  

For the most part, survey data have been confined to small-scale and individual research studies, 

because a questionnaire will probably change over the long-term. An organisation may prefer 

to design its own questionnaire for a specific purpose (e.g., to reduce customer turnover by 
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seeking reasons for customers’ leaving, to seek patients’ experience of healthcare provided, 

and to seek students’ opinions on the quality of their lecturers), reducing the opportunity to 

warehouse such data for long-term use. However, large-scale survey data have become more 

common in recent years, as large organisations accumulate yearly data for auditing, quality 

control, and enhancement of delivery or provision to their ‘customers’. Such data are collected 

by district or regional health boards, national telecom providers, and educational institutes 

(schools, colleges and universities) [24]–[27]. As these data become available, researchers gain 

the opportunity to develop evidence-based concepts of raters’ satisfaction by identifying the 

similarities and differences in experience/satisfaction between different rater groups. In other 

words, using the knowledge accumulated by numerous convenience non-probability sampling 

techniques, researchers can estimate the population parameters after quantifying and adjusting 

the potential sociodemographic biases. This thesis investigates whether combining the machine 

learning technique with standard statistical techniques can realise a systematic stratification 

methodology that creates non-homogeneous and mutually exclusive patient subgroups. The 

stratification methodology could also help to quantify the bias in different sociodemographic 

factors. Thereby, we could create pseudo-controlled samples for accurate and precise 

representation of the population parameters. A quantifiable stratification analysis can reveal 

whether the performance outcomes depend on one or more specific sociodemographic factors. 

It also identifies and facilitates the reduction of sociodemographic disparities. 

The formalisation of the research questions and the thesis methodology are presented in 

Chapter Three. 
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1.5 Structure of Thesis 

The above sections introduced the research problems and objectives of this thesis. The 

remainder of this thesis is structured as follows: 

• Chapter Two - Literature Review: This chapter explores the roots of patient satisfaction 

studies, and explains how a significant part of this domain was influenced by ‘customer 

satisfaction’ studies in business environments. It highlights the pattern of inconsistent 

findings on the impacts of sociodemographic factors in the healthcare and business 

domains. The chapter also reviews supervised machine learning techniques and 

applications related to stratification and missing-value imputation methods. It 

concludes that analysing sociodemographic patterns by a stratified approach can help 

to explain the inconsistencies in non-probability sampling studies.  

• Chapter Three – Theoretical Framework: This chapter details the research objectives 

and the research methodology framework. The chapter addresses the three research 

questions investigated in this thesis. 

• Chapter Four – Exploratory Analysis: This chapter introduces the large-scale study 

dataset used in this thesis, and implements an exploratory analysis at the zero 

stratification level (i.e., including all patients and sociodemographic factors). The 

amount of variance in each sociodemographic factor is assessed by different standard 

statistical techniques. The potential negative impact of patients’ missing answers on 

survey feedbacks is also discussed. 

• Chapter Five – Missing Values Analysis: This chapter investigates the impact of 

patients’ missing answers and how different patterns of missing values are associated 

with certain sociodemographic subgroups. This chapter highlights the feasibility of a 

stratification-sensitive data imputation methodology. 
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• Chapter Six – Stratification Process: In this chapter, we implement the stratification 

analysis using machine learning and standard statistical techniques. 

• Chapter Seven – This chapter investigates the reliability of stratification analysis by 

highlighting the key differences between questionnaire reliability and data reliability. 

The results provide guidance for selecting the best stratification path by maximizing or 

minimizing the variance criteria.  

• Chapter Eight - Estimating Population Parameters using Pseudo-Controlled Samples: 

Using the results of Chapter Six, this chapter creates pseudo-controlled samples for 

estimating the population parameters from non-probability sampling datasets. 

• Chapter Nine – This chapter summarizes the stratification methodology and findings of 

the thesis, and suggests ideas for future research. 
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Chapter 2 Literature Review 

2.1 Introduction 

Studies of patients’ satisfaction with healthcare systems began emerging in the second half of 

the twentieth century, and have gathered momentum in recent decades. The increased interest 

in patient satisfaction research is partially attributable to the “patient-centred” healthcare 

policies developed by many national medical councils. In healthcare studies, satisfied patients 

report feeling more positive about their situation than dissatisfied patients, are more compliant 

and cooperative, and more likely to participate actively in their treatment regimens [3]. 

Therefore, assessing the quality of healthcare system from patients’ feedback is considered as 

a vital exercise for service improvement and quality assurance [28]. In recent years, patients’ 

satisfaction feedback has also become part of doctors’ periodic revalidation process [5]. Such 

developments have largely reduced the waiting times for treatment and have improved the 

access, support, and information provided to patients.  

Much patient satisfaction research is dedicated to discovering the important determinants of 

satisfaction and explaining the evaluation behaviour of patients. As the data accumulated, 

patterns of patient preferences started to emerge, and systematic variations appeared among 

certain socio-demographic variables. For example, higher satisfaction level is associated with 

older age, lower education level, and long-term registeration with the current doctor [29]. 

Nonetheless, the reported effects of sociodemograpic variables such as gender, age and race on 

satisfaction level are conflicting and inconsistent. Sociodemographic variables are directly 

related to satisfaction in some studies, and inversely related or unrelated in other studies. 

Therefore, by identifying the priorities and personal preferences of patients in different 
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sociodemographic and socioeconomic groups, we could establish an equitable healthcare 

system responsive to the needs of diverse population groups [30]. 

The next section (2.2) explores how patient satisfaction studies were rooted in theoretical and 

empirical studies of customer satisfaction within job and business environments. It highlights 

theories of customer satisfaction and how sociodemographic variables are analysed in different 

business domains. Section 2.3 reviews the multi-dimensional concept of patient satisfaction, 

and lists some of its main theories and determinants published in the literature. Section 2.4 

describes the design and implementation of patient-reporting instruments in the healthcare 

sector. These instruments are considered as the primary tools for obtaining patient feedback 

after a consultation or visit to a healthcare provider. The section also highlights some of the 

most common problems of obtaining questionnaire data by convenience sampling. Finally, 

section 2.5 discusses the importance of analysing sociodemograpic variables in healthcare 

studies, and highlights some of the analysis methods that may confuse the results of socio-

demographic profiling. 
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2.2 Customer Satisfaction and Socio-Demographic Effects 

2.2.1 Conceptualization of Customer Satisfaction 

Patient satisfaction and its measurements are becoming increasingly important to public policy 

makers, healthcare managers, practitioners and users. Patient satisfaction is one goal of health 

care delivery and customer satisfaction is the necessary outcome. However, patient satisfaction 

theories are rooted in theoretical and empirical studies of satisfaction in job and business 

environments [31]. Today, the concept of consumer satisfaction is widely embraced by 

manufacturers, retailers and service providers, who benefit from policies that meet customers’ 

needs and preferences. Therefore, the conceptualization and measurement of customer 

satisfaction has been extensively researched. This section explores the roots of customer 

satisfaction theories and highlights the effect of sociodemographic variables on satisfaction 

levels in the business environment. 

Customer satisfaction measurements and determinants occupy a central position in marketing 

and business practice. In business environments, the customer-satisfaction concept assesses 

consumer activities such as consumption levels, numbers of repeat purchases, attitude changes, 

and brand loyalty [32]. However, for practical purposes, the psychometric statement of the 

marketing concept must be converted to operational rules and guidelines. To this end, many 

researchers have investigated and developed consumer evaluation and satisfaction measures 

[33]. Since the early 1970s,  customer satisfaction has become a legitimate field of inquiry and 

research into meeting marketing and business needs [34]. Since its inception, the volume of 

consumer satisfaction research has been impressive. Researchers have proposed numerous 

theoretical structures for examining the antecedents of satisfaction and developing meaningful 

measures of the satisfaction construct [35]–[37]. A notable outcome of consumer satisfaction 

research is the confirmation/disconfirmation paradigm, which hypothesises that consumer 
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satisfaction is consequent to a comparison process [38]. In the confirmation/disconfirmation 

framework, consumers compare their perceptions of a product performance with a set of 

standards (e.g., expectations or some other performance norm). An individual's expectations 

are defined as: (1) confirmed when the product performs as expected, (2) negatively 

disconfirmed when the product performance is lower than expected, and (3) positively 

disconfirmed when the product performance is higher than expected. Therefore, a 

dissatisfactory output occurs when a consumer’s expectations are negatively disconfirmed. The 

confirmation/disconfirmation paradigm is composed of four main constructs: performance, 

expectations, disconfirmation, and satisfaction [33].  

The expectations component reflects the consumers’ anticipations when forming opinions of a 

product’s expected performance. Miller [39] highlighted four types of expectations: ideal, 

expected, minimum tolerable, and desirable, whereas Day [40] distinguished among product 

or service expectations, expectations of costs and efforts in obtaining benefits, and social cost–

benefit expectations. The performance component provides a comparison standard for 

assessing disconfirmation [41]. The disconfirmation component emerges from variances 

between prior expectation and the actual performance. Oliver [42] stressed the importance of 

separately measuring disconfirmation and expectation. He maintains that each construct exerts 

an independent, additive effect on satisfaction. Finally, the satisfaction component is the 

outcome of the purchase and use activities. This component results from consumers’ evaluation 

of the rewards and costs of the purchase, relative to the anticipated consequences [42]. 

Although the confirmation/disconfirmation paradigm is widely accepted, there are many other 

frameworks of customer satisfaction, including the expectancy/disconfirmation paradigm 

(EDP), the equity theory, the attribution theory, the value/percept theory, the dissonance theory, 

the contrast theory, the comparison level theory, the importance/performance theory, and the 

evaluative congruity theory [38]. In general, these theories suggest that consumer satisfaction 
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is a relative concept, and is always judged relative to a standard [43]. Some of these theories 

(e.g., the value/percept theory) posit that consumers judge satisfaction relative to values and 

desires; in other theories, the standard is the predictive expectation (the EDP), or the 

experience-based norms (comparison level theory). Equity theory considers that satisfaction 

results from comparing consumer inputs and outputs. The EDP, which has become the most 

widely applied assessment method of consumer satisfaction and dissatisfaction [43], derives 

from theories that consider satisfaction as resulting from the discrepancy between expectations 

and perceived performance [44].  

In summary, the business and marketing literature provides a wide range of conceptual and 

theoretical frameworks for assessing customer satisfaction and its determinants. Some studies 

reported a significant correlation between consumer satisfaction and expectation; others found 

that consumer satisfaction depends not on expectation, but on perceived performance. The next 

section discusses the implementation of customer satisfaction theories in the marketing and 

business environments. The effects of different sociodemographic variables on satisfaction 

level are also discussed. 

2.2.2 Socio-Demographic Effects on Customer Satisfaction 

Businesses and service providers have translated the various customer satisfaction theories into 

pragmatic operational guidelines. Customer satisfaction directly affects the results and 

profitability of a business. The authors of [45]–[47]  reported a positive relationship between 

customer satisfaction and customer loyalty, and between customer satisfaction and positive 

word-of-mouth [48]. To enhance customer satisfaction, businesses and service providers must 

understand the needs of their customers’ sub-groups. Individuals in different sociodemographic 

groups hold particular expectations and focus on particular performance dimensions. For 

example, gender researchers have highlighted different quality and satisfaction judgments by 
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male and female customers. Mattila et al. [49] investigated gender effects in service encounters, 

and found that the server’s emotional display differently affects men and women. In particular, 

men are more outcome focussed, and negatively affective displays do not influence their 

satisfaction with a successful service encounter. On the other hand, the satisfaction of female 

customers is decreased by negative emotional displays, even if the service encounter succeeds. 

Female customers thus seem more focussed on the service process, whereas men place more 

emphasis on the service outcome.  

According to the marketing and business literature, identifying the relationships between 

customer satisfaction and sociodemographic variables may not be a straightforward process. 

The authors of [50], [51] studied the relationship between satisfaction level and loyalty 

(repurchase intention) in the German automobile industry. They investigated the influences of 

gender, age, and income level on customers’ re-ordering decisions. They found that female 

customers prioritised personal interaction over product satisfaction when deciding whether to 

repurchase from the same dealer. Meanwhile, young and high-income customers relied more 

on the information provided by sales personnel than their satisfaction with the product. In 

addition, female, older (> 60 years), less educated, and married couples with no children were 

more tolerant (i.e., more likely to repurchase at the same satisfaction level) than other groups. 

Other studies of customer loyalty in the service industries highlighted the inconsistency of 

assessing loyalty by sociodemographic variables [52], [53]. Age, education and income (but 

not gender) were moderately associated with service loyalty (i.e. repurchase intention and 

loyalty behaviour). In particular, middle and senior age groups (35–54 and >55 years) displayed 

significantly more loyal behaviour than their younger counterparts (18–24 and 25–34 years).  

Brady et al. [54] also reported inconsistencies in the effects of sociodemographic variables on 

customers’ perceptions [54]. They examined the influence of customer satisfaction on shopping 
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behaviours and intentions. By analysing several models, they explained the service evaluation 

process in various settings (fast food outlets, grocery stores, airlines and physicians) in five 

countries (Australia, China/Hong Kong, Morocco, the Netherlands, and the US). The influence 

of service quality, satisfaction and value on the behavioural intentions of shopping were best 

fitted by the “comprehensive” model. However, these results were not consistent across the 

different sub-samples of the study. Quality, service value and satisfaction majorly affected 

shopping behaviour only in the United States and Australian samples [55]. In the Netherlands, 

the effect of satisfaction was insignificant, and in Hong Kong and Morocco, the effect of 

service quality was insignificant. Service value alone significantly affected the behavioural 

intentions in all samples.  

Sharma et al. [56] extended the previous study to explore how two customer demographics 

(age and gender) moderate the relationships between service quality, sacrifice, value, 

satisfaction, and behavioural intentions. They conducted a mall-intercept survey in major 

shopping areas in different parts of Hong Kong during the March–April period of 2009. 

Shopping intentions were significantly moderated by gender and age in the service evaluation 

process. However, unlike Brady et al. [54], they also found that service quality influences the 

shopping behavioural intensions in the Hong Kong sample. After careful inspection, the 

authors found different proportions of sociodemographic variables in the two studies. The 

Hong Kong sample in [54] was much younger (all < 30 years old) and more biased towards 

females (63.5%) than that in [56]. In contrast, Sharma et al.’s [56] sample contained a roughly 

equal distribution of younger and older participants (47% >30 years old; 53% < 30 years), of 

whom 58% were female. The authors concluded that variances in some sociodemographic 

variables may account for the inconsistent results across the samples. 

Many studies within the marketing and businesses literature have highlighted the importance 

of sociodemographic variables on customer satisfaction level. However, many studies  present 
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inconsistent findings among studies, as explained in the above examples. Identifying whether 

these differences arise from the type of business or service, value-consciousness, or some other 

factors requires further studies. Noting the inconsistent effects of sociodemographic variables 

in the customer satisfaction literature, other studies have evaluated products in the post-

purchase period. In these studies, product perforamce was consistently influenced by 

expectation (or some other comparison standard) and confirmation/disconfirmation. 

2.3 History of Patient Satisfaction Theories 

Throughout the past few decades, increasing numbers of national medical councils have 

developed “patient-centred” healthcare policies. This demand was influenced by the 

proliferation of interest among academic researchers, policy makers and health service 

professionals in integrating patients’ perspectives when formulating, monitoring and 

improving their health policies and services [57]. Earlier studies indicated that satisfied patients 

are more positive about their situation than dissatisfied patients, and more likely to comply 

with, cooperate with, and actively participate in their treatment regimens [31]. On the other 

hand, frustrated or stressed patients whose basic expectations are not being met may not 

respond fully to therapeutic interventions [58]. Therefore, measuring the quality of healthcare 

system through patients’ feedback reveals weak services, areas of substandard quality, and the 

impacts of change [28]. Such developments have largely reduced the waiting times for 

treatment and improved the access, support, and information provided to patients. 

Patient satisfaction is researched not only for its clinical and psychological benefits, but also 

for political reasons. Assessing public satisfaction with the overall extent and quality of 

services enables higher-level healthcare policy planning [3]. For instance, Kenagy et al. [59] 

shows that improving the service quality significantly reduces the costs of care. They 

highlighted that the dynamics of poor service often involve wasted effort, repetition, and 
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misuse of skilled employees. As another example, William et al. [60] investigated the 

relationship between patient satisfaction and hospital readmission. They concluded that 

patients reporting higher overall patient satisfaction with their clinical cares and discharge 

planning have lower 30-day risk-standardized hospital readmission rates. Therefore, 

governments and national medical councils have increasingly developed patient-centred 

policies focussed on respect, choice, empowerment, patient involvement in the health policy, 

access and support, and information provision. 

Despite the accumulated evidence of the importance of patient satisfaction, the literature lacks 

a well-defined framework that outline the patient-satisfaction concept. This is partially due to 

the different definitions and reference contexts adopted by various studies, at both the hospital 

and health system levels [3]. Another factor is the multidimensional and subjective nature of 

the patient satisfaction concept, which is usually affected by the needs, desires and expectations 

of individuals. This section reviews the different models and theoretical frameworks that 

conceptualize the patient satisfaction concept. 

2.3.1 Conceptualization of Patient Satisfaction 

Despite the growing number of healthcare studies, attempts to conceptualize the construct of 

‘patient satisfaction’ are rare. The lack of any clear definition of ‘patient satisfaction’ was 

identified by Locker and Dunt in 1978 [61]. They remarked that neither the researchers who 

employ it nor the respondents who respond to it can agree on what ‘patient satisfaction’ actually 

describes. The lack of attention to the meaning of the ‘Patient Satisfaction’ construct has been 

the greatest flaw in patient satisfaction research [62]. Nonetheless, a widely accepted definition 

is the reaction of a health care recipient to salient aspects of the context, process, and result of 

their service experience [63]. Over the past twenty years, the healthcare service environment 

has shifted towards a more consumerist ethos. In this mode, patients are treated as customers 



22 
 

while physicians and hospital are considered as service providers. Overall consumer 

satisfaction is the desired outcome of the healthcare process [1]. As mentioned previously, 

theories of patient satisfaction have been largely influenced by theoretical and empirical studies 

of satisfaction within the job and business environments [31]. Many of the updated definitions 

in healthcare and patient satisfaction theories, which proliferated during the 1980s, were 

restatements of theories first published in the business literature [64]. Gill et al [65] summarizes 

the literature into five main groups of theories: 

1. Discrepancy and transgression theories [66] advocate that dissatisfaction arises when 

the healthcare orientations and care provider conditions differ. When the orientations 

and conditions are congruent, patients are satisfied; otherwise, patients are dissatisfied. 

2. Expectancy/value theory by Linder-Pelz [31] postulates that satisfaction is mediated by 

care-related personal beliefs and values, and by prior expectations of care. The study 

highlighted the important relationship between expectations and variance in satisfaction 

ratings, and offered an operational definition of patient satisfaction as “positive 

evaluations of distinct dimensions of healthcare”. Pascoe [59] developed the Linder-

Pelz model, which considers how expectations influence satisfaction, and created a 

psychological model with six factors: cognitive and affective perception formation, 

multidimensional construct, dynamic process, attitudinal response, iterative process, 

and amelioration by individual differences. 

3. Determinants and components theory by Ware et al [67] propounds that patient 

satisfaction depends on patients’ subjective responses to their care, which are mediated 

by their personal preferences and expectations. 

4. Multiple-models theory by Fitzpatrick et al [64] argues that expectations are socially 

mediated, reflecting the health goals of the patient and the extent to which illness and 

healthcare violate the patient’s personal sense of self. 
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5. Healthcare quality theory by Donabedian [68] proposes that satisfaction is the principal 

outcome of the interpersonal process of care. He claimed that satisfaction or 

dissatisfaction expresses the patient’s judgement on the quality of all care aspects, but 

particularly the quality of the interpersonal component of care. 

Patient satisfaction and its determinants is often explained by the expectations/disconfirmation 

paradigm. As explained in the previous section, this paradigm considers whether the perceived 

performance falls below, equals or exceeds the prior expectations. In the healthcare 

environment, this paradigm is viewed as an attitude or feeling determined by the patient’s 

cognitive belief, or their perceptions and affective evaluations of health care attributes [31]. 

The expectations/disconfirmation framework has been supported in a number of patient 

satisfaction studies [31], [61], [64], [69]–[74], but other studies have reported conceptual 

difficulties with this framework.  

Brody et al. [75] reported that patients' satisfaction levels are only indirectly affected by their 

expectations, but directly relate to the physician's efforts to meet the patient's personal needs 

for information, control, support and advice regarding stressful situations. Other authors were 

more cautious in proposing a relationship between satisfaction and expectation. For example, 

Linder et al. [31] reported that expectations account for only 8% of the variance in satisfaction, 

and suggested that patients' satisfaction was more determined by their background beliefs than 

their perceptions of the care received. Although many authors have acknowledged a 

relationship between patients’ expectation and their satisfaction levels, this relationship 

appears to be complex and indecisive [31], [59], [67], [76]. 
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2.3.2 Factors of Patient Satisfaction 

Besides the conceptual theories, various studies have identified the important factors  that 

constitute satisfaction. These factors were highlighted as determinants of patient satisfaction in 

healthcare studies published throughout the last several decades. The authors of [67], [77], [78] 

classified satisfaction factors after a content analysis of the items included in published patient 

satisfaction questionnaires and patient responses to open-ended questions, which were posed 

to identify satisfaction. According to another meta-analysis in the patient satisfaction literature 

[31] and summarized by [79], there is a growing general acceptance that (irrespective of 

healthcare context) satisfaction can be measured along the following 10 dimensions:  

1. Accessibility/convenience,  

2. Availability of resources,  

3. Continuity of care,  

4. Outcomes of care,  

5. Financial Arrangement,  

6. Humaneness and interpersonal aspects of care,  

7. Information gathering,  

8. Information giving,  

9. Pleasantness of surroundings, 

10. Competence 

The theories and the ten dimensions highlighted above must provide a reliable indicator of 

patient satisfaction. Patients sometimes report high levels of satisfaction while also describing 

suboptimal experiences [80]. Moreover, patients’ personal satisfaction levels can depend on 

their socio-demographic variables such as age, gender, and ethnicity [30], [81]. Whether such 

differences arise from variations in expectations, differences in services provided to patients 
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with different backgrounds, or differences in the ways that patients express their experiences, 

is unclear [82]. Therefore, healthcare analysis studies are trending towards measuring  patients’ 

experiences rather than their satisfaction [80]. By measuring patients’ experiences, researchers 

can remove the effects of value judgments and expectations. This idea assumes that expressed 

experiences are less influenced by subjective expectations than reported satisfaction levels 

[13]. However, whether reports of patients’ experiences are also systematically associated with 

sociodemographic variables is not clear [83]. Figure 2-1 displays the patient satisfaction factors 

reported in [84].  

 

 

Figure 2-1: Patient satisfaction factors reported in [84] 
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2.3.3 Limitations and Problems of Patient Satisfaction 

Collecting patient’s feedback through satisfaction surveys is now well established in healthcare 

practices, with increasing evidence of positive impact on medical and clinical outcomes [85]. 

One challenge faced by healthcare researchers is that patients generally report high levels of 

patient satisfaction, with very few expressing dissatisfaction [61], [69]. Possible reasons for 

this tendency are genuine satisfaction with their practices, non-confidence in their ability to 

evaluate their practices, and unwillingness to criticise their practices [79]. A meta-analysis of 

more than 200 studies reported average satisfaction levels of 76% [86], whereas Fitzpatrick 

[87] identified satisfaction levels of 80% or higher for any given question in respondents’ 

questionnaires.  

Researchers have proposed different explanations for the pattern of skewed Likert scales in 

satisfaction questionnaires. Some studies have showed that raters tend to agree with almost any 

statement, regardless of its content, and report greater satisfaction than they actually feel. 

Patients may also consider positive comments as more adequate, a phenomenon known as 

‘social desirability response bias’ [88]. Moreover, some patients fear that by criticising a 

service on which they depend, they risk unfavourable treatment in the future [89]. The 

acquiescence bias problem, also known as the 'tendency to agree with statements of opinion 

regardless of content', is highlighted in all satisfaction research [88]. 

Another group of researchers have highlighted that the wording of questions and the scales 

type can affect the degree of satisfaction and dissatisfaction expressed by patients. When scale 

questionnaire items are used, attitudinal response scales (e.g., from ‘very satisfied’ to ‘very 

dissatisfied’ or from ‘strongly agree’ to ‘strongly disagree’) appear to be more subject to 

acquiescence response bias than evaluative response scales (‘poor’ to ‘excellent’) [90]. 

However, despite acquiescence bias, patients can express high satisfaction levels while 
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describing suboptimal experiences [80]. In other words, patients may report negative 

experiences as subtle differences in their responses, while their overall response remains within 

the upper scales. Therefore, patient dissatisfaction should be inferred from statistical techniques 

that are sensitive to ‘relative’ rather than ‘absolute’ performance [79]. 

2.4 Patient Satisfaction Surveys 

As highlighted in the previous section, evaluating raters’ feedback in healthcare systems is 

crucial for defining areas needing improvement and for monitoring the impact of change. 

Although “satisfaction” still lacks a tangible definition in the literature and is difficult to 

measure, the concept continues to be widely used. Patient feedback is primarily collected by 

questionnaires that patients complete after a consultation or a visit to the healthcare provider. 

These questionnaires are designed to quantify patients’ experiences of different aspects of their 

clinical services, such as booking an appointment, continuity of treatment, and communication 

with physicians and staff. The feedback reported on the satisfaction questionnaires provides a 

service quality indicator for the personal development of healthcare professionals. Therefore, 

many national medical councils and healthcare employers currently recommend or require 

patient feedback as part of an ongoing personal development program between healthcare 

professionals and their mentors [11]. In the United Kingdom, for example, patients’ satisfaction 

surveys are used within the Quality and Outcomes Framework (QOF), a pay-for-performance 

scheme introduced in 2004. In this scheme, national survey results of patients’ experiences 

detemine part of a GP’s income [91]. In 2012, the satisfaction questionnaire introduced by the 

UK General Medical Council became part of doctors’ periodic revalidation process [92]. 

Satisfaction questionnaires are designed to measure patients’ perceptions of different 

dimensions of healthcare services. In survey research, a dimension (also called a construct) is 

the abstract idea, underlying theme, or subject matter to be measured through survey questions 
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[93]. Some dimensions (such as political party affiliation) are relatively simple and can be 

measured by asking one or a few questions, while other constructs (such as confidence in a 

physician) are more complex, requiring a battery of questions to fully operationalise the 

dimension to suit the research needs [94]. Many studies have attempted to identify the 

underlying dimensions of patient satisfaction [95], [96]. These attributes, which are usually 

suggested by a panel of experts, provide an evaluation lexicon for assessing healthcare services, 

and guidance for instrument selection [97]. Wong et al. [28] reviewed the processes of 

identifying patient-satisfaction attributes, and summarized the results in six dimensions and 15 

sub-dimensions (Table 2-1). 
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Table 2-1: Dimensions of patient satisfaction attributes, reported by [28] 

Dimension Sub-dimension Definition 

Access 

First contact 

accessibility 

The availability of care (including advice and support) required by the 

patient or client from the provider of choice within a time frame appropriate 

to the urgency of the problem [97]. 

Accommodation 

The ease with which resources accommodating patients or clients 

(appointment systems, hours of operation, walk-in facilities, telephone 

services) can be accommodated by the patient or client [97]. 

Economic 

accessibility 

The extent to which required or recommended cares are impeded by direct 

or indirect costs. 

Interpersonal 

communication 

General 

communication 

The ability of the provider to address patient or client concerns, and to 

explain health and health care issues [97], [98]. 

Respectfulness 

The ability of the primary care organization and practitioners to treat users 

with dignity, provide adequate privacy, and meet users’ other expectations 

regarding respect [97], [98]. 

Shared 

decision-making 

The extent to which practitioners involve patients or clients in their 

treatment decisions [98]. 

Whole-person 

Care 

The extent to which providers address the physical, emotional and social 

aspects of a patient’s or client’s health in both individual and community 

contexts [97]. 

Continuity and 

Coordination 

Relational 

continuity 

The development of a therapeutic relationship between a patient or client 

and one or more identified providers spanning separate health care episodes, 

and the delivery of care that meets the patient’s or client’s biopsychosocial 

needs [97]. 

Information 

continuity 

The extent to which information provides appropriate care to the patient or 

client. 

Coordination 

The provision and organization of various health services and information 

that meets a patient’s or client’s health needs, including services available 

from other community health service providers. 

Team functioning 
The ability of primary health care providers to work effectively as a 

collaborative team to manage and deliver quality care to patients or clients. 

Comprehensiveness 

of 

services 

Services provided 

The direct or indirect provision of a full range of services that meet the 

healthcare needs of patients or clients. Services includes health promotion, 

prevention, diagnosis and treatment of common conditions, referral to other 

clinicians, management of chronic conditions, rehabilitation, palliative care 

and (in some models) social services  [97]. 

Health 

Promotion and 

primary 

prevention 

Empowers patients or clients to better control and improve their own health 

[99] Primary prevention aims to prevent the initial occurrence of a disorder 

[73]. 

Trust  

An expectation that one person’s behaviour will benefit the other. This 

dimension allows for risks; for example, if patients or clients trust their 

physician, they are more likely to divulge personal information [100]. 

Patient reported 

impacts of 

care 

Patient activation 
The ability or willingness of the patient or client to engage in health 

behaviours that will maintain or improve their health status [101], [102]. 

Patient safety 

Patients’ or clients’ reports of their medication errors (whether they have 

been given or taken the wrong drug or dose), incorrect medical or laboratory 

reports, and communication with the provider when prescribed medications 

are not taken or have side effects. 

Confidence in 

the PHC system 

The perception that a healthcare provider will deliver safe and technically 

competent care to the patients or clients, encouraging decision making by 

the patients or clients [103]. 
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As mentioned above, satisfaction questionnaires have become the main tool for measuring 

patients’ feedback on healthcare services. When designing a questionnaire, several rounds of 

discussions are usually required, administered by systematic group decision-making such as 

the Delphi method [104]. For example, the length of the survey ultimately depends on the 

dimensions and sub-dimensions of interest, and the purpose of the survey. Therefore, the 

dimensions and sub-dimensions of interest, rather than the specific items, should be identified 

before administering the survey [105]. The design process also involves the wording of 

questionnaire items and the scales over which the respondents will express their level of 

satisfaction. Healthcare satisfaction questionnaires are frequently based on the Likert scale, and 

the response scales can be attitudinal (e.g., ‘very satisfied’ to ‘very dissatisfied’, ‘strongly agree’ 

to ‘strongly disagree’) or evaluative (‘poor’ to ‘excellent’) [79]. Finally, the patients may be 

asked to self-complete a questionnaire or be interviewed. Questionnaires can be distributed on 

site at a computer terminal or as hard copies, or mailed to the homes of potential respondents. 

Personal interviews may be conducted face-to-face (on site or at home) or by telephone [3].  

An early instrument for measuring patient satisfaction, the ‘Satisfaction with Physician and 

Primary Care Scale’, was developed in 1970 by Hulka et al. [105]. Since then, numerous 

instruments have been developed based on ad-hoc patient-satisfaction tools. In the past decade, 

several surveys have been developed for revalidation and pay-for-performance programs. 

Among these are the Improving Practice Questionnaire (IPQ) [8], the General Practice Patient 

Survey (GPPS) [106], the General Practice Assessment Questionnaire (GPAQ) and the GPAQ-

Revalidation (GPAQ-R) [11]. The items included in these surveys, and their scales, are 

designed to capture patients’ views over a wide range of care aspects, such as accessibility, 

communication, and doctors’ interpersonal skills. 
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With the increasing emphasis on patient feedback, questionnaire designers must ensure that the 

data obtained from patients is reliable [70], especially in high-stake applications such as 

revalidation, recertification and ongoing accreditation [107]. The social sciences and 

communication fields apply rigorous and well-established statistical analysis techniques to 

validate the reliability of their data-collection instruments. One popular statistical procedure is 

principal component analysis, which verifies whether the raters’ response patterns reflect the 

main construct topics that were intended when designing the survey. Another commonly used 

measure is the Cronbach's alpha, which measures the internal consistency (or reliability) among 

survey items [17]. However, the reliability coefficient provided by Cronbach's alpha test must 

satisfy several sampling assumptions (e.g. the data are balanced, crossed or not fully nested). 

Studies that violate these assumptions require more complex methods based on analysis of 

variance, which can generalise the results to different populations of raters and ratees [108]. 

Most of the recent healthcare satisfaction studies relay on non-probabilistic sampling 

methodologies: questionnaires are distributed to raters until the copy supply or the survey time 

runs out. This sampling methodology is cost effective but might not adequately represent the 

various sociodemographic groups in the sample. More recent studies have highlighted the 

necessity for a data-reliability measure rather than a questionnaire-reliability measure [109].  

Data reliability measures are designed for nonstandard research design problems usually 

associated with convenience sampling techniques. Many patient satisfaction studies based on 

convenience sampling have a hierarchical or multilevel data structure. In this model, patients 

represent the raw-scores “raters” level, while practitioners represent the aggregated-scores 

“ratees" level. Although this structure allows multilevel analysis and reveals the nested 

relationship between raters and ratees, it embodies three research design aspects that are 

problematic from a statistical reliability perspective [110]: 
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1. Healthcare studies based on convenience sampling techniques may not adequately 

represent the number of raters and ratees in the multilevel data structure. For instance, 

medical professionals (ratees) may treat a varying number of patients (raters). Therefore, 

the numbers of response cases might be insufficient for generating a reliable set of 

performance scores for each service provider. 

2. By its very nature, convenience sampling cannot allow multiple evaluations of a 

healthcare provider by the same patient (uncrossed responses). Therefore, there is no 

opportunity for validating the consistency (reliability) of the first rating. 

3. In most real applications, patients usually evaluate only one healthcare provider during 

the study period. In this case, the raters’ feedback is fully nested within a unique ratee, 

meaning that the ratees’ performance scores depend on the subjective feedback of raters’ 

responses on a single questionnaire. 

Current data reliability measures can tackle convenient sampling research problems and ensure 

that the minimum numbers of raters and ratees required for deeper drill-down analysis are 

available [111]. Thus far, no study has attempted a stratification analysis of reliability by 

measuring the feedback consistency among the different rater subpopulations. Measuring the 

data reliability is critical for identifying the reliability of subpopulation responses in different 

stratification levels. If the variance of the subpopulation feedback decreases with increasing 

stratification level, increasing amounts of noise are being removed as the drill-down proceeds. 

Conversely, if the variance in the subpopulation feedback increases, the stratification is 

introducing noise. Chapter Seven of this thesis investigates the use of data reliability measures 

to validate the reliability of the stratification analysis. 

Another ubiquitous feature of surveys and rater feedback studies is the lack of detailed answers 

in questionnaire forms. Missing data in survey studies are usually classified into three main 

categories: noncoverage (certain elements in the targeted population are missing from the 

survey sample), total nonresponse (the sampled raters do not participate in the study), and item 

nonresponse (the sampled raters provide non-acceptable responses to some or all of the 

questionnaire items) [112]. Survey analyses based on convenience sampling typically ignore 
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the noncoverage and total nonresponse biases by including only the raters who are available 

and welling to participate in the study. However, nonresponse bias remains a critical problem 

in survey and social science datasets [113].  

A large number of missing answers may change the distribution shape of the questionnaire 

items. If ignored, these missing responses will lead to biased and inconsistent survey estimates. 

The potential impact largely depends on the non-response rate of the survey items. If the non-

response rate of an item is low, the bias in the univariate analyses of that item will be small, so 

removing the missing answers is reasonable and acceptable. However, most survey data require 

multivariate analysis, in which the combined effect of many low non-response rates may 

considerably reduce the dataset size and any information contained in the incomplete answers 

[114]. Despite the potential impact of missing data, many researchers choose to ignore missing 

value cases by applying case-wise deletion. In some studies, the handling of missing data 

values is not reported [115]. The missing data problem can introduce large bias if certain sub-

populations are more likely than others to provide incomplete answers.  

To compensate the item nonresponse bias, several imputation methods that assign values to 

missing responses cases are available. Imputation enables all relevant records to be retained 

without further consideration of the missing data. Current imputation strategies include mean 

imputation, which replaces all missing values with an overall mean, and class mean imputation, 

which divides the dataset into imputation groups based on auxiliary variables [116]. However, 

imputation strategies do not necessarily reduce the bias from that of the incomplete dataset; in 

fact, depending on the imputation procedure and the estimate distribution, the imputation can 

enlarge the bias  [114]. Therefore, increasing the availability of large-scale survey data will 

open opportunities for developing stratification-based imputation strategies that are sensitive 

to sociodemographic differences. The knowledge gained from such strategies will highlight 

whether certain sociodemographic sub-populations are more likely than other groups to provide 
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missing answers, and whether the differences between rater groups with and without missing 

answers are statistically significant. Chapter Five of this thesis investigates the challenges and 

opportunities in developing evidence-based imputation strategies based on drill-down 

stratification analysis.     

2.5 Socio-Demographic Analysis 

The previous sections highlighted the complexity of the human and patient satisfaction concept. 

Patient satisfaction depends on numerous factors including lifestyle, past experiences, future 

expectations and the values of both individuals and society. In the 1970s and 1980s, researchers 

established the theoretical framework of patient satisfaction, and determined its detriments and 

dimensions. However, despite the large effort to standardise the satisfaction concept, many 

healthcare studies have concluded that satisfaction means different things to different people. 

In other words, patients’ subjective satisfaction varies systematically with their socio-

demographic characteristics such as age, gender, and ethnicity [13]. The literature on healthcare 

satisfaction presents contradictory findings on the effects of sociodemographic variables. Some 

studies report a minor effect of patient demographics on patient satisfaction, while in others, 

demographics accounted for 90–95% of the variance in satisfaction rates [117]. Despite this 

discrepancy, the increasing emphasis on healthcare satisfaction has unearthed some consistent 

relationships between satisfaction levels and sociodemographic variables. Patients from certain 

age groups, those belonging to ethnic minorities, and those with poor self-rated health, are 

known to give less positive feedback. Studies also agree that doctors’ interpersonal and 

communication skills are among the most important determinants of patients’ satisfaction. This 

section reviews the effects of sociodemographic variables in the healthcare satisfaction 

literature, and the current techniques for identifying and correcting the sociodemographic bias.  
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2.5.1 Sociodemographic Effects 

Associations between patients’ sociodemographic characteristics and their satisfaction levels 

have been reported since the early healthcare studies conducted in the 70s and 80s. In 1981, 

Fox et al. [66] highlighted the contradictory findings on the sociodemographic characteristics 

of healthcare satisfaction reported in the literature. Variables such as ethnicity, age, gender, 

and income level can directly relate to satisfaction in one study, inversely relate in another, and 

be unrelated in a third study. As also mentioned by Fox et al., the situation is so chaotic that 

some researchers have dismissed sociodemographic variables as reliable predictors of 

satisfaction. Williams [70] opined that most researchers identify sociodemographic correlates 

of satisfaction, rather than developing a solid sociopsychological theory of satisfaction. 

In the past few decades, the effects of sociodemographic variables on patient satisfaction level 

have been reported in many studies  [13]–[15], [30], [90], [118]–[124]. Herman et al. [118] 

related satisfaction feedback to the individual characteristics of patients and healthcare 

providers. They considered three aspects of healthcare services: accessibility, interpersonal 

relationships, and the information given to patients. For a multi-level analysis, they nested all 

patients’ data within the patients’ own GPs. In all three dimensions of patient satisfaction, the 

study found no statistical evidence that gender and age influence patient satisfaction levels, 

indicating the presence of cross-level effects for these demographic factors. The satisfaction 

scores of female patients rating female GPs did not differ significantly from those of female 

patients rating male GPs. Similarly, male patients were equally satisfied with male and female 

GPs.  

Campbell et al. [30] examined whether assessments of primary care depend on age, gender, 

socioeconomic, and ethnicity variables. They surveyed 7692 patients using the GPAS 

instrument, which assesses 13 dimensions of primary care provision. Older patients rated their 
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care more favourably than younger patients in all GPAS domains. These results are consistent 

with earlier studies, in which age was positively associated with favourable perception of care 

[94, 95]. Older patients, who generally interact more frequently with healthcare practitioners 

than younger patients, have more opportunity for favourably evaluating the services provided. 

Alternatively, health practitioners may convey to younger patients, or younger patients may 

interpret, that they are less entitled to primary care services than older patients [30]. 

Chris et al. [13] conducted a multilevel modelling of satisfaction data at the practice, doctor, 

and patients levels. They investigated patients’ feedback along three dimensions: waiting for 

an appointment, access to care, and healthcare practitioners’ communication skills, in addition 

to overall satisfaction. Patients expressed high levels of satisfaction while describing 

suboptimal experiences, and their subjective satisfaction levels systematically varied with age, 

sex, and ethnicity. For this reason, recent questionnaires focus on patients’ experiences, which 

should be less influenced by subjective expectations than satisfaction. Chris et al. also 

investigated whether patients’ reported experiences are systematically associated with 

sociodemographic variables. They found that questioning patients’ on their experience with a 

practice more discriminately measured the practice’s performance than subjectively 

questioning their satisfaction with the practice. 

Moret et al. [120] investigated the relationship between patient age and satisfaction. Patient age 

has controversially been described as the most significant sociodemographic variable in 

healthcare satisfaction results. Moret et al. collected data from two satisfaction studies 

conducted in 27 short-stay teaching hospitals. A total of 9171 patient responses were collected 

from self-report questionnaires and telephone interviews. The authors found a nonlinear 

relationship between age and satisfaction. Patient age was positively and linearly correlated 

with satisfaction before 65 years, and negatively correlated thereafter. However, the authors 
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mentioned that the threshold around 65 years, beyond which satisfaction scores for the quality 

of medical and nursing care decrease, requires verifying in future study. 

Elliott et al. [121] examined the gender differences in inpatient experiences and their 

dependence on care dimensions and other patient characteristics. They compared the 

experiences of male and female inpatients along 10 healthcare dimensions in multiple linear 

regression models. They analysed a large dataset of 1,971,632 patients (medical and surgical 

service lines) discharged from 3,830 hospitals between July 2007 and June 2008. The female 

patients gave lower positive scores than the male patients, especially for Communication about 

Medicines, Discharge Information, and Cleanliness of the Hospital Environment. Women 

reported a more positive experience than men only for Doctor Communication. These 

differences might reflect differences in both patient expectations and the behaviour of hospital 

staff.  

The above studies highlight the inconsistencies of sociodemographic characteristics in 

determining patients’ satisfaction. Nonetheless, these characteristics are considered important 

and their effects are being adjusted in healthcare studies for fairer comparisons among 

healthcare providers. Meanwhile, a well-defined theory that explains the impact of 

sociodemographic patterns in healthcare satisfaction studies remains lacking. As more large-

scale survey data become available, researchers will better understand patients’ experience of 

healthcare provided, and will develop a novel and evidence based satisfaction theory that 

accounts for the inherited sociodemographic sampling biases in patients’ satisfaction data. An 

evidence based theory based on accumulated large-scale survey data would accept the 

statistical limitations usually associated with non-probability sampling. Such a theory would 

increase our knowledge of the similarities and differences in the satisfaction experiences of 

different rater sub populations. Figure 2-2 schematizes a framework that derives new evidence-

based knowledge of patients’ satisfaction theory from large scale survey data. 
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Figure 2-2: Evidence-based theoretical framework of patient satisfaction 

 

When developing an evidence-based patient satisfaction theory, we require statistical 

techniques that provide useful results from the drill-down data analysis into sociodemographic 

factors, and avoid potentially ambiguous findings when the results are reported in multiple 

ways. The knowledge derived from an evidence based theory would improve current estimates 

of population parameters by quantifying and adjusting the potential sociodemographic biases. 

A widely used method called case-mix adjustment [125] facilitates fair comparisons among 

healthcare providers by adjusting forpatients’ sociodemographic characteristics (age, gender, 

education and socio-economic status) that are beyond the control of practitioners. The 

healthcare provider characteristics (surgical or non-surgical) are also usually adjusted.  

The debate surrounding case-mix adjustment highlights the advantages and disadvantages of 

this approach. Advocates argue that physicians caring for disadvantaged patient populations 

generally perform less well on the satisfaction measures that are commonly used in pay-for-

performance schemas [126]–[129]. Therefore, adjusting for economic and demographic 
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characteristics may improve the physician-level profiles by levelling the playing field and 

attenuating the effect of potential unintended consequences. Without these adjustments, 

physicians might exclude patients that will likely worsen their measured quality [128]. 

Opponents argue that adjusting for patient socio-demographic characteristics might obscure 

thee differences in quality of care among healthcare providers, and reduce incentives for raising 

the quality of care of vulnerable populations [128]. However, identifying potential disparities 

in raters’ feedback requires grouping the raters into sociodemographic groups, requiring 

additional information and analysis. In other words, any risk adjustment practice that involves 

the sociodemographic characteristics of raters requires additional methods (e.g., stratification) 

to identify disparities [22]. 

Alternatively, to case-mix adjustment, one can measure multiple performance scores on 

different clinical and non-clinical factors. The stratification process computes separate 

performance scores for different strata or patient groups based on some characteristics(s), 

meaning that each healthcare unit receives per-stratum scores rather than an overall 

performance score [22]. This analysis method reveals whether the performance outcomes 

depend on one or more specific sociodemographic factors, and facilitates the identification and 

reduction of sociodemographic disparities. Advocates of the stratification approach claim that 

this method helps to ‘unmask’ healthcare disparities, because it compares the performance 

outcomes of groups that have been historically advantaged and historically disadvantaged. 

Currently, hospitals and healthcare providers are stratified into multiple groups based on the 

proportion of disadvantaged beneficiaries. Under this policy, healthcare providers are 

compared in a “like-with-like” manner, and the impacts of unknown social difference that are 

reasonably beyond the control of the healthcare provider are avoided [130]. Many research 

studies in the healthcare domain have presented stratification based solutions to identify 

smaller patients subpopulations and optimize medical care services [131]–[133]. The work of 
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Parsonnet et al presented a method to stratify open-heart operations into levels of predicted 

operative mortality using publicly available administrative data. The study identified several 

risk factors using a dataset of 3,500 consecutive open-heart operations. The suggested 

stratification methodology can place patients into five groups of increasing risk with some of 

the high-risk factors include operative complication rates and length of hospital stay. The work 

of House et al studied the impact of sociodemographic and socioeconomic status on advance 

care planning for senior patients. The study involved several patients’ factors such as education, 

income level and occupation on the reported health plans. The results suggest that economically 

advantaged persons engage in end-of-life planning as a two-pronged strategy entailing financial 

and health-related preparations. These studies demonstrated the feasibility stratification-based 

solutions to identify smaller patients’ subpopulations and facilitate comparison between 

subgroups.  

A healthcare expert panel recently suggested that case-mix adjustment and stratification are 

not mutually exclusive [22], and that both methods can be combined into a given performance 

measure using a specific analytic approach. However, combining the two methods is a non-

trivial task. There are currently no clear instructions for constructing the strata and developing 

a top-down or bottom-up stratification process given the potential use of multiple 

sociodemographic factors. Moreover, most healthcare studies adopt a non-probabilistic 

sampling methodology that cannot ensure a representative distribution of all sociodemographic 

factors targeted in the study. Therefore, a systematic set of rules by which researchers can 

unearth the similarities and differences among large and small sub-populations is needed. For 

example, when analysing whether sociodemographic disparities exist in a care, stratification 

can provide instructions for identifying the factors that minimize or maximize the differences 

among the sub-populations.  
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2.5.2 Sociodemographic Effects and Patterns Recognition 

The previous sections of this thesis presented review and evidence of inconsistent findings 

about the effect of raters sociodemographic characteristics’ within the domains of customers 

and patients satisfaction studies.  Chapter one presented the research objective of this thesis is 

to integrate traditional statistical analysis and machine learning techniques to highlight hidden 

patterns about smaller populations subgroups that otherwise would remain unknown. The 

applications of machine learning are designed to provide automated learning and improvements 

from historical experience without being explicitly programmed. The learning process relies 

on observations and historical data in order to identify hidden patterns in data and make better 

predictions for future unseen examples [134].  

The domain of machine learning algorithms and techniques can be generally explained into 

two different subgroups known as supervised and unsupervised learning [135]. The process of 

supervised learning is focused on the concept of learning from ex- supervised examples. The 

learning algorithm is provided with sets of training and test datasets. The goal of the learning 

algorithm is to develop a set of rules that describe the relationships between the dataset features 

and the prelabelled output so that it can identify unlabelled examples in the test set with the 

highest possible accuracy. Unsupervised machine learning is focused on the concept of 

applying a learning algorithm to automatically identify complex and hidden patterns without a 

human to provide guidance along the way [136]. All the machine learning techniques applied 

and discussed in this thesis can be described under the type of supervised learning.  

A popular learning approach in supervised machine learning is known as divide-and-conquer 

where the search space is splits into smaller homogeneous subsets while building a set of 

knowledge and learning rules. The learning model is usually represented as a top-down 

decision tree constructed following a greedy search approach through the dataset variables at 
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each tree node. In the decision tree method, information gain approach is generally used to 

determine suitable property for each node of a generated decision tree. Thus, we can select the 

attribute with the highest information gain as the test attribute of current node. Information gain 

is an impurity-based criterion that uses the entropy measure (origin from information theory) 

as the impurity measure [23][137]. Each leaf in the tree model is assigned to one class 

representing the most appropriate target value. Alternatively, the leaf may hold a probability 

vector indicating the probability of the target attribute having a certain value. Researchers in 

the domain of machine learning presented several variations of the top-down decision trees 

model such as ID3 (Iterative Dichotomiser 3) and C4.5 [23][138], Classification and 

Regression Trees CART [139].  

The decision tree learning approach presented above is mainly designed to predict a class of a 

future unknown examples. However, when the task of predicting future unknown values 

involves a range of numeric values, the applied machine learning model is commonly as 

regression. One of the most widely used regression models is known as linear regression that 

applies a mathematical formula of a straight line (y = mx + b) to estimate a relationship between 

two variables, while more advanced techniques, such as multiple regression, is used to predict 

a relationship between multiple variables - for example, is there a correlation between raters 

satisfaction scale and raters sociodemographic variables. The addition of more variables 

considerably increases the complexity of the prediction [140]. The stratification analysis 

presented in this thesis combined several aspects from the classification and regression learning 

algorithms into a systematic process to stratify convenience sampling raters population into 

mutually exclusive subpopulations.  
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2.6 Summary 

This chapter overviewed the current and previous literature on healthcare satisfaction studies, 

focussing on how socio-demographic variables influence satisfaction feedback. The chapter 

first highlighted that most healthcare satisfaction theories and concepts are extensions of 

customer satisfaction and loyalty studies in the business field. Understanding the different 

factors affecting customer loyalty is crucial for business success. Sales and marketing studies 

have extensively investigated the effect of sociodemographic factors on customers’ satisfaction 

levels. Such research has clarified the satisfaction profiles of customers’ sociodemographic 

sub-populations, which have been translated into pragmatic operational guidelines by 

businesses and service providers. However, the effects of certain demographic factors are 

inconsistent among studies, and are sometimes contradictory. This pattern of inconsistent 

findings is feasibly attributable to the sampling method; convenience sampling may not capture 

the biases in the different sociodemographic characteristics of the raters. Consequently, some 

researchers have dismissed sociodemographic variables as a reliable satisfaction indicator, and 

have instead evaluated the post-purchase behaviour of customers. 

The theoretical framework of patient satisfaction, and the challenges in defining this multi-

dimensional concept, were then discussed. The ‘patient satisfaction’ construct has been 

conceptualized by numerous theories, factors and determinants. According to the literature 

review, patient satisfaction questionnaires have become the preferred method in healthcare 

studies, as they provide direct and immediate patient feedback at low cost with low effort. 

However, the sampling methodology is limited to patients that can conveniently participate in 

the study. At present, no standardized set of rules has been developed for analytical techniques 

such as stratification and segmentation in convenient research designs.  
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The last section of this chapter reviewed the effect of sociodemographic variables on healthcare 

satisfaction feedback. Originally used for public reporting and quality improvement, 

satisfaction measures have now entered high-risk accountability applications that demand 

accuracy and consistency.  Therefore, whether patients’ responses to satisfaction surveys are 

influenced by their sociodemographic characteristics, and the effect magnitude of variables 

such as age and gender, must be discerned. With the increasing focus on these details, the 

rating-behaviour patterns of certain sociodemographic sub-population have emerged. However, 

the sociodemographic rating patterns reported by various researchers are inconsistent and 

contradictory. Such inconsistency when sociodemographic characteristics are factored into 

rating behaviour appears in both healthcare and business satisfaction studies. 

After several decades of research in healthcare services satisfaction, a clear theory that explains 

the influences of sociodemographic variables on patient satisfaction is still lacking. A novel 

evidence-based satisfaction theory would help researchers to design suitable data stratification 

and segmentation strategies that account for the inherited sociodemographic sampling biases 

in patient satisfaction data. Such a theory would accept the statistical limitations of non-

probability sampling in a rigorous drill-down data stratification and reliability analysis. 

Evidence-based theory aims to reveal the similarities and differences in satisfaction experience 

among different sub-populations of raters. In the high stratification levels, patients’ feedback 

can be highly overlapped and may obscure the views of smaller subpopulations. At lower 

stratification levels, the rating patterns of some or all of the performance measures may vary 

among the subpopulations. Therefore, the importance of individual socio-demographic 

subgroups must be identified by a systematic stratification strategy. The results of this study 

provide a first set of rules for handling raters’ sociodemographic factors in analyses of 

conveniently sampled data. The next chapter will introduce the systematic analysis 

methodology and the research questions addressed in this thesis.  
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Chapter 3 Formulating a Methodological Framework 

3.1 Introduction 

The previous chapter in this thesis provided an overview of the current and previous research 

work in healthcare satisfaction studies with a focus on the effect of socio-demographic 

variables on satisfaction feedback. The literature review indicated that the majority of 

healthcare satisfaction theories and concepts were extended from the business domain in the 

context of customers’ satisfaction and loyalty studies. One finding from the literature review 

is the inconsistent and contradictory reports about the effect of socio-demographic 

characteristics on the reported satisfaction levels. As patients feedback data become 

increasingly important for the purpose of physicians evaluation and re-credential purposes, 

there is a need to ensure performance measures provide fair comparisons across subjects. The 

literature review chapter also highlighted the lack of an evidence-based theory to explain the 

impact of raters sociodemographic patterns in healthcare satisfaction studies. The advantage of 

such theory is to help researchers consider potential problems and sampling biases when 

analysing patients’ satisfaction data, and to increase our knowledge about similarities and 

differences in satisfaction experience among different raters subpopulations. The development 

of an evidence-based patients’ satisfaction theory would require a stratified analysis approach 

to allow drill-down data analysis into raters sociodemographic factors. Therefore, the research 

objective of this thesis is to investigate the feasibility of combining standard statistical and 

machine learning techniques to generate a systematic stratification methodology. Section 3.2 

explains the theoretical methodology framework adapted for this research while section 3.3 

highlights the three main research questions investigated in this thesis. 
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3.2 Methodology Framework 

This research investigated different methodology frameworks to implement the stratification 

analysis including Rasch Model (RM) [141], Generalizability Theory [142], and Design 

Science Research Process (DSRP) proposed by Peffers et al. [143]. The rasch model is a 

psychometric model that transforms raw categorical data into abstract, equal interval scale. The 

Rasch Model was first proposed in the 60s to evaluate education ability tests. In recent years 

the model has been employed in the evaluation of services; such as customers and patient’s 

satisfaction. The model generates a new scale called Logit that can map subjects and items 

against each other. In this research work, a preliminary clustering analysis was implemented to 

investigate if results generated using Rasch analysis would differ from applying standard 

statistical technique without transferring the data into the logit scale. The results showed a 

similar clustering output between the two analysis approaches. Therefore, for the analysis and 

results presented in this thesis, Likert scale values are treated as ordinal and scalar on the 

assumption that the distances between each Likert point is equal. This assumption allows the 

use of standard measures of dispersion for comparing sub-group scores given to subjects as 

well as informative parametric techniques. 

Generalisability (G) theory [142] is designed to quantify possible sources of rater and item 

variance to obtain a measure of the reliability of obtained subject scores, especially when it is 

not possible to repeat the measurements. The classical G theory (and the associated G reliability 

coefficient) attempts to quantify this extraneous variance in two ways: by assuming that the 

same raters are used for all ratees (a balanced and unnested design), and by assuming that it is 

possible to repeat the measurement for the same ratee (a crossed design). However, many 

patient satisfaction studies based on convenience sampling have a hierarchical or multilevel 

data structure. In this model, patients represent the raw-scores “raters” level, while practitioners 

represent the aggregated-scores “ratees" level. Although this structure allows multilevel 
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analysis and reveals the nested relationship between raters and ratees, it embodies some 

research design aspects that are problematic from a statistical reliability perspective. Therefore, 

A variance-based, two-level signal-to-noise ratio formula was used to determine reliability in 

such convenience sampling contexts. Further details about this question can be found in chapter 

seven of this thesis.  

The research objective presented in this thesis is to verify the validity of a systematic data 

stratification methodology. To achieve this objective, the research follows the design science 

research process (DSRP) proposed by Peffers et al. [143]. The methodology is a wildly applied 

research framework in information systems. The DSRP framework incorporate the principles, 

practices and procedures required to carry out and present information systems research. The 

steps of DSRP are shown in Figure 3-1. 

 

Figure 3-1: Design science research process (DSRP) framework 

3.2.1 Problem Identification and Motivation 

Previous and recent researches have highlighted the increasing importance of survey data in 

various areas, including public health, market research and customer satisfaction. The 

measurement of raters’ satisfaction from survey data was initiated by business researchers, who 
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sought to understand the influencing factors of customer loyalty. Satisfaction surveys have 

gradually extended to other domains, including student satisfaction surveys that assess the 

quality of teaching, and patient satisfaction surveys that indicate the quality of primary health 

care. Traditional survey research usually relies on data collected by probability sampling 

techniques such as random sampling, stratified random sampling, and cluster sampling. By 

applying these sampling techniques, researchers can obtain the confidence level of the collected 

data and the reliability of the survey outcome. However, probability sampling is of limited 

generalisability and the patterns of smaller sub-populations are obscured. Probabilistic survey 

data typically collect samples from a specified population, usually based on findings described 

for that population only. Recent surveys in the UK and USA based on probability sampling 

yielded incorrect predictions for the outcomes of Brexit and the US presidential elections.  

In recent years, non-probability sampling methods have been popularly used in large-scale 

satisfaction surveys because they are low-cost and easily administered. Convenience non-

probability sampling obtains feedback from participants who are available and willing to 

partake in the research. Convenience sampling methodology collects a relatively large amount 

of data at suitable locations for seeking the participants’ views, such as shopping centres (when 

evaluating customers’ perceptions of their service provider) or healthcare centres (when 

evaluating patients’ experiences with their general practitioner). Convenience sampling also 

provides a practical means of overcoming the legal and administration limitations that may 

prevent access to raters’ personal data. Despite its popularity, many statisticians believe that 

biases in non-probability sampling degrade the accuracy of convenience sampling. The 

literature review identified several examples of inconsistent findings when sociodemographic 

variables influenced the results of convenience sampling studies. Although large-scale 

convenience sampling better estimates the population attitudes than small-scale sampling, the 
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overall feedback can be highly overlapped and may obscure the views of smaller 

subpopulations. 

In the current age of big data, large amounts of rater feedback data can be collected and 

aggregated in different domains. This thesis investigates the opportunities and challenges of 

combining big data with measures and metrics from machine learning, along with standard 

statistical methods for analysing population parameters. Given that probability and non-

probability sampling techniques have their own advantages and disadvantages, this thesis 

investigates whether data stratification analysis under a possible set of rules can reveal the 

hidden patterns of sociodemographic factors and smaller subpopulations. 

3.2.2 Solution Objectives 

According to recent studies, stratified data analysis can help us to understand healthcare 

disparities and identify the feedback profiles of smaller subpopulations. However, how to 

implement a stratification analysis and construct strata by a top-down or bottom-up 

stratification process based on multiple sociodemographic factors has not been reported. This 

thesis develops the first set of rules that will guide researchers towards selecting appropriate 

sociodemographic factors during the stratification process. The stratification methodology will 

help to quantify the bias level in different sociodemographic factors. The population parameters 

can then be accurately and precisely represented by creating pseudo-controlled samples. 

3.2.3 Design and Development 

The development of a stratification methodology starts by implementing an exploratory 

analysis at the zeroth stratification level (including the entire patient dataset and all 

sociodemographic factors). The central tendencies of all survey items are then determined by 

descriptive statistical analyses, such as the mean and standard deviation. Other statistical 
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techniques such as dimensionality reduction and analysis of variance then identify the 

statistically significant differences among the different sub-populations. Stratification analysis 

divides the entire dataset into subsets of homogenous subpopulations. This concept is widely 

applied in hierarchical supervised learning techniques such as ID3 and J48 algorithms. When 

dividing the data into smaller subsets, the learning process follows a divide-and-conquer 

approach and develops a set of learning rules. Most of the hierarchical learning algorithms 

guide the search through the space of possible branches using entropy and information-gain 

measures. The information gain measures the uncertainty reduction after splitting the dataset 

based on a selected independent variable. The splitting process continues using the independent 

variable that returns the most homogenous subpopulation. 

Hierarchical supervised learning algorithms generate prediction models for future unknown 

data. The results of these algorithms are usually presented as top-down decision trees. The first 

node in the tree contains the independent variable with the highest information gain. The 

splitting process continues until all records belong to the same leaf node or the information 

gain is below a specified small limit. Hierarchical learning algorithms construct the best tree 

that predicts the target variable. In survey analyses, the hierarchical learning concept can 

identify homogenous subpopulations with different sociodemographic factors. By combining 

the machine learning approach with standard statistical techniques, researchers can elucidate 

previously unknown patterns of the sociodemographic factors. The hierarchical learning 

approach is applicable to both ordinal and categorical data. 

Survey analysts may need a mechanism that identifies homogenous subpopulations from 

numerical variables. The supervised learning approach can model the relationship between a 

dependent variable and a set of independent sociodemographic variables. Linear regression 

analysis detects the change in the mean value of the dependent variable with a one-unit change 

in each of the sociodemographic variables. A large (small) regression coefficient, whether 



51 
 

positive or negative, indicates a large (small) difference among the sub-populations in a top-

down stratification approach.  

The intercept of a regression model with categorical independent variables must be within the 

context of the required task. For example, when seeking the variable that maximises or 

minimises the difference among the sub-populations, the intercept has no real meaning and can 

be removed from the model. However, removing the intercept will force the regression model 

through the coordinate origin (x = y = 0), and may bias the coefficient values. As another 

example, when analysing a particular subject characteristic, such as ‘female’ or ‘senior’, the 

intercept provides a reference for determining the regression coefficient. 

Since surveys and questionnaires usually represent sociodemographic factors as categorical 

variables, their coding schema require special care when interpreting the regression coefficient. 

One option is to assign ordinal values to categorical variables (e.g., females = 1, males = 2, or 

usual = 1, unusual = 2). Other categorical variables with sequential meaning (such as ‘young’, 

‘middle-aged’, and ‘senior’, or ‘under 5 years’, ‘5 to 10 years’, and ‘over 10 years’) can be 

implicitly modelled as ordinal values. Alternatively, categorical variables can be recoded into 

a number of separate dichotomous variables. For example, the gender variable can be recoded 

into a new variable called ‘Is_Female’, in which all female and male patients are assigned 

values of 1 and 0, respectively. Similarly, the age variable can be recoded into two new 

variables ‘Is_Middle_Age’ and ‘Is_Senior’. In this process, the zero code always refers to the 

reference group of each dichotomous variable, and the intercept is the mean of the y coordinates 

of the regressions of each predictor reference group.  

Statistical and machine learning techniques such as information gain and linear regression can 

identify the homogeneous subpopulations in non-probability samplings. 
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3.2.4 Demonstration and Evaluation 

To demonstrate the design and implementation of the stratification process, we constructed a 

real-life convenient sampling survey. This large-scale survey (2.5 million records) obtains 

reliable results because each stratum contains a large number of records after splitting the data. 

Using the stratification methodology, researchers can quantify the amount of bias in different 

demographic factors, thereby creating pseudo-controlled samples for accurate and precise 

representation of the population parameters. 

3.3 Research Questions 

The stratification process is a natural first step for clarifying the performance information for 

a particular sub-population. When the patient numbers in the various categories are diverse, the 

large sub-groups in the population dominate the performance measure scores, obscuring the 

views of smaller sub-groups. Therefore, the stratification methodology is useful for examining 

feedback by groups giving substantially different responses in their satisfaction reports. This 

finer-grained information is particularly useful for assessing and addressing the disparities 

among smaller sub-groups, and can reveal patterns that otherwise remain unknown. 

This thesis investigates the following research questions: 

• Can traditional statistical methods combined with machine learning techniques 

create a systematic stratification methodology? 

As big survey data obtained by non-probability sampling methods become increasingly 

available, researchers are granted the opportunity to investigate conflicting and 

inconsistent findings on the effects of sociodemographic variables (such as gender, age 

and race) on the satisfaction level of primary health care. Recent healthcare studies have 

highlighted the need for a stratified approach, whereby each healthcare ratee gives 

multiple performance scores (one for each homogeneous stratum) rather than an overall 
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performance score. How to implement a stratification methodology on large-scale non-

probability survey datasets has not been reported in the literature.  

Supervised machine learning algorithms such as linear regression and hierarchical 

modelling can identify the independent variables yielding the best prediction model. 

This research question investigates whether a systematic stratification methodology can 

be constructed from an adaptive machine learning technique (based on entropy and 

information gain) and standard statistical techniques (analysis of variance and principal 

component analysis). Ideally, the stratification methodology will create homogeneous 

and mutually exclusive subgroups of patients. Answering this research question would 

provide a clear procedure for identifying the important sociodemographic factors and 

stratifying the sampled population into mutually exclusive rater sub populations. Using 

this procedure, researchers could implement a drill-down stratification analysis guided 

by rigorous statistical techniques. 

• Can the proposed data stratification methodology create pseudo-controlled 

samples for estimating population parameters? 

There is a consensus belief that non-probability sampling yields imprecise estimates of 

population parameters, because convenient sampling techniques are inherently biased. 

However, a systematic stratification methodology can reveal patterns of differences 

between the feedbacks of smaller sub-groups and the overall population. This research 

question investigates whether researchers can identify the sociodemographic factors 

that maximise or minimise the variance, and thereby create pseudo-controlled samples 

for estimating population parameters from a conveniently sampled dataset. The 

advantage of this outcome is its scalability to other survey analyses based on 

conveniently sampled data. This technique will derive important insights from large-
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scale survey studies and increase the opportunity for warehousing survey data for long- 

term use. 

• Can a proposed data stratification methodology create a missing-values 

imputation strategy sensitive to sociodemographic sub groups? 

When answering satisfaction surveys, raters sometimes provide no answers to a subset 

of the questionnaire items. A large number of survey responses with missing answers 

may change the distribution shapes of the questionnaire items and any derived 

summative items. Many data analysis and statistical techniques are designed only for 

complete-answer datasets, and respond to missing items by eliminating the subject from 

the analysis. The statistical requirement of complete-case datasets can significantly 

reduce the sample size, and will increase the bias if certain subpopulations are more 

likely than others to return an incomplete survey. Some statistical analyses requiring 

complete datasets impute the missing values or replace the missing values with grand 

means. However, these solutions are inappropriate in ‘high stakes’ survey analyses, in 

which the satisfaction measure determines promotional or funding outcomes. This 

research question investigates whether certain sociodemographic sub-populations are 

associated with higher rates of missing answers, and whether the differences between 

the rater groups returning complete and incomplete surveys are statistically significant. 

Such knowledge would reveal whether removing the incomplete cases will likely bias 

the statistical analysis techniques requiring complete datasets, and whether a 

stratification analysis can enable imputation strategies that are sensitive to 

sociodemographic differences. 
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3.4 Summary 

This chapter presented the theoretical background and research motivation for this thesis. It 

identified many contradictory and inconsistent findings on which sociodemographic factors 

affect patients in the healthcare domain and customers in the business environment. Recent 

studies have proposed the stratified approach for analysing large-scale data collected by the 

convenient sampling methodology (the most popular methodology). The stratification 

approach provides survey ratees with multiple performance scores (one for each homogeneous 

stratum) rather than an overall performance score. The research proposal integrates standard 

statistical and machine learning techniques into a systematic stratification methodology. This 

chapter also outlined the implementation steps of the research, following the design science 

research process. Finally, the thesis objectives were presented as three research questions. The 

next chapter implements an exploratory analysis on a real-life healthcare satisfaction dataset. 
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Chapter 4 Exploratory Analysis 

4.1 Introduction 

Previous chapters in this study have highlighted the need for a data stratification methodology 

to support researchers trying to understand subjects’ feedback in convenient sampling methods. 

The increasing growth of big survey data using non-probability sampling methods have 

resulted in inconsistent results about the effect of different sociodemographic factors. A 

systematic stratification methodology can quantify the amount of bias exist in each 

sociodemographic factor and help researchers to use probability or random sampling to create 

pseudo-controlled samples for estimating accuracy population parameters. 

This chapter starts the process by conducting an exploratory analysis at the zero level of data 

stratification. The analysis at this level involves the entire population of a non-probability 

sampling survey. A frequency and descriptive analysis techniques is used to identify global 

statistics such as mean and standard deviation for all survey items. In addition to that, the 

dimensionality reduction technique, Principal Component Analysis (PCA) was used to 

minimize related survey items into a smaller number of uncorrelated variables to account for 

maximum variance in the data. Applying PCA analysis at different stratification levels can 

confirm if different population sub-groups have identified the same underline questionnaire 

components (construct validity). Although the statistical features and construct validity 

analysis of the dataset used in this research were already established in earlier research work, 

the analysis presented in this thesis focused on a novel stratification technique to divide survey 

raters into smaller subpopulations. The PCA was repeated at each subpopulation level to 

explore whether the results found at a higher stratification level will still be visible at lower 

stratification levels. Analysis of variance ANOVA was used to confirm if differences 
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highlighted among sub-populations are statistically significant. The exploratory analysis 

techniques have helped to identify the different satisfaction profiles that exist among the 

population large sub-groups such as female vs male and young vs senior. 

The exploratory analysis also revealed that despite having statistically significant differences 

in satisfaction levels among larger sub-groups, different supervised machine learning 

algorithms were unable to generate accurate models to predict sociodemographic profile based 

on satisfaction feedback. Further descriptive analysis has identified a considerable overlap in 

reported satisfaction feedback that may hide differences among smaller population sub-groups. 

Section 4.2 describes the characteristics of patients’ satisfaction survey dataset used in this 

study, sections 4.3 and 4.4 describes the results of different statistical and supervised machine 

learning techniques used in the exploratory analysis. Finally, section 4.5 provides a discussion 

of the chapter results and highlights the analytical motivation for the subsequent stratification 

analysis. 

4.2 Dataset 

Improving Practice Questionnaire or IPQ dataset was provided by CFEP pty Australia. The 

survey was designed to quantify patients’ satisfaction and experience about their doctor visit. 

It consists of 27 performance evaluation questions formed using Likert scale method where 

categories ranging from (1 – Poor) to (5 – Excellent), null values are represented by zero [85]. 

There are also two more free text questions to allow comments about how the practice and 

doctor could improve. The statistical analysis presented in this thesis does not include the free 

text items. The survey is focused on obtaining information primarily in three core areas: access 

and booking (Q1 – Q8), practitioners interpersonal skills (Q9 – Q20) and communication with 

staff (Q21 – Q27). The questionnaire is designed to generate data that have a hierarchical or 

multilevel stricture. Patients represent the raw-scores “raters” level while practitioners 
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represent the aggregated-scores “ratees" level. This structure allows multilevel analysis and 

enables better understanding of the nested relationship between patients and practitioners. The 

dataset contains 2,546,182 patients’ responses to evaluate 33,203 different physicians (average 

77 per physician, minimum 1, and maximum 940). Patients who answered all questions 

represent 55% or 1,412,588 of IPQ raw scores data. Table 4-1 describes the mean, standard 

deviation and the available number of records for each question at the patients’ level. 

Patients were asked to report 4 socio-demographic variables; gender (2 levels), age (3 levels: 

young, middle age, and senior), whether the visit was to the usual doctor (2 levels: yes, no), 

and how many years the patient had visiting the healthcare provider (3 levels: less than 5 years, 

5 to 10 years, and more than 10 years). Female patients represent the majority of the dataset 

62% while male patients count for 33.6% and 4.5% with gender values un-identified. Middle-

age patients cover almost half of the dataset with 53% while senior and young patients’ counts 

for 32.2% and 9.2% respectively. Unknown age group patients represent 5.6% of the data. 

Almost 57% of the population have been attending the practice for more than 10 years and 63% 

of patients are visiting their usual doctor. Patients who did not provide information for the usual 

doctor variable represent almost 10% of the population followed by 5.6% for age group and 

4.5% for both gender and years attending variables. Figure 4-1 shows data distribution for the 

4 socio-demographic variables while Table 4-2 describes the four socio-demographic 

subgroups with the percentage of valid cases available for analysis in each sub-group.  
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Table 4-1: Descriptive Statistics at the Patients and Practitioners Level 

Patients Level 
Questions 

Practitioners Level 

N Mean Std. Range N Mean Std. Range 

2487539 3.61 .957 4 Your level of satisfaction with the practices opening hours 33197 3.63 .295 4 

2491304 3.40 1.148 4 Ease of contacting the practice on the telephone 33196 3.45 .517 4 

2495582 3.66 1.059 4 Satisfaction with the day and time arranged for your appointment 33198 3.70 .354 4 

2471493 3.48 1.198 4 Chances of seeing the doctor within 48-24 hours 33177 3.52 .470 4 

2439991 3.27 1.194 4 Chances of seeing a doctor of your choice 33184 3.31 .477 4 

2230348 3.31 1.111 4 Opportunity of speaking to a doctor on the telephone 33178 3.35 .398 4 

2498718 3.60 .995 4 Comfort level of waiting room 33188 3.63 .365 4 

2445860 3.20 1.084 4 Length of time waiting in the practice to see the doctor 33178 3.23 .416 4 

2488031 4.18 .878 4 My overall satisfaction with this visit to the doctor 33193 4.23 .293 4 

2487155 4.23 .860 4 The warmth of the doctors greeting to me 33191 4.28 .297 4 

2478202 4.25 .870 4 On this visit I would rate the doctors ability to really listen 33194 4.30 .293 4 

2475948 4.19 .877 4 The doctors explanations of things to me were 33192 4.24 .292 4 

2468541 4.14 .904 4 The extent to which I felt reassured by this doctor was 33193 4.19 .300 4 

2479558 4.27 .862 4 My confidence in this doctor’s ability 33193 4.32 .286 4 

2466781 4.17 .894 4 The opportunity the doctor gave me to express my concerns 33193 4.23 .292 4 

2479840 4.33 .830 4 The respect shown to me by this doctor was 33191 4.38 .269 4 

2439126 3.91 .939 4 The amount of time given to me for this visit was 33187 3.97 .295 4 

2404854 4.09 .904 4 This doctor’s consideration of my personal situation 33185 4.15 .292 4 

2415940 4.13 .903 4 The doctors concern for measapersonin this visit was 33188 4.18 .299 4 

2420164 4.22 .901 4 The recommendation I would give to my friends about this doctor 33189 4.27 .308 4 

2509129 3.99 .939 4 The manner in which you are treated by the reception staff 33190 4.03 .295 4 

2477533 3.97 .950 4 Respect shown for your privacy and confidentiality 33185 4.00 .281 4 

2418140 3.83 .986 4 Information provided by the practice about its service 33182 3.86 .286 4 

2184651 3.58 .978 4 The opportunity for making compliments or complaints 33173 3.61 .291 4 

2336693 3.73 .946 4 The information provided by this practice 33179 3.76 .265 4 

2270202 3.64 1.020 4 The availability and administration of reminder systems 33181 3.67 .296 4 

1914084 3.64 .972 4 The practices respect to your right to seek a second opinion 33161 3.67 .287 4 
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Table 4-2: Valid and Missing Values by Sociodemographic 

Sociodemographic Factor Valid Missing 

Gender 2432851 113331 

Age 2403143 143039 

Usual GP 2299774 246408 

Years Attending 2430667 115515 

 

 

Figure 4-1: Socio-Demographic Distribution 
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4.3 Data Analysis 

The statistical analysis at zero level involves the entire sample population (2,546,182 patients) 

with all 4 socio-demographic variables. The descriptive statistics on IPQ dataset shows that 

patients’ feedback was skewed toward the positive end of the Likert scale for all 27 items with 

global mean value of 3.85 for all patients. Question 8 (Length of time waiting in the practice 

to see the doctor) has the lowest mean value of 3.2 while question 16 (The respect shown to 

me by this doctor) has the highest mean value of 4.33. The skewness was more obvious for 

practitioners interpersonal skills items (Q9-Q20) with lowest mean values 3.91 for question 

seventeen “The amount of time given to me for this visit was”. Practitioners’ interpersonal 

skills items also show the lowest standard deviation values among all other IPQ items. 

Examining the wording of all 27 items in addition to inter-correlation analysis showed that no 

single item can qualify to be a summative variable for IPQ dataset. A new overall scale item 

with a range from 0 to 100 was created to summarise all 27 items into a single value. Examining 

the overall scale revealed a negatively skewed distribution with the majority of patients report 

a high satisfaction results (Mean = 73, std = 15.9). The skewness in the overall scale reflects a 

similar pattern in the original distribution shape of the 27 items. 

The exploratory analysis on IPQ 27 items also showed a large number of missing values where 

patients did not provide full answers in questionnaire forms. The number of missing values 

range from (37053) for question 21 (The manner in which you were treated by the reception 

staff) to (632098) for question 27 (The right to seek a second opinion). The missing answers 

can increase the negative skewness of the overall scale and lead to a large portion of patients 

to be considered as “outlier”. Therefore, a “clean” version of IPQ dataset with non-missing 

values for all 27 items and socio-demographic information was generated. The new dataset 
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contains (1,251,357 patients). Figure 4-2 shows the distribution of overall scale with complete 

and clean IPQ datasets. 

 

Figure 4-2: Overall Scale Distribution with all patients (Left) and non-missing Patients (Right) 

 

The construct validity of the three core components of IPQ was evaluated using PCA with 

orthogonal (varimax) rotation. The Kaiser-Meyer-Olkin (KMO) and bartlett's test verified the 

sampling adequacy for the analysis, KMO = .978 and all KMO values for individual items 

were > 0.90, which is well above the accepted limit of (0.5). At the patients’ level, results show 

that the entire population of IPQ dataset and each of its individual socio-demographic sub-

groups clearly identified the three underlining components of IPQ dataset with eigenvalues 

over Kaiser’s criterion of 1 and in combination explained about 74% of the variance. The 

practitioners’ communication and interpersonal skills stand up as the most significant 

component with highest Eigenvalues. Communication with staff and access to clinic appear to 

be switching places between the second and third most significant components across different 

IPQ patients’ sub-groups. Two questions (Q7, Q8) tend to show loading values that are between 

access to the clinic and communication with staff components. The PCA analysis was also 

repeated at the aggregated practitioners level. The aggregated mean score values were 

calculated for all 33,203 doctors. The analysis showed that removing patients 
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sociodemographic factors at the higher practitioners level only identified two of the original 

three components with initial eigenvalues of more than one. In other words, the analysis shows 

that access to the clinic and communication with staff items were merged together as the second 

most significant component while practitioners’ interpersonal skills continues to hold its 

position with the highest Eigenvalues. The scree plot shown in Figure 4-3 displays the inflexion 

point that will justify a 3 components solution at the patients level while Table 4-3 shows the 

factor loadings after rotation. 

 

Figure 4-3: Scree Plot for PCA at the Patients Level 
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Table 4-3: Rotated Loadings at Zero Level 

Qs Communication Access Staff 

Q01  0.65  

Q02  0.70  

Q03  0.76  

Q04  0.77  

Q05  0.74  

Q06  0.68  

Q07  0.49  

Q08  0.61  

Q09 0.79   

Q10 0.81   

Q11 0.86   

Q12 0.84   

Q13 0.85   

Q14 0.85   

Q15 0.85   

Q16 0.85   

Q17 0.71   

Q18 0.81   

Q19 0.82   

Q20 0.83   

Q21   0.68 

Q22   0.71 

Q23   0.74 

Q24   0.71 

Q25   0.74 

Q26   0.73 

Q27   0.70 

 

The rotated loading values were used to calculate patients scores for each of the three 

underlining components of IPQ dataset. In order to maximize the differences between the three 

components, only questions related to the corresponding component were used to calculate 

patients component scores according to the following formula: 

Yi = b1X1i + b2X2i + … bn Xni 

Where  

Y = the component 

b = the Loading Factor value 

X = the individual score for that question 
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The process above added three new uncorrelated score values for each patient record; “Clinic 

Access” based on questions 1-8; “Practitioner Communication” based on questions 9-20; and 

“Staff Information” based on questions 21-27. The values presented in each score will differ 

based on the number of items involved in each component. To provide fair comparison among 

the new component scores, three new standardized components scores are also added to the 

dataset. These score values were used to investigate differences in satisfaction profiles among 

multiple sociodemographic subpopulations. The next section provides details investigation 

about satisfaction feedback among the different sociodemographic groups in IPQ dataset.  

4.4 Subpopulations Analysis 

The previous sections presented exploratory analysis for IPQ dataset and explained several 

steps of data cleaning and preparation. The process involved creating several new summative 

and standardized attributes at the row scores level. This section investigates satisfaction 

feedbacks among patients subpopulations based on the hypothesis that there are real differences 

among sociodemographic subgroups such as females vs males and young vs senior. The 

ANOVA test was used to investigates if there are statistically significant differences among 

sociodemographic subgroups. The test was repeated with different percentages of patients 

records included. Following that, supervised machine learning models are built to investigate 

if patients sociodemographic characteristics can be predicted based on satisfaction feedback 

data. Section 4.4.1 presents the sociodemographic analysis between smaller patients sub-

groups while section 4.4.2 presents the results of predicting sociodemographic characteristics 

using supervised machine learning algorithms. 
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4.4.1 Sociodemographic Analysis 

This section presents the average score values for the four sociodemographic factors and their 

underlining levels on the different items, summative variable, and standardized components of 

IPQ dataset. Female patients represent the majority (62%) of the valid IPQ dataset responses. 

Overall, female patients gave lower scores than male patients in all 27 Likert scale items as 

well as the overall-scale summative item. However, the difference between females and males 

mean scores was smaller for doctor communication questions. The results are also reflected in 

the corresponding principal components; clinic access (Qs 1-8), doctor interpersonal skills (Qs 

9-20), staff information (Qs 21-27). For both clinic access and staff information components, 

female patients gave below average scores (17.97, 17.25) compare to male patients who gave 

above average scores (18.7, 18.02) respectively. Figure 4-4 show IPQ items scores differences 

between all females / males subgroups and the entire dataset; figures 4-5 to 4-7 show gender 

scores for 3 components and standardized components.  

 

Figure 4-4: IPQ Items Scores Differences between all Females / Males Subgroups and the Entire Dataset 
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Figure 4-5: Females and Males Scores on the Original (above) and Standardized (below)Access Component 
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Figure 4-6 Females and Males Scores on the Original (above) and Standardized (below) Communication Component 

 

 

Figure 4-7: Females and Males Scores on the Original (above) and Standardized (below) Staff Information Component 
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Analysis of variance ANOVA test implemented between females and males’ groups showed 

statistically significant differences (p<0.01) in all 27 items. The analysis used the entire IPQ 

sample population of 2,546,182 patients; and was also repeated to include different percentages 

(50%, 20%, 10%, 5%, 2%, and 1%) of IPQ dataset. The repeated analysis showed that 

differences between females and males patients for doctor communication questions are 

becoming insignificant as the smaller the dataset gets. However, gender differences were still 

statistically significant for clinic access and staff information with the exception of question 

six “Opportunity of speaking to doctor by phone”.  

For age groups, middle age patients represent more than half (53%) of the valid IPQ population. 

Senior patients gave considerably higher feedback scores for all IPQ questions followed by 

middle-age and young patients respectively. The raw scores results are also reflected in the 

corresponding principal components; clinic access (Qs 1-8), doctor interpersonal skills (Qs 9-

20), staff information (Qs 21-27). For all principal components, young and middle age patients 

gave below average scores Figures 4-8 to 4-11 shows gender scores for 3 components and 

standardized components.  

 

Figure 4-8: IPQ Items Scores Differences between all Young, Middle-Age, and Senior Subgroups and the Entire Dataset 

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

Q
s0

1

Q
s0

2

Q
s0

3

Q
s0

4

Q
s0

5

Q
s0

6

Q
s0

7

Q
s0

8

Q
s0

9

Q
s1

0

Q
s1

1

Q
s1

2

Q
s1

3

Q
s1

4

Q
s1

5

Q
s1

6

Q
s1

7

Q
s1

8

Q
s1

9

Q
s2

0

Q
s2

1

Q
s2

2

Q
s2

3

Q
s2

4

Q
s2

5

Q
s2

6

Q
s2

7

It
em

 A
ve

ra
ge

 v
s.

 D
em

o
gr

ap
h

ic
 S

u
b

gr
o

u
p

 A
ve

ra
ge

IPQ Items

Young Middle Senior



70 
 

 

Figure 4-9: Young, Middle-Age and Senior Scores on the Original (above) and Standardized (below) Access Component 

 

 

Figure 4-10: Age Groups Scores on the Original (above) and Standardized (below) Communication Component 
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Figure 4-11: Age Groups Scores on the Original (above) and Standardized (below) Staff Information Component 

 

The ANOVA test implemented between young, middle-age and senior groups showed 

statistically significant differences (p<0.01) in all 27 items of IPQ dataset with the exception 

of question five “Seeing a doctor of your choice”. The ANOVA test was also repeated with 

different percentages (50%, 10%, 5%, 2%, and 1%) of IPQ dataset. The repeated analysis 

showed that differences between young, middle-age, and senior patients for doctor 

communication questions remained significant even with smaller samples sizes. On the other 

hand, differences between age groups for clinic access and staff information are becoming 

insignificant as the smaller the dataset gets.  
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For years attending group, almost 57% of the valid IPQ responses come from patients who 

have been seeing their doctors for more than 10 years. Patients’ seeing the doctor for less than 

5 years gave the highest scores for almost all clinic access questions while patients seeing the 

doctor for more than 10 years gave the highest scores for doctor communication questions. The 

results are also reflected in the corresponding principal components; clinic access (Qs 1-8), 

doctor interpersonal skills (Qs 9-20), staff information (Qs 21-27). For clinic access component, 

patients seeing the doctor for less than 5 years gave the highest and above average scores (19.24) 

compared to (18.91, 19.02) for 5 to 10 years and more than 10 years respectively. For doctor 

communication component, patients who are seeing the doctor for less than 10 years gave 

below average scores. However, the scores pattern shows a positive relationship between the 

time spent with the doctor and the feedback scores. Figures 12-15 shows years attending scores 

for 3 components and standardized components.  

 

Figure 4-12: IPQ Items Scores Differences Between Years Attending Subgroups and the Entire Dataset 
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Figure 4-13: Years Attending Scores on the Original (above) and Standardized (below) Access Component 

 

Figure 4-14: Years Attending Scores on the Original (above) and Standardized (below) Communication Component 
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Figure 4-15: Years Attending Scores on the Original (above) and Standardized (below) Staff Component 

 

The ANOVA test implemented between the three years-attending groups showed statistically 

significant differences (p<0.01) in all clinic access and doctor communication items. Several 

staff information questions showed statistically insignificant differences among at least two 

homogeneous subgroups (less than 5 years and 5 to 10 years). The ANOVA test was also 

repeated with different percentages (50%, 10%, 5%, 2%, and 1%) of IPQ dataset. The repeated 

analysis showed that differences between years attending patients subgroups become 

statistically insignificant with smaller samples size. The Tukey post-hoc revealed that several 

items showed three homogeneous subgroups at the sample sizes between one and two percent 

of IPQ dataset.  
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Finally, Patients who are evaluating their usual doctor represent 70% of the valid IPQ 

population. Patients’ seeing their usual doctor gave higher scores for all questions. The results 

are reflected in the corresponding principal components; clinic access (Qs 1-8), doctor 

interpersonal skills (Qs 9-20), staff information (Qs 21-27). For all 3 components, non-usual 

patients gave below average scores than usual patients. Figures 16-19 shows usual and non-

usual doctor scores for 3 components and standardized components. The ANOVA test showed 

statistically significant differences between the usual and non-usual doctor groups (p<0.01) in 

all 27 items and with different percentages (50%, 10%, 5%, 2%, and 1%) of IPQ dataset. 

 

 

Figure 4-16: IPQ Items Scores Differences Between Usual and Non-Usual Subgroups and the Entire Dataset 
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Figure 4-17: Usual and Non-Usual Scores on the Original (above) and Standardized (below) Access Component 

 

 

Figure 4-18: Usual and Non-Usual Scores on the Original (above) and Standardized (below) Communication Component 
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Figure 4-19: Usual and Non-Usual Scores on the Original (above) and Standardized (below) Staff Component 

 

Table 4-4 shows the mean and standard deviation values for the 6 components at the raw scores 

level and irrespective of any patients sub-group while Table 4-5 shows mean and standard 

deviation values for the 6 components by each socio-demographic sub-group. 

Table 4-4: Descriptive Statistics for the 6 Components 

Components Minimum Maximum Mean Std. Deviation 

Access 5.44 27.2 19.056 4.6977 

Communication 9.939 49.695 41.825 7.82 

Staff 5.047 25.238 19.284 4.179 

Access - Standardized -2.897 1.735 0.00 1.00 

Communication - Standardized -4.0736 1.0054 0.00 1.00 

Staff - Standardized -3.406 1.4242 0.00 1.00 

 

 

 

 



78 
 

Table 4-5: Descriptive Statistics for the 6 Components by Different Sub-Groups 

 
Overall 

Scale 

Factor 

Access 

Factor 

Access - 

Standardized 

Factor 

Communication 

Factor 

Communication 

- Standardized 

Factor 

Staff 

Factor Staff - 

Standardized 

Gender 

Female 72.7544 18.78 -0.05 41.69 -0.016 19.09 -0.046 

Male 74.8705 19.51 0.09 42.04 0.028 19.61 0.078 

Age group 

Young 71.8024 18.42 -0.13 40 -0.23 18.7 -0.13 

Middle 

Age 
72.4445 18.64 -0.08 41.3 -0.06 18.87 -0.09 

Senior 76.0363 20.03 0.2 43.43 0.2 20.24 0.23 

Usual GP 

Yes 75.6730 19.5 0.09 42.64 0.10 19.63 0.08 

No 69.6644 17.89 -0.24 39.7 -0.269 18.37 -0.218 

# years with doctor 

Less 

than 

five 

72.6315 19.24 0.04 41.01 -0.10 19.12 -0.038 

Five to 

ten 
73.0450 18.91 -0.02 41.26 -0.07 19.08 -0.048 

More 

than 

ten 

74.0451 19.02 -0.005 42.27 0.05 19.4 0.028 

For each sociodemographic factor, the ANOVA test was repeated using decreasing sample 

sizes (100%, 90% … 1%). The goal of this approach is to investigate if the chosen significance 

level and sample size would highlight any insights about the stratification effect of each 

sociodemographic factor. At each sample size, the ANOVA test was used to identify if a given 

item or component score provided statistically significant evidence of a non-zero effect size. 

The results showed that as sample size decrease, more differences among items start to appear 

statistically insignificant. Observing the number of statistically significant or insignificant 

items at certain sample size points would help researchers’ to identify sociodemographic 

factors with higher or lower effect size. The results also highlighted clear differences in the 

“Type” of items that are considered significant with different sample sizes. Items related to 

doctors communication skills start to appear statistically insignificant between females and 

males patients with sample sizes around 20% of IPQ dataset. The ANOVA test was repeated 

for ten times at each sample size level to identify if each item would appear as statistically 

insignificant in more than five times. Table 4-6 and Table 4-7 shows a representation about at 
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which sample size level IPQ items would appear statically insignificant. Figure 4-20 shows a 

representation for the number of statistically insignificant items associated with each sample 

size. Figure 4-21 shows a logarithmic model to predict the number of statistically insignificant 

items at each sample size. The results show sociodemographic factors have unequal effect size 

that would need different sample size to appear statistically significant. The sociodemographic 

factor “Usual Doctor” appears to have the highest impact factor while “Years Attending” shows 

the lowest impact factor.  

Table 4-6: Sample Size and ANOVA Test for Gender and Age Groups 

ANOVA Test for Gender  ANOVA Test for Age Group 

Sample Size  Sample Size 

100% 50% 5% 2% 1% Questions 100% 50% 10% 5% 2% 1% 
     Qs01       

     Qs02   X X X X 
     Qs03   X X X X 
     Qs04    X X X 
     Qs05 X X X X X X 
   X X Qs06       

     Qs07      X 
     Qs08       

    X Qs09       

    X Qs10       

    X Qs11       

  X X X Qs12       

  X X X Qs13       

    X Qs14       

  X X X Qs15       

    X Qs16       

    X Qs17       

    X Qs18       

    X Qs19       

    X Qs20       

     Qs21       

     Qs22    X X X 
     Qs23       

     Qs24      X 
     Qs25  X X X X X 
     Qs26       

     Qs27      X 
     Access       

    X Communication       

     Staff       

X = At Least Two Homogeneous Subsets 
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Table 4-7: Sample Size and ANOVA Test for Usual Doctor and Years Attending 

ANOVA Test for Usual GP  ANOVA Test for Years Attending 

Sample Size  Sample Size 

100% 50% 10% 5% 2% 1% Questions 100% 50% 10% 5% 2% 1% 
      Qs01    X X X 
      Qs02   X X X X 
      Qs03    X X X 
      Qs04   X  X X 
      Qs05    X X X 
      Qs06   X X X* X* 
      Qs07   X  X X 
      Qs08     X X 
      Qs09    X X X 
      Qs10    X X X 
      Qs11    X X X 
      Qs12    X X X 
      Qs13    X X X 
      Qs14     X X 
      Qs15    X X X 
      Qs16    X X X 
      Qs17    X X X 
      Qs18    X X X 
      Qs19    X X X 
      Qs20    X X X 
      Qs21    X X X* 
      Qs22    X X X 
      Qs23 X X X X X X 
      Qs24    X X X 
      Qs25 X X X X X X 
      Qs26 X X X X X X 
      Qs27 X X X  X X 
      Access    X X X 
      Communication    X X X 
      Staff     X X 

X = At Least Two Homogeneous Subsets 

X* = Three Homogeneous Subsets 
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Figure 4-20: No. of statically Insignificant Items in for Each Sociodemographic Factor 

 

 

Figure 4-21: Logarithmic Model to predict the number of Statistically Insignificant Items at Each Sample Size 
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The analysis above used the significant level alpha 0.05 as the statistically acceptable standard 

cut-off point in social science studies. However, this standard is often set in studies where 

sample size is relatively small. With the availability of large-scale datasets, researchers can 

investigate if items and components would appear insignificant at different alpha level values. 

For example, examining the p-value of question two “Ease of contacting the clinic by telephone” 

appears statistically significant among all three age groups. However, adjusting the alpha level 

to 0.02 reveal a homogeneous subgroup between young and middle-aged patients for this item. 

On the other hand, question five “Chance of seeing the usual doctor” was statistically 

insignificant between young and middle age patients at 0.05 alpha level. It needed adjusting 

the significance level to 0.36 to get statistically significant differences among the three age 

groups. The significant levels are also affected by the available sample size. If the effect size 

is small, a large sample size is needed to detect the difference. Similarly, if the effect size is 

large, even a small sample size can show statistically significant differences among subgroups. 
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4.4.2 Predicting Sociodemographic Characteristics using Supervised Learning 

The previous section highlighted that all sociodemographic factors measured in IPQ dataset 

showed statistically significant differences among their respective smaller subgroups. Senior 

patients and patients who are seeing their usual doctor gave significantly higher sores that other 

subgroups. Similarly, female and young patients gave lower scores that other subgroups. This 

section investigates if supervised machine learning algorithms can predict sociodemographic 

characteristics based on the patient feedback scores.  

A decision tree classification algorithm was built to predict sociodemographic factors using the 

three component scores as independent variables. The classification algorithm was repeated 

using different growing methods (CHAID, Exhaustive CHAID, CRT, and QUEST) and 

holding 80% of data for model training and 20% for testing. In all models, the accuracy of the 

classification algorithm was affected by the heavily skewed distribution of class labels. For 

example, the usual doctor model achieved 70% prediction accuracy due to the imbalanced 

distribution of class labels. Therefore, all classification models used equal-sized label scores. 

The resulted prediction accuracy ranges between 35% and 59% for all sociodemographic 

subgroups. Despite having a statistically significant different among sociodemographic 

subgroups, the distribution overlap makes it highly challenging to predict the label group based 

on patients’ feedback values. The highest prediction accuracy of 59% achieved in “Usual 

Doctor” model due to large different between patients who are evaluating their usual or non-

usual doctors. This difference was also highlighted in the previous section when ANOVA test 

showed statistically significant differences among the two subgroups in all 27 items even when 

using smaller sample sizes. On the other hand, the lowest accuracy result of 35% achieved by 

the years attending models. The previous section revealed a large amount if similarity among 

its subgroup through ANOVA test. However, there is currently no systematic methods to 

quantify these differences among multiple sociodemographic subgroups in non-probability 
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sampling studies. Figures 22-25 shows the Kernel Density Estimation KDE graphs for the four 

sociodemographic factors on the overall scale variable. Tables 8 - 11 shows the results of 

classification accuracy models using different growing methods. 

 

Figure 4-22: Patients Gender Distribution 

 

 

Figure 4-23: Patients Age Groups Distribution 
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Figure 4-24: Patients Years Attending Groups Distribution 

 

 

Figure 4-25: Patients usual Doctor Groups Distribution 
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Table 4-8: Classification Model for Gender 

Sample 
Predicted 

Female Male Correct % 

Training 

Female 4013 3994 50.1% 

Male 3234 4800 59.7% 

Overall % 45.2% 54.8% 54.9% 

Test 

Female 952 1041 47.8% 

Male 839 1127 57.3% 

Overall % 45.2% 54.8% 52.5% 

Growing Method: CHAID 

Sample 
Predicted 

Female Male Correct % 

Training 

Female 3595 4416 44.9% 

Male 2880 5105 63.9% 

Overall % 40.5% 59.5% 54.4% 

Test 

Female 860 1129 43.2% 

Male 749 1266 62.8% 

Overall % 40.2% 59.8% 53.1% 

Growing Method: EXHAUSTIVE CHAID 

Sample 
Predicted 

Female Male Correct % 

Training 

Female 4606 3350 57.9% 

Male 3845 4205 52.2% 

Overall % 52.8% 47.2% 55.0% 

Test 

Female 1188 856 58.1% 

Male 950 1000 51.3% 

Overall % 53.5% 46.5% 54.8% 

Growing Method: CRT 

Sample 
Predicted 

Female Male Correct % 

Training 

Female 5361 2698 66.5% 

Male 4622 3379 42.2% 

Overall % 62.2% 37.8% 54.4% 

Test 

Female 1270 671 65.4% 

Male 1159 840 42.0% 

Overall % 61.6% 38.4% 53.6% 

Growing Method: QUEST 
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Table 4-9: Classification Model for Age 

Sample 
Predicted 

Young Middle Age Senior Correct % 

Training 

Young 4203 1365 2484 52.2% 

Middle Age 3296 1870 2787 23.5% 

Senior 2952 1374 3644 45.7% 

Overall % 43.6% 19.2% 37.2% 40.5% 

Test 

Young 980 347 620 50.3% 

Middle Age 869 468 709 22.9% 

Senior 781 377 870 42.9% 

Overall % 43.7% 19.8% 36.5% 38.5% 

Growing Method: CHAID 

Sample 
Predicted 

Young Middle Age Senior Correct % 

Training 

Young 3290 2142 2531 41.3% 

Middle Age 2591 2877 2564 35.8% 

Senior 2276 2200 3465 43.6% 

Overall % 34.1% 30.2% 35.8% 40.2% 

Test 

Young 823 584 629 40.4% 

Middle Age 671 649 647 33.0% 

Senior 565 621 871 42.3% 

Overall % 34.0% 30.6% 35.4% 38.7% 

Growing Method: EXHAUSTIVE CHAID 

Sample 
Predicted 

Young Middle Age Senior Correct % 

Training 

Young 4123 1711 2096 52.0% 

Middle Age 3252 2531 2248 31.5% 

Senior 2895 2024 3135 38.9% 

Overall % 42.8% 26.1% 31.1% 40.8% 

Test 

Young 1036 481 552 50.1% 

Middle Age 814 592 562 30.1% 

Senior 743 468 733 37.7% 

Overall % 43.4% 25.8% 30.9% 39.5% 

Growing Method: CRT 

Sample 
Predicted 

Young Middle Age Senior Correct % 

Training 

Young 2706 2907 2419 33.7% 

Middle Age 2079 3341 2544 42.0% 

Senior 2062 2654 3290 41.1% 

Overall % 28.5% 37.1% 34.4% 38.9% 

Test 

Young 692 699 576 35.2% 

Middle Age 516 863 656 42.4% 

Senior 505 658 829 41.6% 

Overall % 28.6% 37.0% 34.4% 39.8% 

Growing Method: QUEST 
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Table 4-10: Classification Model for Years Attending 

Sample 

Predicted 

Less Than 5 

Ys 

5 To 10 

Ys 

More than 10 

Ys 
Correct % 

Training 

Less Than 5 2161 849 5042 26.8% 

5 To 10 Ys 1816 867 5270 10.9% 

More than 10 Ys 1593 669 5710 71.6% 

Overall % 23.2% 9.9% 66.8% 36.4% 

Test 

Less Than 5 513 205 1229 26.3% 

5 To 10 Ys 487 201 1358 9.8% 

More than 10 Ys 410 180 1438 70.9% 

Overall % 23.4% 9.7% 66.8% 35.7% 

Growing Method: CHAID 

Sample 

Predicted 

Less Than 5 

Ys 

5 To 10 

Ys 

More than 10 

Ys 
Correct % 

Training 

Less Than 5 1727 1558 4678 21.7% 

5 To 10 Ys 1540 1637 4855 20.4% 

More than 10 Ys 1284 1408 5251 66.1% 

Overall % 19.0% 19.2% 61.8% 36.0% 

Test 

Less Than 5 477 420 1139 23.4% 

5 To 10 Ys 366 423 1178 21.5% 

More than 10 Ys 376 408 1273 61.9% 

Overall % 20.1% 20.6% 59.2% 35.9% 

Growing Method: EXHAUSTIVE CHAID 

Sample 

Predicted 

Less Than 5 

Ys 

5 To 10 

Ys 

More than 10 

Ys 
Correct % 

Training 

Less Than 5 3788 910 3232 47.8% 

5 To 10 Ys 3462 999 3570 12.4% 

More than 10 Ys 3217 708 4131 51.3% 

Overall % 43.6% 10.9% 45.5% 37.1% 

Test 

Less Than 5 948 238 883 45.8% 

5 To 10 Ys 853 207 908 10.5% 

More than 10 Ys 812 186 946 48.7% 

Overall % 43.7% 10.6% 45.8% 35.1% 

Growing Method: CRT 

Sample 

Predicted 

Less Than 5 

Ys 

5 To 10 

Ys 

More than 10 

Ys 
Correct % 

Training 

Less Than 5 2104 950 4978 26.2% 

5 To 10 Ys 1938 951 5075 11.9% 

More than 10 Ys 1682 853 5473 68.3% 

Overall % 23.8% 11.5% 64.7% 35.5% 

Test 

Less Than 5 542 224 1201 27.6% 

5 To 10 Ys 525 244 1266 12.0% 

More than 10 Ys 413 193 1386 69.6% 

Overall % 24.7% 11.0% 64.3% 36.2% 

Growing Method: QUEST 
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Table 4-11: Classification Model for Usual Doctor 

Sample 
Predicted 

Usual Non-Usual Correct % 

Training 

Usual 4913 3139 61.0% 

Non-Usual 3522 4431 55.7% 

Overall % 52.7% 47.3% 58.4% 

Test 

Usual 1191 756 61.2% 

Non-Usual 919 1127 55.1% 

Overall % 52.8% 47.2% 58.1% 

Growing Method: CHAID 

Sample 
Predicted 

Usual Non-Usual Correct % 

Training 

Usual 4530 3433 56.9% 

Non-Usual 3218 4814 59.9% 

Overall % 48.4% 51.6% 58.4% 

Test 

Usual 1102 934 54.1% 

Non-Usual 832 1135 57.7% 

Overall % 48.3% 51.7% 55.9% 

Growing Method: EXHAUSTIVE CHAID 

Sample 
Predicted 

Usual Non-Usual Correct % 

Training 

Usual 3982 3948 50.2% 

Non-Usual 2685 5346 66.6% 

Overall % 41.8% 58.2% 58.4% 

Test 

Usual 1001 1068 48.4% 

Non-Usual 701 1267 64.4% 

Overall % 42.2% 57.8% 56.2% 

Growing Method: CRT 

Sample 
Predicted 

Usual Non-Usual Correct % 

Training 

Usual 4445 3587 55.3% 

Non-Usual 3155 4809 60.4% 

Overall % 47.5% 52.5% 57.9% 

Test 

Usual 1059 908 53.8% 

Non-Usual 797 1238 60.8% 

Overall % 46.4% 53.6% 57.4% 

Growing Method: QUEST 
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4.5 Discussion 

This chapter presented an exploratory analysis of patients satisfaction feedback measured in a 

large scale survey through a non-probability sampling method. The IPQ dataset has more than 

2.5 million response records and contain information for four patients sociodemographic 

factors. The exploratory analysis performed at the zero stratification level (entire population 

and all sociodemographic factors). The goal of the analysis is to investigate the possibility of a 

systematic stratification method to split patients into a homogenous sub-population. Parametric 

statistical tests such as analysis of variance in addition to supervised machine learning 

techniques like decision tree classification and principal component analysis are used to 

identify and model differences among sociodemographic characteristics.   

Patients who are female, young, evaluating their non-usual doctor, and have been visiting the 

practice for less than five years gave systematically higher scores than other patients. Analysis 

of variance test indicated statistically significant differences among the 4 sociodemographic 

factors for all 27 items (p < 0.05). The large scale of IPQ dataset gave the opportunity to 

perform the analysis with different percentages (50%, 10%, 5%, 2%, and 1%) patients cases. 

The results showed that some demographic differences such as “evaluating doctors 

communication skills between females and males patients” can only appear statistically 

significant with large scale datasets. As the sample size get smaller, some differences start to 

appear insignificant for certain sociodemographic factors. For instance, gender differences 

became insignificant for doctor communication items when using a sample size that is about 

10% of the original IPQ dataset while age differences became insignificant for clinic access 

and staff information items when using a sample size of 50% of the original IPQ dataset. Other 

sociodemographic factors like “Usual Doctor” remained significant for all items using different 

sample sizes. These results show that sociodemographic factors can have different effects in 

highlighting satisfaction feedback differences among multiple subpopulations. Therefore, 
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understanding the feedback profiles of smaller subgroups such as “Young Females” or 

“Middle-Aged Males visiting the Usual Doctor” requires a systematic stratification 

methodology to create homogeneous subpopulation groups. However, there is currently no 

clear methodology in the literature to guide researchers in identifying homogeneous groups. 

Another common pattern of satisfaction surveys studies highlighted in this analysis is the 

patients tendency not answer all the required questionnaire items. The large volume of 

unanswered items can lead to misleading conclusions about patients feedback profiles. 

Removing all missing values would also lead to almost 50% loss of available sample size. 

However, it can be necessary to only include complete response cases to avoid having a 

significant number of patients considered as outlier. Chapter five of this thesis is dedicated to 

investigate missing answers patterns within IPQ sociodemographic factors. 

supervised machine learning techniques were applied to investigate if sociodemographic 

characteristics can be predicted based on patients feedback profiles. The preliminary analysis 

showed a high level of inter-correlation among IPQ items with no clear candidate to act as a 

summative item. Therefore, a summative scale item with a set of uncorrelated survey 

components were added to the dataset and used as independent variables in a decision tree 

algorithm. Despite having statistically significant differences between sociodemographic 

subpopulations, the algorithm generated low accuracy models (Gender = 52.5%; Age = 38.5%; 

Years Attending = 35.7%; Usual GP = 58.1%). Examining the sociodemographic distributions 

using the overall summative scale revealed a large overlap between small subpopulations 

groups. The observed overlap among all sociodemographic factors at zero stratification level 

makes it very challenging to identify the feedback pattern of smaller sub-populations such as 

young-females or senior-males. 
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In summary, the relatively cheap cost of collecting large scale surveys dataset through non-

probability sampling methods can provide opportunities for researchers to highlight feedback 

differences among smaller subpopulations. However, there are challenges about what is the 

best method to identify smaller subgroups. The analysis presented in this chapter also 

demonstrated that while IPQ dataset only contains four sociodemographic variables, the results 

show enough evidence to implement data stratification analysis. All results and data 

stratification techniques can be scaled for larger datasets with many sociodemographic 

variables. The next chapters of this thesis discuss the use of statistical and machine learning 

techniques to develop a systematic data stratification methodology.  
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Chapter 5 Missing Values Analysis 

5.1 Introduction 

The previous chapter has highlighted the difficulty of identifying patient’s sociodemographic 

characteristics based on their feedback. The results showed a high level of overlap in 

satisfaction distribution among sociodemographic factors at zero stratification level. Another 

common feature of satisfaction datasets is that subjects do not always provide full answers in 

questionnaire forms. A large number of missing answers may change the distribution shape of 

different questionnaire items and overall scales. In addition to that, a substantial number of 

statistical analyses techniques requires the use of complete cases datasets and 

therefore, eliminate all subjects with any missing values from the analysis. The approach of 

using complete cases datasets can cause several disadvantages to the statistical analysis. One 

disadvantage is that it can significantly reduce sample size leading to the loss in information 

that is contained in the incomplete answers. Another disadvantage of removing missing 

answers is that it can lead to a larger amount of bias if certain sub-populations have a higher 

chance of having incomplete survey answers. 

The purpose of this chapter is to investigate the effect of missing values on the distribution of 

IPQ items and whether certain sociodemographic factors are associated with higher missing 

answers rates. As the general tendency in healthcare satisfaction questionnaires is to give a 

high satisfaction feedback, the chapter investigates the hypothesis if missing answers are 

associated with lower feedbacks or a replacement for a low score for certain patients’ sub-

populations. For example, if patients want to express a satisfaction evaluation that is sub-

optimal, they would prefer to leave out a score than provide a low one. Identifying these 

patterns can help to identify whether missing values are genuinely missing or contain another 
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low score effect that could be attributed to differences in sociodemographic groupings. Such 

knowledge would reveal if removing incomplete answers would leave statistical analysis 

techniques to work on biased datasets and if stratification analysis can be used to develop 

imputation strategies that are sensitive to sociodemographic differences. The knowledge would 

also help our understanding about the effect of missing response patterns especially for smaller 

subpopulation. 

5.2 Missing Values Analysis 

The statistical analysis at zero level involves the entire sample population (2,546,182 patients) 

with all four socio-demographic variables. A new item scale from 0 to 100 was created to 

summarize all 27 items into single overall value. Examining the overall scale revealed a 

negatively skewed distribution with majority of patients report a high satisfaction results. The 

skewness is similar to the original distribution shape of the 27 items. An exploratory analysis 

on IPQ 27 items shows a large number of missing values where patients did not provide full 

answers in questionnaire forms. The analysis revealed an average 5.2% of missing value across 

all 27 items with lowest of 1.4% for question 21 “The manner in which you are treated by the 

reception staff” and highest of 25% for question 27 “The practice's respect of your right to seek 

a second opinion or complementary medicine was”. The analysis also revealed that 742 patients 

did not answer any question. Table 5-1 shows items mean values with the number of valid 

answers and percentage of missing values; while Figure 5-1 shows the percentage of missing 

values. 

The next step of analysis was to remove the missing answers to create a complete dataset of 

non-missing values of items and sociodemographic factors. The new dataset contains “1251357” 

cases which represent 50% of the original dataset. The analysis was repeated to remove cases 

from only the questions with a high percentage of null values (Qs 6, Qs 24, Qs 26, Qs 27). This 
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option created a dataset that contains 67% or “1709561” cases of the original dataset. 

Investigating the new smaller datasets highlighted that removing missing values would 

increase items mean values to different levels. The average increase in mean values was around 

0.04 for all 27 items; however, the effect was more clear on clinic access and staff information 

questions with an average increase of 0.06 and 0.05 respectively. The practitioner’s 

communication questions (Qs9 – Qs20) showed a modest of 0.03 average increase. The same 

pattern was also reflected in the overall scale with the increased mean value from 73.2 to 77.9. 

The effect of missing values on the overall scale is noticeable on the left side of the distribution 

with the number of patients who are considered “outliers” due to not providing answers or to 

reporting the lowest feedback value of 1. Table 5-2 shows items mean values after removing 

messing values with an increased mean difference while Figure 5-2 Overall Scale Distribution 

with all patients (Left) and non-missing Patients (Right). 
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Table 5-1: Items Mean Values with the Number of Valid and Missing Answers 

Items Mean No of Valid Answers No of Missing % of Missing 

Qs01 3.60 2487539 58643 2.30 

Qs02 3.40 2491304 54878 2.15 

Qs03 3.65 2495582 50600 1.98 

Qs04 3.47 2471493 74689 2.93 

Qs05 3.26 2439991 106191 4.17 

Qs06 3.31 2230348 315834 12.40 

Qs07 3.60 2498718 47464 1.86 

Qs08 3.20 2445860 100322 3.94 

Qs09 4.18 2488031 58151 2.28 

Qs10 4.23 2487155 59027 2.31 

Qs11 4.25 2478202 67980 2.66 

Qs12 4.18 2475948 70234 2.75 

Qs13 4.13 2468541 77641 3.04 

Qs14 4.27 2479558 66624 2.61 

Qs15 4.17 2466781 79401 3.11 

Qs16 4.33 2479840 66342 2.60 

Qs17 3.91 2439126 107056 4.20 

Qs18 4.09 2404854 141328 5.55 

Qs19 4.12 2415940 130242 5.11 

Qs20 4.21 2420164 126018 4.94 

Qs21 3.99 2509129 37053 1.45 

Qs22 3.97 2477533 68649 2.69 

Qs23 3.83 2418140 128042 5.02 

Qs24 3.57 2184651 361531 14.19 

Qs25 3.73 2336693 209489 8.22 

Qs26 3.63 2270202 275980 10.83 

Qs27 3.64 1914084 632098 24.82 

 

 

Figure 5-1: Percentage of Missing Answers 
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Table 5-2: Mean Values After Removing Missing Answers 

Variable 
Mean 

Before 

Mean 

After 

Mean 

Difference 
No of Missing 

% of 

Missing 

Qs01 3.60 3.67 0.06 58643 2.30 

Qs02 3.40 3.47 0.06 54878 2.15 

Qs03 3.65 3.71 0.05 50600 1.98 

Qs04 3.47 3.53 0.05 74689 2.93 

Qs05 3.26 3.35 0.08 106191 4.17 

Qs06 3.31 3.35 0.04 315834 12.40 

Qs07 3.60 3.6 0.05 47464 1.86 

Qs08 3.20 3.26 0.06 100322 3.94 

Qs09 4.18 4.20 0.02 58151 2.28 

Qs10 4.23 4.26 0.02 59027 2.31 

Qs11 4.25 4.27 0.02 67980 2.66 

Qs12 4.18 4.21 0.02 70234 2.75 

Qs13 4.13 4.16 0.02 77641 3.04 

Qs14 4.27 4.30 0.03 66624 2.61 

Qs15 4.17 4.20 0.02 79401 3.11 

Qs16 4.33 4.35 0.02 66342 2.60 

Qs17 3.91 3.9 0.03 107056 4.20 

Qs18 4.09 4.11 0.02 141328 5.55 

Qs19 4.12 4.15 0.02 130242 5.11 

Qs20 4.21 4.24 0.02 126018 4.94 

Qs21 3.99 4.04 0.04 37053 1.45 

Qs22 3.97 4.03 0.05 68649 2.69 

Qs23 3.83 3.89 0.06 128042 5.02 

Qs24 3.57 3.62 0.05 361531 14.19 

Qs25 3.73 3.79 0.05 209489 8.22 

Qs26 3.63 3.69 0.05 275980 10.83 

Qs27 3.64 3.66 0.01 632098 24.82 

 

 

Figure 5-2: Overall Scale Distribution with all patients (Left) and non-missing Patients (Right) 
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Analysing missing answers can reveal patterns about how certain sociodemographic subgroups 

provide uncompleted answers to satisfaction questioners. The following tables 3 - 6 compares 

missing values percentage among different sociodemographic subgroups. 

Table 5-3: Missing Values Comparison by Gender 

 Overall Females Males 

Variable 
No of 

Missing 

% of 

Missing 

No of 

Missing 

% of 

Missing 

No of 

Missing 

% of 

Missing 

Qs01 58643 2.30 35190 2.23 16760 1.95 

Qs02 54878 2.15 30707 1.94 17453 2.04 

Qs03 50600 1.98 29633 1.87 14752 1.72 

Qs04 74689 2.93 42758 2.71 24314 2.84 

Qs05 106191 4.17 62139 3.93 34635 4.04 

Qs06 315834 12.42 185611 11.76 112430 13.14 

Qs07 47464 1.86 26878 1.70 13571 1.58 

Qs08 100322 3.94 62548 3.96 28378 3.317 

Qs09 58151 2.28 34396 2.18 15643 1.82 

Qs10 59027 2.31 33650 2.13 16198 1.89 

Qs11 67980 2.66 38817 2.46 19139 2.23 

Qs12 70234 2.75 40625 2.57 19423 2.27 

Qs13 77641 3.04 44884 2.84 21880 2.55 

Qs14 66624 2.61 38403 2.43 18133 2.12 

Qs15 79401 3.11 45969 2.91 22469 2.62 

Qs16 66342 2.60 38348 2.43 17586 2.05 

Qs17 107056 4.20 66015 4.18 27056 3.16 

Qs18 141328 5.55 87057 5.51 37532 4.38 

Qs19 130242 5.11 79312 5.02 34239 4.00 

Qs20 126018 4.94 75892 4.81 33395 3.90 

Qs21 37053 1.45 18090 1.14 8655 1.01 

Qs22 68649 2.69 37358 2.36 18507 2.16 

Qs23 128042 5.02 73649 4.66 37789 4.41 

Qs24 361531 14.19 230374 14.60 103234 12.04 

Qs25 209489 8.22 128817 8.16 56864 6.64 

Qs26 275980 10.83 169174 10.72 80872 9.45 

Qs27 632098 24.82 410847 26.04 183614 21.46 
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Figure 5-3: Missing Values Percentage by Gender 
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Table 5-4: Missing Values Comparison by Age Group 

 Overall Young Middle Age Senior 

Variable 
# 

Missing 

% of 

Missing 
# Missing 

% of 

Missing 

# 

Missing 

% of 

Missing 

# 

missing 

% of 

Missing 

Qs01 58643 2.30 4363 1.855 25767 1.91 21231 2.59 

Qs02 54878 2.16 3946 1.678 21682 1.61 21601 2.64 

Qs03 50600 1.99 2971 1.263 21058 1.56 19181 2.34 

Qs04 74689 2.93 4794 2.039 31707 2.35 29244 3.57 

Qs05 106191 4.17 8951 3.806 52947 3.92 33092 4.04 

Qs06 315834 12.40 25443 10.820 157851 11.70 111404 13.60 

Qs07 47464 1.86 3150 1.340 18740 1.39 17513 2.14 

Qs08 100322 3.94 8211 3.492 52181 3.87 28692 3.50 

Qs09 58151 2.28 5105 2.171 24133 1.79 19810 2.42 

Qs10 59027 2.32 5537 2.355 24922 1.85 18412 2.25 

Qs11 67980 2.67 5933 2.523 28313 2.10 22617 2.76 

Qs12 70234 2.76 6036 2.567 28796 2.13 24205 2.96 

Qs13 77641 3.05 6500 2.764 32239 2.39 26629 3.25 

Qs14 66624 2.62 5862 2.493 27690 2.05 21915 2.68 

Qs15 79401 3.12 6618 2.814 32401 2.40 28131 3.43 

Qs16 66342 2.61 6226 2.648 27927 2.07 20838 2.54 

Qs17 107056 4.20 10085 4.289 50442 3.74 31282 3.82 

Qs18 141328 5.55 12018 5.111 65029 4.82 45527 5.56 

Qs19 130242 5.12 11533 4.904 60835 4.51 39289 4.80 

Qs20 126018 4.95 11472 4.878 59468 4.41 36313 4.43 

Qs21 37053 1.46 2410 1.025 12798 0.95 10908 1.33 

Qs22 68649 2.70 3753 1.596 26345 1.95 24286 2.97 

Qs23 128042 5.03 9918 4.218 62726 4.65 36172 4.42 

Qs24 361531 14.20 19322 8.217 179475 13.30 128918 15.74 

Qs25 209489 8.23 11283 4.798 93494 6.93 76420 9.33 

Qs26 275980 10.84 20394 8.673 143443 10.63 81037 9.89 

Qs27 632098 24.83 36866 15.677 330239 24.48 219432 26.79 
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Figure 5-4: Missing Values Percentage by Age Group 

 

Table 5-5: Missing Values Comparison by Usual Doctor Group 

 Overall Usual Doctor Non - Usual Doctor 

Variable 
No of 
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% of 
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No of 

Missing 

% of 

Missing 

No of 

Missing 

% of 

Missing 

Qs01 58643 2.30 32275 2.01 14782 2.14 

Qs02 54878 2.16 30670 1.91 12362 1.79 

Qs03 50600 1.99 28923 1.80 11613 1.68 

Qs04 74689 2.93 41963 2.61 16228 2.35 

Qs05 106191 4.17 48642 3.02 30010 4.34 
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Qs08 100322 3.94 50071 3.11 30290 4.38 
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Qs19 130242 5.12 59655 3.71 40589 5.87 

Qs20 126018 4.95 57098 3.55 39676 5.74 
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Figure 5-5: Missing Values Percentage by Usual Doctor Group 

 

Table 5-6: Missing Values Comparison by Years Attending Group 

 Overall Less than 5 Years 5 to 10 Years More than 10 Years 

Variable 
# 

Missing 

% of 

Missing 

# 

Missing 

% of 

Missing 

# 

Missing 

% of 

Missing 

# 

Missing 

% of 

Missing 

Qs01 58643 2.30 11589 2.12 8478 2.00 31457 2.15 

Qs02 54878 2.16 11970 2.19 7437 1.75 28212 1.93 

Qs03 50600 1.99 9019 1.65 7263 1.71 27730 1.90 

Qs04 74689 2.93 19046 3.49 9668 2.28 37549 2.57 

Qs05 106191 4.17 33938 6.22 14466 3.40 47300 3.24 

Qs06 315834 12.40 89286 16.36 45610 10.73 162615 11.14 

Qs07 47464 1.86 9012 1.65 6403 1.51 24411 1.67 

Qs08 100322 3.94 21762 3.99 14982 3.53 53153 3.64 

Qs09 58151 2.28 11501 2.11 8052 1.90 30069 2.06 

Qs10 59027 2.32 11987 2.20 8229 1.94 29013 1.99 

Qs11 67980 2.67 13676 2.51 9392 2.21 34200 2.34 

Qs12 70234 2.76 13836 2.53 9568 2.25 35882 2.46 

Qs13 77641 3.05 15694 2.88 10907 2.57 39365 2.70 

Qs14 66624 2.62 13446 2.46 9127 2.15 33195 2.27 

Qs15 79401 3.12 15920 2.92 10911 2.57 40856 2.80 

Qs16 66342 2.61 13347 2.45 9217 2.17 32511 2.23 

Qs17 107056 4.20 21443 3.93 15734 3.70 55362 3.79 

Qs18 141328 5.55 28599 5.24 20822 4.90 74662 5.11 

Qs19 130242 5.12 26189 4.80 19097 4.49 67353 4.61 

Qs20 126018 4.95 25413 4.66 18606 4.38 64328 4.41 

Qs21 37053 1.46 5646 1.03 4507 1.06 15964 1.09 

Qs22 68649 2.70 13008 2.38 8756 2.06 33173 2.27 

Qs23 128042 5.03 30204 5.53 17971 4.23 61794 4.23 

Qs24 361531 14.20 80657 14.78 53476 12.59 198789 13.62 

Qs25 209489 8.23 47829 8.76 28703 6.76 107682 7.38 

Qs26 275980 10.84 72108 13.21 40214 9.46 135973 9.31 

Qs27 632098 24.83 144239 26.42 97359 22.91 352866 24.17 
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Figure 5-6: Missing Values Percentage by Years Attending Group 

 

5.3 Sociodemographic Evaluation Profiles 

This section introduces the analysis of missing answers within each sociodemographic factor. 

For each factor, the dataset is split into two subsets (complete and incomplete answers). An 

expletory analysis and ANOVA test were used to identify if items have a statistically 

significant difference after removing all incomplete answers. Figure 5-7 shows the process for 

factor “Gender” while tables 7-9 compare mean values with and without incomplete answers. 

 

Figure 5-7: Missing Values Analysis for Gender 
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Table 5-7: Mean Values Comparison by Gender 

 Non Missing Cases 

Variable Overall Mean 
Females Mean 

N = 857687 

Males Mean 

N = 507996 

Qs01 3.61 3.63 3.74 

Qs02 3.40 3.42 3.56 

Qs03 3.66 3.64 3.81 

Qs04 3.48 3.49 3.60 

Qs05 3.27 3.27 3.48 

Qs06 3.31 3.34 3.38 

Qs07 3.60 3.62 3.71 

Qs08 3.20 3.19 3.39 

Qs09 4.18 4.18 4.23 

Qs10 4.23 4.24 4.27 

Qs11 4.25 4.25 4.28 

Qs12 4.19 4.19 4.22 

Qs13 4.14 4.15 4.17 

Qs14 4.27 4.27 4.32 

Qs15 4.17 4.18 4.20 

Qs16 4.33 4.33 4.37 

Qs17 3.91 3.92 3.96 

Qs18 4.09 4.09 4.13 

Qs19 4.13 4.13 4.17 

Qs20 4.22 4.22 4.26 

Qs21 3.99 4.00 4.10 

Qs22 3.97 3.98 4.10 

Qs23 3.83 3.86 3.96 

Qs24 3.58 3.59 3.70 

Qs25 3.73 3.75 3.85 

Qs26 3.64 3.66 3.75 

Qs27 3.64 3.62 3.72 

Scale 73.19 77.19 78.83 

 

 

Figure 5-8: Compare Before and After Removing Missing Values for Gender Groups 
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Females patients gave an average lower score of -0.02 than the overall IPQ mean values while 

male patients gave an average higher score of 0.06 than the overall IPQ mean values. 

Comparing the groups of missing and non-missing values revealed that subjects with complete 

answers gave higher average scores of 0.07 than subjects with missing values. The difference 

for clinic access and staff information items were considerably higher with almost 0.13 and 

0.12 respectively. All but one item (Qs16 “The respect shown to me by doctor”) showed the 

statistically significant difference between missing and non-missing groups for both females 

and males patients. Figure 5-8 shows the difference between missing and non-missing answers 

for females and males patients.  
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Table 5-8: Mean Values Comparison by Age Groups 

 Non- Missing Cases 

Variable Overall Mean 
Young Mean 

N = 153933 

Middle Mean 

N = 773476 

Senior Mean 

N = 422553 

Qs01 3.61 3.58 3.61 3.83 

Qs02 3.40 3.42 3.42 3.60 

Qs03 3.66 3.61 3.63 3.89 

Qs04 3.48 3.46 3.48 3.68 

Qs05 3.27 3.23 3.23 3.61 

Qs06 3.31 3.18 3.29 3.54 

Qs07 3.60 3.52 3.58 3.85 

Qs08 3.20 3.08 3.18 3.49 

Qs09 4.18 4.01 4.14 4.38 

Qs10 4.23 4.07 4.20 4.42 

Qs11 4.25 4.10 4.21 4.43 

Qs12 4.19 4.04 4.16 4.35 

Qs13 4.14 3.98 4.11 4.32 

Qs14 4.27 4.13 4.24 4.45 

Qs15 4.17 4.03 4.15 4.34 

Qs16 4.33 4.18 4.29 4.51 

Qs17 3.91 3.75 3.88 4.11 

Qs18 4.09 3.92 4.06 4.28 

Qs19 4.13 3.94 4.09 4.33 

Qs20 4.22 4.04 4.18 4.41 

Qs21 3.99 3.93 3.98 4.20 

Qs22 3.97 3.98 3.96 4.18 

Qs23 3.83 3.76 3.81 4.11 

Qs24 3.58 3.51 3.55 3.83 

Qs25 3.73 3.70 3.71 3.98 

Qs26 3.64 3.53 3.60 3.93 

Qs27 3.64 3.54 3.57 3.87 

Scale 73.19 74.97 76.53 81.41 
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Figure 5-9: Compare Before and After Removing Missing Values Age Groups 

 

Young and middle-aged patients gave average lower scores of -0.11 and -0.06 than the overall 

IPQ mean values while senior patients gave average higher scores of 0.16 than the overall IPQ 
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-0.15 which is more than clinic access and staff information items. Comparing the groups of 

missing and non-missing values revealed that subjects with complete answers gave higher 

average scores than subjects with missing answers except for young patients whose missing 

value group were on average lower than non-missing values. The ANOVA test shows 

statistically significant differences between missing and non-missing groups except items (14, 

15, 17) for young patients. This pattern indicates that young patients, at least in some aspects, 

appear to be more critical about their communication experience with physicians than any other 

sub-population. Figure 5-9 shows the difference between missing and non-missing answers for 

young, middle-aged and senior patients. 
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Table 5-9: Mean Values Comparison by Usual Doctor 

 Non Missing Cases 

Variable Overall Mean Usual Mean Non-Usual Mean 

Qs01 3.61 3.74 3.52 

Qs02 3.40 3.55 3.28 

Qs03 3.66 3.78 3.53 

Qs04 3.48 3.59 3.39 

Qs05 3.27 3.52 2.92 

Qs06 3.31 3.44 3.13 

Qs07 3.60 3.71 3.53 

Qs08 3.20 3.34 3.06 

Qs09 4.18 4.29 3.99 

Qs10 4.23 4.34 4.05 

Qs11 4.25 4.35 4.07 

Qs12 4.19 4.28 4.02 

Qs13 4.14 4.24 3.96 

Qs14 4.27 4.38 4.07 

Qs15 4.17 4.28 3.99 

Qs16 4.33 4.42 4.15 

Qs17 3.91 4.02 3.73 

Qs18 4.09 4.20 3.90 

Qs19 4.13 4.24 3.92 

Qs20 4.22 4.33 4.00 

Qs21 3.99 4.09 3.90 

Qs22 3.97 4.09 3.88 

Qs23 3.83 3.97 3.71 

Qs24 3.58 3.70 3.44 

Qs25 3.73 3.86 3.61 

Qs26 3.64 3.78 3.48 

Qs27 3.64 3.74 3.45 

Scale 73.19 79.47 73.84 

 

Usual patients gave average higher scores of 0.09 than the overall IPQ mean values while non-

usual patients gave average lower scores of -0.17 than the overall IPQ mean values. Comparing 

the groups of missing and non-missing values revealed that subjects with complete answers 

gave higher average scores than subjects with missing answers except for non-usual patients 

who’s their missing value group were higher than non-missing values for all doctor 

communication items. The ANOVA test shows statistically significant differences between 

missing and non-missing groups in all items for both usual and non-usual groups. 
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Figure 5-10: Compare Before and After Removing Missing Values for Usual Doctor 

 

Finally, patients who have been seeing their doctor for less than 10 years gave lower scores 

than the overall IPQ mean values for most of doctor communication and staff information items. 

However, comparing the groups of missing and non-missing values did not indicate a clear 

evaluation pattern. Also, the ANOVA test showed a mix of statistically significant and 

insignificant differences between items within the same component. For patients who have 

been seeing their doctor for more than 10 years, patients with complete answers gave higher 

average scores than subjects with missing answers with statistically significant differences 

across all items. 

The results above showed clear patterns about patients behaviour to providing incomplete 

answers by different sociodemographic sub-groups. The shapes for missing answers 

percentages were mostly consistent among each sociodemographic sub-groups with few 

exceptions. Most noticeably, the analysis revealed that young patients usually provide the 

highest percentage of complete answers despite being the most critical subpopulation. Several 

data mining algorithms were implemented to extract rules about patients missing values 
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patterns. A decision tree model using J48 algorithm to predict the type of IPQ items (Clinic 

Access, Doctor Communication, Staff Information) based on missing values patterns. The 

result showed that first split of the tree is to check if the level of young missing values is below 

a certain level. Figure 5-11 shows missing values decision tree model 

 

Figure 5-11: Predicting Item Type from Missing Answers Patterns 
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5.4 Discussion 

Providing an uncompleted set of answers is a common challenge in analysing questioners and 

subjects feedback datasets. Many statistical analysis techniques exclude subjects with any 

missing variable values from the dataset. Excluding subjects with missing values can lead to a 

significant reduction in sample size and may ignore the possible systematic difference between 

the complete cases and incomplete cases. This chapter investigates the effect of incomplete 

satisfaction feedback on the evaluation profile of different patients sub-population. The 

analysis investigate if patients prefer to ignore answering some evaluation items as an 

alternative to provide lower scores.  

An exploratory analysis revealed that the average missing values among all 27 items is 5.2% 

(min = 1.45% item 21, max = 24.8% item 27). Although there is a considerable variation in the 

rate of missing answers, filtering all unanswered items can lead to 51% loss of the total cases. 

Adjusting the filter to only include the top 4 missing values items can increase the valid cases 

to 67% of the original dataset. Analysing the missing values rate by subgroups revealed that 

young patients provided more complete answers with “4.07%” missing rate in comparison to 

4.64% and 5.4% for middle-age and senior patients respectively. Also, patients seeing their 

usual doctor gave more complete answers that non-usual doctor group. However, a decision 

about filtering unanswered items or replacing missing data with a generalised value should 

consider the effect on subpopulation evaluation profiles. Removing all unanswered cases was 

associated with 0.04 increase in all 27 items mean values. The effect was more clear on clinic 

access and staff information questions with average mean increase of 0.06 and 0.05 

respectively. For doctor communication items, the overall average increase was 0.027. The 

analysis was then repeated to examine the effect of removing missing answers within different 

sociodemographic sub-populations.   
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The analysis revealed several new insights about the feedback behaviour of different 

sociodemographic sub-populations. Examining missing values rates show that young patients 

are the most engaged group compare to other sup-populations. In addition to that, removing 

incomplete answers was generally associated with increase in the overall mean values. This 

increase was much higher for clinic access and staff information items in comparison to doctor 

communication items with few exceptions. For both young and non-usual sub-populations, 

doctor communication items were higher with missing values datasets. This can be interpreted 

as patients are much more reluctant to criticise their personal doctor in comparison to other 

service aspects. 

Comparing the missing and non-missing datasets showed that most items have statistically 

significant differences which may imply that removing incomplete cases from the original 

sample will have a potential bias for statistical procedures that require a full set of scores. 

Therefore, the missing values analysis can lead to an evidence-based imputation of missing 

value that take into account sociodemographic profile and would allow to include all raters in 

the analysis. However, the analysis also revealed that a single item may appear with or without 

statistical significance based on the sociodemographic factor that is being analysed. Therefore, 

a stratification analysis approach is recommended to ensure the significance of different items 

across multiple mutually exclusive sub-groups. The stratification analysis would also identify 

potential average score values that can be used for an evidence-based imputation method. The 

next chapter will introduce a top-down stratification strategy to guide researchers in generating 

mutually exclusive sub-populations. 
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Chapter 6 Data Stratification 

6.1 Introduction 

Chapter four of this thesis presented an exploratory analysis of IPQ dataset at zero stratification 

level where the entire sample population with all sociodemographic factors are included. The 

analysis showed a high level of overlap in satisfaction distribution among sociodemographic 

factors at zero stratification level. Experiments using supervised machine learning algorithms 

highlighted the difficulty of identifying patient’s sociodemographic despite having statistically 

significant differences between subgroups. The exploratory analysis highlighted the need to 

use a systematic data stratification methodology that can guide researchers in investigating the 

feedback profiles of smaller subpopulations such as young males vs. middle-age females 

visiting the usual doctor. Another feature of convenient sampling datasets is patients tend to 

not provide answers to all questionnaire items. Chapter five presented insights about how 

certain sociodemographic sub-populations are more likely to provide uncompleted answers. 

The chapter provided the statistical analysis and justification to use a smaller subset of IPQ 

dataset with non-missing values for all 27 items and socio-demographic information. The new 

dataset contains (1,251,357 patients). 

This chapter investigates the possibility of implementing a systematic data stratification 

methodology for sociodemographic factors by controlling the amount of variance change in 

each sub-group. The methodology is designed to help researchers to create mutually-exclusive 

groups by minimising or maximising differences between sub-populations. A combination of 

machine learning and statistical modelling techniques including linear regression and 

information gain are used to split the data into smaller subgroups. The different techniques are 

designed to provide researchers with the flexibility to choose numerical or ordinal data types 
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as data stratification guide. For instance, if a questionnaire has a numerical summative item in 

the form of numerical scale, researchers can use linear regression modelling to guide the 

stratification process. In the case no explicit numerical summative variable is available, 

researchers may use information gain to split the row data into smaller homogeneous subgroups 

using an ordinal scale. Section 6.2 of this chapter explains the process of entropy-based and 

regression-based stratification methodology while section 6.3 presents discussions and 

guidelines for researchers about the advantages and disadvantages of data stratification. 

6.2 Stratification Process 

Previous analysis in this thesis identified a high level of intercorrelation among all IPQ items 

with no single question to qualify as a summative item. Therefore, a summative “overall scale” 

item was constructed as an equal weight average of all 27 items. The constructed item has the 

same moderate left skewed distribution of its underline items. The overall scale has 

(mean=77.95, Std=14.5) as a global statistics and irrespective of any patients sub-group. In 

addition to that, PCA was used to create three uncorrelated components (clinic access, doctor 

communication, and staff information) that represent the underline structure of IPQ dataset. 

Further PCA analysis showed that all sociodemographic subgroups confirmed the three 

components structure of IPQ dataset with “doctor communication” as the most important factor. 

The overall scale factor was used to guide the stratification process  

A new ordinal summative variable was calculated by converting the numerical overall scale 

into standard deviation classes (SD1 – SD3). The number of cases in each class is similar to a 

normal distribution with probabilities of (0.62924, 0.340725, and 0.030035) for SD1, SD2 and 

SD3 respectively. At the zero stratification level, the information gain and linear regression 

algorithm were run on the ordinal and numerical overall scale items respectively. In addition 

to that, the ANOVA and Tukey post-hoc tests were calculated for the numerical overall scale 
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to identify statistically significant differences among sociodemographic subgroups. The results 

show that “Usual GP” factor achieved the highest information gain and regression coefficient 

values at the zero stratification level. The ANOVA test identified a statistically significant 

difference between the two patients subgroups with an average overall score of 79.52 and 73.88 

for “usual doctor” and “non-usual doctor” respectively. The ANOVA test also identified a large 

effect size (0.063) among the different sociodemographic subgroups using the Partial Eta 

Squared value [144]. The large effect size reflects a significant variance magnitude within IPQ 

sociodemographic subgroups. Table 6-1 shows the information gain results for the ordinal 

summative variable at the zero stratification level while Table 6-2 shows the regression 

coefficient values for the numerical “overall scale” variable, while Table 6-3 shows ANOVA 

and effect size results at stratification level zero. Table 6-4 and Table 6-5 shows the number of 

cases and mean values for each of the sociodemographic subgroups. 

Table 6-1: Information Gain Values 

Levels Sociodemographic Factors Information Gain 

Level Zero 

Usual GP 0.054358648 

Age 0.003817677 

Gender 0.000408429 

Years Attending 0.000370313 

Level One Usual 

Gender 0.000446787 

Age Group 0.003647209 

Years Attending 0.000563325 

Level One Non-Usual 

Gender 0.000474878 

Age Group 0.002367893 

Years Attending 0.000112913 

Level Two Usual Young 
Gender 0.000693973 

Years Attending 0.000230908 

Level Two Usual Middle-Age 
Gender 0.000072006 

Years Attending 0.000191007 

Level Two Usual Senior 
Gender 0.000333369 

Years Attending 0.000109958 

Level Two Non-Usual Young 
Gender 0.000591411 

Years Attending 0.000162017 

Level Two Non-Usual Middle 
Gender 0.000315342 

Years Attending 0.000108294 

Level Two Non usual Senior 
Gender 0.000107324 

Years Attending 0.000097230 
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Table 6-2: Regression Coefficient Values 

Stratification Level Sociodemographic Regression Coefficients Sig. 

Level 0 

Usual GP -4.983 0.000 

Gender .915 .000 

Age 3.055 0.000 

Attending -.077 .001 

Level One  

Usual 

Gender .884 .000 

Attending .083 .002 

Age 3.327 0.000 

Level One 

Non-Usual 

Gender .985 .000 

Attending -.452 .000 

Age 2.328 0.000 

Level Two 

Usual Young 

Gender 1.298 .000 

Attending -.071 .371 

Level Two 

Usual Middle-Age 

Gender .598 .000 

Attending .225 .000 

Level2 

Usual Senior 

Gender 1.120 .000 

Attending -.378 .000 

Level Two 

Non-Usual Young 

Gender 1.135 .000 

Attending -.691 .000 

Level Two 

Non-Usual Middle-Age 

Gender .706 .000 

Attending -.544 .000 

Level Two 

Non-Usual Senior 

Gender 1.290 .000 

Attending -.456 .000 

 

 

Table 6-3: Analysis of Variance and Effect Size 

Source 
Degrees of 
Freedom Mean Square Sig. 

Partial Eta 
Squared 

Corrected Model 35 396859.69 0 0.063 

Intercept 1 2461749036 0 0.908 

stratum 35 396859.69 0 0.063 
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Table 6-4: Mean Score Values for Stratification Levels Zero and One 

Level Subpopulations N Mean 

Level Zero 

Usual GP 
Usual GP 431831 79.52 

Non-Usual GP 168169 73.88 

Age Group 

Young 67974 75.05 

Middle 344338 76.6 

Senior 187688 81.45 

Gender 
Females 376633 77.34 

Males 223367 78.95 

Years Attending 

Less than 5 128572 77.27 

5 to 10 Years 107444 77.03 

More than 10 Years 363984 78.44 

Level One Usual 

Age Group 

Young 40224 76.4914 

Middle 239624 78.1829 

Senior 151983 82.4334 

Gender 
Females 268028 78.9456 

Males 163803 80.4633 

Years Attending 

Less than 5 85831 78.7401 * 

5 to 10 Years 75812 78.6979 * 

More than 10 Years 270188 80.0005 

Level One Non-Usual 

Age Group 

Young 27750 72.95634 * 

Middle 104714 72.97726 * 

Senior 35705 77.24 

Gender 
Females 108605 73.39 

Males 59564 74.77 

Years Attending 

Less than 5 42741 74.33 

5 to 10 Years 31632 73.05 

More than 10 Years 93796 73.96 

* homogeneous Subgroup - Tukey hsd post hoc test 
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Table 6-5: Mean Score Values for Stratification Level Two 

Level Subpopulations N Mean 

Level Two Usual Young 

Gender 
Females 29619 76.15 

Males 10605 77.44 

Years Attending 

Less than 5 13800 76.6986 * 

5 to 10 Years 7339 75.92 

More than 10 Years 19085 76.5608 * 

Level Two Usual Middle-

Age 

Gender 
Females 158672 77.98 

Males 80952 78.58 

Years Attending 

Less than 5 57031 78.07 

5 to 10 Years 50285 77.72 

More than 10 Years 132308 78.41 

Level Two Usual Senior 

Gender 
Females 79737 81.90 

Males 72246 83.02 

Years Attending 

Less than 5 15000 83.18 

5 to 10 Years 18188 82.53 

More than 10 Years 118795 82.33 

Level Two Non-Usual 

Young 

Gender 
Females 20427 72.66 

Males 7323 73.78 

Years Attending 

Less than 5 9976 73.98 

5 to 10 Years 4650 71.92 

More than 10 Years 13124 72.54 

Level Two Non-Usual 

Middle Age 

Gender 
Females 69527 72.73 

Males 35187 73.46 

Years Attending 

Less than 5 28743 73.90 

5 to 10 Years 22562 72.48900 * 

More than 10 Years 53409 72.68636 * 

Level Two Non-Usual 

Senior 

Gender 
Females 18651 76.63 

Males 17054 77.92 

Years Attending 

Less than 5 4022 78.25 

5 to 10 Years 4420 77.0702 * 

More than 10 Years 27263 77.1199 * 
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The “Usual GP” factor was used to make the first data split of two subpopulations at the 

stratification level one. For each subpopulation, the information gain, linear regression 

coefficient and ANOVA test was repeated to identify the data split for the next stratification 

level. The results show the sociodemographic factor “Age Group” was identified to split the 

data at stratification level two. However, the Tukey HSD post hoc test identified homogeneous 

subgroups between mean score values (72.96, 72.98) for non-usual young and middle-aged 

patients respectively. Non-usual and senior patients gave an average score of 77.24. The results 

indicated that non-usual young and middle age patients can be combined together in a large 

homogeneous subgroup against non-usual senior patients. Another homogeneous Subgroups 

identified at stratification level one are patients who have been attending the practice for less 

than five years and between five to ten years with mean score values of 78.74, 78.70 

respectively. Figure 6-1 shows the stratification tree for levels zero to three using information 

gain as the stratification guide.  

The sequence of the stratification processing using based on information gain and linear 

regression coefficient are in line with exploratory analysis that showed “Usual Doctor” factor 

to have statistically significant differences even with smaller subgroups. However, the 

exploratory analysis also showed significant differences start to disappear as samples sizes get 

smaller. The stratification process implemented in this chapter showed similar effects when 

smaller subgroups such as “non-usual young and middle-aged patients” start to appear as a 

homogeneous subpopulation. This can represent a challenge to researchers trying to identify 

when the stratification process should terminate. Also, different subpopulations may represent 

homogeneous subgroups even when they belong to different branches of the stratification tree. 

For instance, Researchers can set a threshold to stop the stratification process after predefined 

number of levels. Another option is to implement a complete stratification and run Tukey post-

hoc analysis to identify possible homogeneous subpopulation.  
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The stratification process of IPQ dataset was continued until all patients are placed into 36 

mutually exclusive subgroups. Then, ANOVA test with Tukey post-hoc option identified 17 

possible homogeneous subgroups with mean score values ranges from 71.7 for (Non-usual 

young females seeing the doctor between 5 to 10 years) to 83.48 for (Usual senior males seeing 

the doctor for less than 5 years). The results also show that some subpopulations may have 

more common similarities with subgroups that may not necessarily belong to their own branch. 

Ranking the patients subgroups in ascending order based on their mean scores can identify 

homogeneous subgroup that have similarities with subgroups that belong to different branches. 

For instance, young to middle-aged female patients who are evaluating their non-usual doctor 

and have been attending the practice for more than five years (rank 1-4) belong to a different 

homogeneous subgroup from patients with similar characteristics but have been attending the 

practice for less than 5 years (rank 9-10). The largest homogeneous patients group is in the 

upper half of the ranking (20-27) and has eight different subgroups that belong to the usual and 

non-usual branches of stratification tree. The group shows that usual middle-aged females and 

males patients gave similar average scores to non-usual senior males. The first twelve 

subgroups in the ranking are dominated by the non-usual branch with the first usual groups 

appear at rank thirteen and fourteen due to the effect of young and female patients. Similarly, 

the top six position are dominated by the usual doctor branch with highest non-usual group 

appears in position (29) due to the effect of senior males subgroups. Table 6-6 shows the non 

homogeneous patients subgroups ranking and their respective mean score. 
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Table 6-6: Non - Homogeneous Populations Subgroups 

Stratum N Homogeneous Subgroups Mean Values 

Non-Usual Young Females 5 to 10 Ys 6805 71.70                 

Non-Usual Young Females More than 10 19884 72.15                 

Non-Usual Middle Age Females 5 to 10 Ys 30868 72.31 72.31                

Non-Usual Middle Age Females More than 10 74616 72.34 72.34                

Non-Usual Middle Age Males 5 to 10 Ys 16035  72.98 72.98               

Non-Usual Middle Age Males More than 10 36311   73.43 73.43              

Non-Usual Young Males 5 to 10 Ys 2822   73.49 73.49              

Non-Usual Young Males Less than 5 5166   73.65 73.65              

Non-Usual Middle Age Females Less than 5 39154    73.73              

Non-Usual Young Females Less than 5 15612    73.80              

Non-Usual Middle Age Males Less than 5 20768    74.03              

Non-Usual Young Males More than 10 7153    74.12              

Usual Young Females 5 to 10 Ys 10679     75.43             

Usual Young Females More than 10 29090     76.03 76.03            

Non-Usual Senior Males More than 10 30057      76.28 76.28           

Non-Usual Senior Females 5 to 10 Ys 4685      76.43 76.43           

Usual Young Females Less than 5 21778      76.47 76.47           

Usual Young Males 5 to 10 Ys 4486       76.89 76.89          

Usual Young Males Less than 5 6866        77.21 77.21         

Usual Middle Age Females 5 to 10 Ys 69387         77.63 77.63        

Usual Young Males More than 10 10879         77.83 77.83 77.83       

Usual Middle Age Females Less than 5 77709         77.91 77.91 77.91       

Non-Usual Senior Males 5 to 10 Ys 4467         77.92 77.92 77.92       

Non-Usual Senior Males More than 10 27079          77.93 77.93       

Usual Middle Age Males 5 to 10 Ys 35146          77.98 77.98       

Non-Usual Senior Females Less than 5 4413          78.03 78.03       

Usual Middle Age Females More than 10 184685          78.16 78.16       

Usual Middle Age Males Less than 5 41913           78.44 78.44      

Usual Middle Age Males More than 10 91651            78.89 78.89     

Non-Usual Senior Males Less than 5 4151             79.22     

Usual Senior Females More than 10 130447              81.82    

Usual Senior Females 5 to 10 Ys 19786              81.96 81.96   

Usual Senior Females Less than 5 16268               82.65 82.65  

Usual Senior Males More than 10 117139                82.95 82.95 

Usual Senior Males 5 to 10 Ys 18411                83.04 83.04 

Usual Senior Males Less than 5 14991                 83.48 
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6.3 Stratification Methodology 

The previous section in this chapter highlighted the results and implementation of the 

stratification process using IPQ dataset. The process started by identifying the “Usual Doctor” 

factor as having the highest information gain and regression coefficient values. The process 

resulted in seventeen homogeneous subgroups with sociodemographic factors that belong to 

different branches of the stratification tree such as 'Usual Young Females' and 'Non-Usual 

Senior Males'. This section presents formalised steps to implement the stratification process in 

non-probability and convenience sampling studies.   

1- Identify a Summative Scale: The process of developing new instruments for collecting 

subjects feedback usually involves several steps like identifying the needed constructs 

and suitable questions in each construct. To guide the stratification process, researchers 

would need a summative variable that can reflect the overall view of patient experience 

feedback. However, exploratory analysis using PCA and person correlation highlighted 

that no single item can work as a summative variable in IPQ dataset. Possible candidates 

like question nine “My overall satisfaction with this visit to the doctor is …” and 

question fourteen “My confidence in this doctor’s ability is …” were only highly 

correlated with doctor communication items. Therefore, a new “Overall Score” item 

was created as a scale between 0 and 100 to represents patients overall feedback across 

all IPQ constructs. Exploratory analysis using PCA implemented at different 

stratification levels revealed that patients have inconsistent view about the importance 

of IPQ constructs “Clinic Access” and “Staff Information”. Therefore, local summative 

variables within each construct can be used to stratify subjects based on specific 

dimension.  
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2- Scale Configuration: To utilize the summative variables identified in the previous step 

within a systematic stratification process, the scale values need to be configured to work 

within the hierarchical modelling environment. The mean and standard deviation of the 

overall scale was to convert the overall scale into a new ordinal summative variable. 

The categories of the oridinal scale would have a simi-noraml distribution probabilities 

for standard deviations between one and three. Both the categorical and numerical 

scales would allow researchers to apply the stratification process using hierarchical 

modelling technique such as information gain, or numerical modelling using linear 

regression.  

3- Stratification: After identifying the suitable summative scale and applying the required 

configuration, researchers can start the data splitting process at the stratification level 

zero. At this stage, information gain and linear regression would identify the 

sociodemographic variable with the highest variance. For each stratification level, 

researchers must re-run the calculation of the summative scale to remove the impact of 

the stratified factor.  

4- Stopping Criteria and Merging Sub-Groups: The statistical ANOVA test can be applied 

to identify homogeneous subgroups that can be merged into a larger subgroup or to stop 

stratification process. Researchers can also assign a threshold to limit the stratification 

process to a predefined number of levels. A homogeneity test such as Tukey HSD can 

be then applied to identify similarities among subgroups in different branches. 

The stratification methodology suggested in this section is derived by the concept of 

information gain, while standard statistical tests such as ANOVA test and p-value can be used 

as a general guideline to highlight possible differences among sociodemographic sub groups. 

P values are used for exploring the possibility of significant differences between subgroups 
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rather than to test null hypotheses. Therefore, the stratification methodology is unlikely to be 

subject to type one and type two error as used in in classical, confirmatory hypothesis testing. 
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6.4 Discussion 

Previous chapters in this study have highlighted several challenges when analysing survey 

dataset collected through non-probability sampling techniques. In specific domains such as 

healthcare, researchers may not be able to ensure that the sample chosen is representative of 

the population due to financial and operational constraints. As a result, many healthcare studies 

have reported inconsistent findings of the satisfaction profile of different sociodemographic 

subgroups. Other researchers also indicated that patients groups with the highest proportional 

representation usually skew performance measures. Therefore, there was a need for researchers 

to adopt a stratified analysis methodology to help reveal patterns about smaller subpopulations 

that may otherwise remain unknown. However, there was no clear systematic stratification 

methodology that can help researchers to create smaller subpopulations.  

This chapter presented a prototype methodology to split non-probability sampling dataset into 

smaller subgroups by identifying the effect for each socio-demographic factor. The 

methodology was implemented using statistical and machine learning techniques that can be 

used for numerical and categorical variables. the results showed that both information gain and 

linear regression techniques identified similar sociodemographic factors at different 

stratification levels. The ANOVA test also identified a large magnitude effect size for 

sociodemographic factors at stratification level zero. These results are consistent with 

exploratory analysis that identified the sociodemographic factor “Usual Doctor” to have 

statistically significant differences even with smaller samples size. Similarly, exploratory 

analysis identified the sociodemographic factor “Years Attending” to have no statistically 

significant differences among its subgroups. Both information gain and linear regression 

techniques identified “Age Group” to split the data at stratification level two followed by 

“Gender” at stratification level three. However, using the stratification mythology to identify 

“differences” among subpopulations may also hide “similarities” between groups that belong 
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to different branches. Also, information gain and linear regression techniques using in this 

methodology may not help researchers to decide when to stop the stratification process.   

The stratification methodology would split the data using the sociodemographic factor that can 

maximise differences between subpopulations. As the process continued into deeper levels, 

similar subpopulations may end being at different branches despite having no statistically 

significant differences among their subjects. Both information gain and linear regression 

techniques cannot identify if several subgroups should be treated as a large homogeneous group 

during the stratification process. For instance, splitting the data using “Age Group” factor may 

need to handle young and middle-aged patients as one larger subgroup against senior patients 

subgroup. The statistical ANOVA test can be applied to identify homogeneous subgroups that 

can be merged into a larger subgroup or to stop stratifying a branch. Researchers can also assign 

a threshold to limit the stratification process to a predefined number of levels. A homogeneity 

test such as Tukey HSD can be then applied to identify similarities among subgroups in 

different branches. 

The analysis implemented in this study showed that IPQ dataset can be grouped into 17 

different homogeneous subpopulations. The stratification analysis results also showed 

statistically insignificant differences among large population subgroups and statistically 

significant differences among small patient sub groups. This pattern is consistent with the 

research objective to examine the validity of applying a systematic stratification analysis on a 

large scale non-probabilistic survey sample, rather than identifying significant differences 

between sub-populations. These larger populations can include subgroups that belong to 

different stratification branches. High scoring subgroups are dominated by senior patients who 

are evaluating their usual doctors while low scoring subgroups consist of mainly young and 

middle-aged females evaluating their non-usual doctor. The discovered insights highlighted 

using stratification analysis can support healthcare organizations to design better healthcare 



128 
 

policies. For example, dedicating more resources to understand and improve the doctor visit 

experience for the least satisfied subgroups such as females visiting their non-usual doctor.  

In conclusion, stratifying survey data into smaller subgroups can help researchers to highlight 

insights about smaller sociodemographic subpopulations that may otherwise remain unknown. 

The stratification methodology can guide researchers to find a systematic process to split the 

data into smaller subgroups. The next chapter will discuss how researchers can use the 

homogeneous subpopulations to create pseudo-controlled samples for estimating population 

parameters. 
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Chapter 7 Data Reliability of Stratification Analysis 

7.1 Introduction 

Previous chapters in this thesis presented a data stratification methodology to perform drill-

down analysis on large-scale survey datasets collected using non-probabilistic sampling 

techniques. The proposed methodology showed that stratification analysis using machine 

learning and statistical modelling techniques could identify response differences among raters 

subpopulations based on sociodemographic characteristics. For instance, the stratification 

process identified a set of raters subpopulation with a similar response profile despite having a 

non homogeneous sociodemographic factors such as “Young and middle age patients 

evaluating their usual doctor; with Senior males patients evaluating their non-usual doctors”. 

However, deriving any insights about population subgroups from research studies that adopt a 

non probabilistic sampling method (i.e. questionnaires are handed out to raters until the 

questionnaires are exhausted or time runs out, without any attempt to ensure adequate 

representation of various sociodemographic groups in the sample), would requires a measure 

of data reliability as opposed to questionnaire reliability.  

Questionnaire reliability can be measured through a number of measures including Cronbach’s 

alpha [145] to provides a coefficient of internal consistency (or reliability) of survey items. 

However, the provided reliability coefficient requires various sampling assumptions are met 

(e.g. the data is balanced, crossed or not fully nested). When these assumptions are not met, 

more complex methods using analysis of variance need to be applied to allow generalizability 

of results to different populations of raters and rates [108]. On the other hand, measuring data 

reliability is critical for identifying the reliability of subpopulations at different levels of 

stratification. If the variance of the subpopulation feedback decreases as the level of 
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stratification increases, that tells the analyst that increasing amounts of noise are being removed 

with drill down. Similarly, if variance in the subpopulation feedback increases, stratification is 

leading to more noise. 

So far, data reliability analysis have focused on tackling the nonstandard research design 

problems usually associated with convenience sampling techniques. This analysis can ensure 

the availability of adequate minimum numbers of raters and ratees for deeper drill down 

analysis. However, there has been no attempt to relate reliability with stratification analysis to 

extract evidence based knowledge for use in questionnaire construction, construct 

identification and training development programmes. In other words, there is currently no 

known method for helping analysts identify the reliability of stratification analysis by 

measuring the feedback consistency among raters subpopulation. This chapter investigates the 

use of data reliability measures to validate the reliability of stratification analysis. 

7.2 Data Reliability for Non Probabilistic Sampling Settings 

Metrics for measuring the reliability of ‘soft’ survey data can be based on metrics for measuring 

‘hard’ data reliability, such as accuracy, precision, currency, completeness and consistency. 

Accuracy is a measure of the closeness of the measurements to their true values, whereas 

precision is a measure of how repeated measurements show the same results. Currency is 

usually associated with conformity to standards. Completeness is a measure of the extent to 

which all data is known. Consistency is a measure of how much of the data does not conflict 

with other parts of the data. The presence of an objectively measured output variable in hard 

data allows for data partitioning vertically (to measure individual attribute consistency, and 

individual and combined attribute completeness, for example) and horizontally (to measure 

sample accuracy and precision, for example, through test and cross validation techniques). 

Even if no objectively measured output variable is available, hard data is expected to conform 



131 
 

to statistical properties of real valued random variables to permit parametric modelling for data 

fitting and testing purposes.  

Most of these traditional measures of hard data quality, especially accuracy and precision, do 

not seem applicable in the context of convenient sampling psychometric data (i.e. data that 

measures knowledge, abilities and attitudes). Such data is often characterized by unbalanced, 

not crossed or fully nested problems described previously. Another potential problem for 

calculating the reliability of psychometric survey data is the varying response rates and possible 

raters nonresponse bias. A variance based (the squared difference between a raw mean score 

for an item and the average score for that item), two-level signal to noise ratio (2LSNR) can be 

used to determine data reliability in such non-probabilistic sampling settings [109]. The 

variance is calculated from available item scores and ignoring any missing values. This 

calculation would eliminate the need for the removal or replacement of missing value scores. 

In its simplest form, one level (1LSNR) is expressed as: 

Formula 1 

)()(
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



VarVar
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R
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where τ is the true score (signal) and ε is the error (noise).  The reliability of a set of observations 

(the data) is defined as the ratio of the true signal variance to the observed score variance 

including noise. 1LSNR is applicable when there is only one signal (one ratee, or one item). 

When many raters are rating many ratees on many items, there are multiple signals at two levels:  
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a. The raw scores of raters (level 1) irrespective of ratee (r); 

 

b. The aggregated scores received by ratees (level 2) irrespective of number of raters (s); 

and 

 

c. The aggregated item score received by ratees (level 2) irrespective of the number of 

items (i). 

 

Noise in an unbalance study consists of two elements:  

d.  sample effect, or the noise contributed by the average number of raters per ratee at the 

raw score level to items j; and  

e.  the interference or crosstalk of the three signals a c above.  

Typically, i=j unless the raw score items provided by raters are transformed to a different 

number of component or factor scores for ratees. The larger the sample size effect (caused by 

relatively smaller average numbers of raters per ratee), the more noise there is in the data.  

Putting this together using the variance based Formula 1 as a template, and expressing variance 

as average variances because of multiple ratees, items and raters, gives us an 2LSNR for 

estimated data reliability R as follows: 

Formula 2 (2LSNR) 

 

where the true signal (numerator) consists of the following: 

• avs: is the average ratee variance (the variance between practitioners at the average 

score level for the items of the questionnaire); 

 

• avi: is the average aggregated mean item variance (the variance between items at the 

mean score level, irrespective of practitioner); and   
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• vr: is the average variance of patients providing raw scores (the variance between 

patients at the raw score level, irrespective of practitioner rated). 

 

The noise (denominator) consists of the following: 

• vi/n, the raw score item variance divided by the average number of patients/raters per 

practitioner contributing to this variance; and 

• interactions between the three signals. 

 

The basis of the two-level signal to noise reliability measure is to identify two general sources 

of variability: variability between raters and variability within the scores for each ratee. The 

reliability measure can help researchers to ensure whether there are enough raters to give a 

reliable score for a ratee; and whether there are enough ratees to give a reliable score [111][146]. 

The next section will investigates the data reliability measure behaviour in the context of raters 

drill down stratification analysis.  

7.3 Data Reliability for Stratification Analysis 

The stratification analysis presented in chapter six was repeated with the application of the two-

level signal to noise formula to identify mutually exclusive raters subpopulations using the 

summative “Overall Scale” value described in chapter six. The statistical analysis at zero level 

(i.e. no stratification of subject scores by rater subgroups) involves the entire sample population 

with all 4 socio demographic variables. Data Reliability R calculated using 2LSNR (Formula 

2) is 0.79 at level zero stratification with an average number of 37 patients per doctor. The 

reliability value can be interpreted as 79% of ratees’ real scores can be accredited to ratings 

from patient raters, and 21% is due to differences among raters. Researchers can use the 

different variance values (vi, vr, avi, avs) as a guideline to select the next stratification level 
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based on raters sociodemographic variables. Table 7-1 shows the various parameter values for 

2LSNR formula. 

Table 7-1: Reliability Variables for Signal to Noise Formula 

Signal to Noise Reliability All 

average vi 0.94 

average vr 0.54 

average avi 0.13 

average avs 0.17 

N 37.83 

R 0.79 

 

The reliability formula was recalculated at stratification level one using the four possible 

subpopulations available in IPQ dataset. The results show all possible stratifications options 

give lower reliability scores at stratification level one (maximum 0.78, minimum 0.60). This is 

due, as might be expected, to the lower average number of subpopulation raters per ratee in 

comparison to level zero, leading to higher average vi/n values in the denominator of Formula 

2. For instance, the two subpopulations with the lowest number of raters per ratee are Young 

(Age Group) and Years 2 (Years Attending), with 4.84 and 7.04 raters per ratee, respectively, 

producing level one stratification R ratios of 0.60 and 0.65. Lower average number of raters 

does not necessarily mean lower R ratios, however, and lower numbers of raters can be 

compensated for by lower aggregated item (avi), rater (vr) and ratee (avs) variances. For 

instance, if avi, vr and avs had been lower at 0.15 for this Young (Age Group) subpopulation, 

R would be 0.82, which is higher than the R ratio for level zero (0.79). Table 7-2 shows 

reliability values using the possible options at stratification level one. 
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Table 7-2: Reliability of Possible Stratification at Level One 

 Usual Doctor Age Group Gender Years Attending 

 Usual 
Non-

Usual 
Young Middle Senior Females Males 

Years 

1 

Years 

2 

Years 

3 

vi 0.89 0.99 0.99 0.98 0.80 0.96 0.90 0.96 0.96 0.92 

vr 0.52 0.59 0.59 0.57 0.46 0.57 0.50 0.52 0.54 0.55 

avi 0.14 0.30 0.45 0.17 0.21 0.16 0.19 0.30 0.34 0.16 

avs 0.19 0.25 0.33 0.22 0.20 0.19 0.18 0.22 0.27 0.20 

n 27.35 11.13 4.84 21.77 12.09 23.79 14.17 8.38 7.04 23.16 

R 0.78 0.68 0.60 0.75 0.73 0.76 0.74 0.68 0.65 0.76 

 

The results show several sociodemographic variables (Usual, Male, and Senior) achieved lower 

items and patients variance (vi, vr) than stratification level zero. Assume that the age group 

“Senior” (6th column of Table five) is chosen to make a subpopulation split at level one because 

it has the lowest average variance of items vi (0.802) and variance of patients vr (0.46) in 

comparison to level zero values. The data split will create two subpopulations at stratification 

level one; “Senior” and “Non Senior” patients. Table 7-3 show reliability values using the 

possible options at stratification level two, while Table 7-4 and Table 7-5 show the stratification 

process for non senior patients groups.  

Table 7-3: Reliability of Possible Stratification at Level Two (Senior) 

Senior 

 Females Males Usual 
Non- 

Usual 

Years 

1 

Years 

2 

Years 

3 

vi 0.82 0.78 0.77 0.90 0.79 0.81 0.80 

vr 0.48 0.45 0.45 0.52 0.41 0.45 0.47 

avi 0.32 0.31 0.23 0.53 0.57 0.56 0.25 

avs 0.25 0.24 0.21 0.34 0.32 0.35 0.22 

n 6.59 6.15 10.14 3.25 2.19 2.39 9.64 

R 0.67 0.68 0.72 0.58 0.57 0.57 0.71 
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Table 7-4: Reliability at Level One - Non Senior 

 Non Senior Branch 

vi 0.98 

vr 0.58 

avi 0.15 

avs 0.19 

n 26.04 

R 0.77 

 

Table 7-5: Reliability of Possible Stratification at Level Two (Non Senior) 

Non  Senior 

 Females Males Young Middle Usual 
Non  

Usual 

Years 

1 

Years 

2 

Years 

3 

vi 0.99 0.95 0.99 0.98 0.94 1.01 0.98 0.99 0.97 

vr 0.60 0.53 0.59 0.57 0.56 0.60 0.54 0.57 0.60 

avi 0.19 0.28 0.45 0.16 0.19 0.35 0.34 0.41 0.22 

avs 0.22 0.23 0.33 0.20 0.22 0.28 0.25 0.31 0.24 

n 17.62 8.66 4.83 21.77 17.82 9.01 7.29 5.72 13.97 

R 0.73 0.68 0.60 0.75 0.74 0.66 0.66 0.62 0.71 

 

The results show a similar pattern to stratification level one with all possible sociodemographic 

variable achieved lower reliability scores at stratification level two. This is due to average 

aggregated item variances “avi” and average ratee variances “avs” achieved higher variance 

values than stratification level one for all the possible subpopulations. Also, the smaller average 

of raters contributed to lowering R values. However, other sociodemographic factors like 

“Seeing Usual Doctor” and “Male” achieved lower values for variance of patients vr and 

variance of items vi than stratification level one. 

The stratification process of IPQ dataset was continued until all patients are placed into 36 

mutually exclusive subgroups with R value in the range of minimum = 0.45 for “Non- usual 

young females seeing the doctor between 5 to 10 years” and maximum = 0.65 for “Usual senior 

males seeing the doctor for more than 10 years”. The results show that subpopulations that 

minimized patients and items variance achieved higher reliability scores. Ranking all IPQ 

subpopulations in descending order based on R value shows that subpopulations belong to 
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“Usual senior or middle-aged” patients have lower items and patients variance in compare to 

level zero stratification level. On the other hand, subpopulations belong to “Non- usual young 

and middle-aged” patients have high items and patients variance in compare to level zero 

stratification level. Table 7-6 shows the different IPQ subpopulations with the various 

parameter values for 2LSNR formula. 

Table 7-6: IPQ Sub Population Reliability Values 

ID Subpopulation Name vi vr avi avs N Total Patients R 

0 All Population 0.94 0.54 0.13 0.17 37.83 1251357 0.79 

1 Senior Male More Than 10 Usual GP 0.74 0.44 0.36 0.27 4.49 117139 0.65 

2 Senior Female More Than 10 Usual GP 0.78 0.48 0.37 0.29 4.76 130447 0.64 

3 Middle Age Female More Than 10 Usual GP 0.94 0.60 0.39 0.35 6.32 184685 0.62 

4 Middle Age Male More Than 10 Usual GP 0.90 0.54 0.48 0.35 3.72 91651 0.59 

5 Middle Age Female Less Than 5 Usual GP 0.95 0.53 0.54 0.35 3.21 77709 0.57 

6 Middle Age Female 5 10 Years Usual GP 0.96 0.57 0.57 0.41 3.01 69387 0.55 

7 Middle Age Female More Than 10 Non-Usual GP 1.02 0.64 0.60 0.43 3.42 74616 0.55 

8 Middle Age Male Less Than 5 Usual GP 0.92 0.49 0.62 0.36 2.24 41913 0.55 

9 Senior Male 5 10 Years Usual GP 0.75 0.42 0.61 0.36 1.61 18411 0.54 

10 Senior Male Less Than 5 Usual GP 0.74 0.38 0.63 0.33 1.51 14991 0.54 

11 Senior Female Less Than 5 Usual GP 0.78 0.41 0.64 0.36 1.54 16268 0.53 

12 Senior Female 5 10 Years Usual GP 0.79 0.45 0.64 0.39 1.65 19786 0.53 

13 Senior Male More Than 10 Non-Usual GP 0.88 0.51 0.65 0.40 1.95 27079 0.53 

14 Middle Age Male 5 10 Years Usual GP 0.93 0.51 0.65 0.40 2.07 35146 0.53 

15 Senior Female More Than 10 Non-Usual GP 0.91 0.54 0.67 0.43 2.03 30057 0.53 

16 Middle Age Male More Than 10 Non-Usual GP 0.97 0.59 0.68 0.44 2.24 36311 0.52 

17 Middle Age Female Less Than 5 Non-Usual GP 1.02 0.59 0.71 0.43 2.28 39154 0.52 

18 Young Female Less Than 5 Usual GP 0.97 0.55 0.75 0.45 1.85 21778 0.51 

19 Middle Age Male Less Than 5 Non-Usual GP 0.97 0.53 0.76 0.43 1.73 20768 0.50 

20 Middle Age Female 5 10 Years Non-Usual GP 1.02 0.62 0.76 0.49 2.04 30868 0.50 

21 Young Female More Than 10 Usual GP 0.98 0.63 0.73 0.51 1.94 29090 0.50 

22 Young Female Less Than 5 Non-Usual GP 1.00 0.60 0.84 0.50 1.77 15612 0.49 

23 Middle Age Male 5 10 Years Non-Usual GP 0.98 0.56 0.80 0.48 1.59 16035 0.49 

24 Young Male Less Than 5 Usual GP 0.93 0.50 0.83 0.45 1.39 6866 0.49 

25 Young Male More Than 10 Usual GP 0.90 0.54 0.77 0.48 1.41 10879 0.49 

26 Senior Male Less Than 5 Non-Usual GP 0.85 0.45 0.78 0.42 1.18 4151 0.49 

27 Senior Male 5 10 Years Non-Usual GP 0.90 0.48 0.82 0.44 1.21 4467 0.48 

28 Young Male Less Than 5 Non-Usual GP 0.97 0.53 0.87 0.48 1.43 5166 0.48 

29 Young Female More Than 10 Non-Usual GP 1.01 0.66 0.79 0.54 1.77 19884 0.48 

30 Senior Female Less Than 5 Non-Usual GP 0.89 0.49 0.83 0.46 1.19 4413 0.48 

31 Young Male 5 10 Years Usual GP 0.91 0.50 0.84 0.47 1.22 4486 0.48 

32 Young Female 5 10 Years Usual GP 0.98 0.58 0.84 0.53 1.39 10679 0.47 

33 Senior Female 5 10 Years Non-Usual GP 0.93 0.53 0.87 0.49 1.21 4685 0.47 

34 Young Male More Than 10 Non-Usual GP 0.95 0.58 0.84 0.52 1.31 7153 0.47 

35 Young Male 5 10 Years Non-Usual GP 0.92 0.54 0.88 0.52 1.14 2822 0.46 

36 Young Female 5 10 Years Non-Usual GP 1.01 0.63 0.91 0.57 1.30 6805 0.45 
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The stratification process showed a reduction in reliability R value that was mainly derived by 

the decreasing average number of subpopulation raters per ratee after each stratification step. 

However, the stratification results also highlight the impact of sociodemographic variables to 

increase or decrease variance variables such as item (avi), rater (vr) and ratee (avs) variances. 

For example, the impact of sociodemographic factor “Seeing usual doctor” can be 

demonstrated by comparing the subpopulations “Middle Age Male Less Than 5 Usual GP” and 

“Middle Age Female 5 to 10 Years Non-Usual GP” with IDs (8, 20) respectively. The first 

subpopulation achieved lower variance values and thus, a higher R value in comparison to the 

second group. Table 7-7 was generated by simulating different variance values while keeping 

the average number of patients constant for subpopulation “Middle Age Female More Than 10 

Usual GP”.  

Table 7-7: Impact of Adjusted Variance on Reliability Values 

vi vr avi avs n R 

0.94 0.60 0.39 0.35 6.32 0.62 

0.9 0.9 0.9 0.9 6.32 0.45 

0.8 0.8 0.8 0.8 6.32 0.48 

0.7 0.7 0.7 0.7 6.32 0.52 

0.6 0.6 0.6 0.6 6.32 0.56 

0.5 0.5 0.5 0.5 6.32 0.61 

0.4 0.4 0.4 0.4 6.32 0.66 

0.3 0.3 0.3 0.3 6.32 0.72 

0.2 0.2 0.2 0.2 6.32 0.79 

0.1 0.1 0.1 0.1 6.32 0.87 

 

The stratification process showed how splitting raters into smaller subpopulations based on 

sociodemographic factors could lead to a maximizing or minimizing in response variance 

(noise). Despite having lower R values in comparison to stratification level zero, 

sociodemographic factors like “senior age”, “seeing usual doctor” and “male”, created 

subpopulations that reduced the noise among raters while increasing variance among ratees. 

This pattern confirms results from healthcare domain that highlighted the need to apply a 

stratified approach when evaluating ratees (Medical professionals). This approach can ensure 
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identifying the feedback profile of raters subpopulations while maximizing differences among 

raters. 

To identify the validity of the estimated reliability for IPQ dataset following the stratification 

analysis, a simulation analysis was performed by modelling the multiple variance values in 

2LSNR as independent random variables to monitor the impact or R values. The different 

simulated variables were used to reflect the actual values found in IPQ data. The four variance 

variables were set as random values between 0 (no variance or noise) and 4 (maximum variance 

in IPQ dataset) for 1000 iteration to generate a simulated variance dataset. The average number 

of raters per rate was kept constant at 37 (the actual value found in IPQ dataset). The average 

of the simulated R values from 1000 iteration was 0.31 with standard deviation of 0.14 

(minimum: 0.1 maximum: 0.9). The reliability of IPQ dataset at zero stratification level is 3.5 

standard deviation higher than the random R value; while the reliability of the stratified 

mutually exclusive subpopulations are between 1 and 2.5 standard deviation higher than the 

random R value. The results indicates that while average number of raters available at each 

stratification level contributed to downgrading R values, the reliability of IPQ and all its 

sociodemographic subpopulations are considerably higher than random variance reliability. 
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7.4 Discussion 

Recent years have witnessed a significant increase in the use of large-scale convenient 

sampling surveys as organisations seek to uncover new knowledge and information from 

customer feedback and other users of organisation services. Previous sections in this thesis 

presented the theoretical and conceptual framework to implement a drill down data 

stratification analysis using survey dataset collected through non-probabilistic (i.e. convenient 

sampling) techniques. Analysis of such data usually applies well-established statistical 

techniques for demonstrating the reliability of questionnaires used for collecting data. However, 

convenient sampling data have distinctive features including unbalanced and fully nested and 

multi-level data structure, with no attempt made to ensure adequate representation of various 

sociodemographic groups in the sample. Therefore, new techniques to ensure data reliability 

as opposed to questionnaire reliability has been recently developed. The data reliability 

techniques separate variances at the raters and ratees levels and consider the average number 

of raters per ratee to derive a reliability coefficient. This chapter investigated the use of signal-

to-noise ratio reliability formula to validate the reliability of drill down stratification analysis. 

The results demonstrated that the reliability formula can be used to guide the stratification 

analysis to create mutually exclusive raters subpopulation. However, caution must be given to 

the interpretation of reliability and variance values in order to decide the most appropriate 

stratification strategy. 

The proposed data stratification methodology presented in chapter six utilizes machine learning 

and statistical modelling techniques to identify response differences among raters 

subpopulations based on sociodemographic characteristics. The objective of such methodology 

is to identify smaller raters subpopulations with a similar and high response consistency despite 

having a non-homogeneous sociodemographic profiles. For instance, the results showed that 
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senior and young patients might provide a highly similar response (i.e. small variance) 

depending on whether they are evaluating their usual or non-usual medical professional.  

This pattern is reflected in the raters level of signal to noise formula and can be observed using 

items and patients variance variables (vi, vr). Rater variance can get smaller following 

stratification, indicating that raters can tend to agree more depending on which subpopulation 

they belong to. Subpopulations that belong to senior and middle-aged patients who are 

evaluating their usual medical professional achieved smaller raters variance in compare to 

raters subpopulations that are dominated by young patients who are evaluating their non-usual 

medical professional. The results highlight the validity of the stratification methodology that 

identified “Seeing Usual Doctor” and “Age Group” as the most relevant sociodemographic 

factors. Nonetheless, the results also showed the overall reliability value (R) is constantly 

decreasing with stratification due to the smaller average numbers of raters per ratee. This 

pattern is in line with the design of signal-to-noise formula that intend to ensure the availability 

of adequate minimum numbers of subjects at the raters and ratees levels. However, simulated 

values of signal-to-noise formula showed that reliability value could be improved by achieving 

lower rater variance, ratee variance and item variance. The results highlight the need to look in 

detail at the variances at each stratification level and compare them with variances at the next 

level before deciding on the most appropriate stratification strategy.   

As the use of large-scale survey data continues to grow in the age of big data, applying 

statistical analysis techniques such as data reliability and stratification could help to extract 

new knowledge about different raters subpopulation groups. The reliability analysis presented 

in this chapter highlighted how data stratification could identify non-homogeneous raters 

subpopulations that tend to have more agreement than other subpopulations. The results show 

the validity of using stratification analysis in a domain like, for example, healthcare to generate 
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multiple performance scores (by minimizing variance within stratum) while maintaining 

variance between medical professionals.  

While the stratification and reliability analysis can be used to identify similarities and biases at 

the raters and ratees levels, there is still a need to apply this knowledge for estimating 

population parameters given the inherited biases associated with convenient sampling. The 

next chapter will discuss how researchers can use the identified raters subpopulations to create 

pseudo-controlled samples for estimating population parameters. The analysis will validate if 

patterns found at the raters subpopulations levels would be reflected at the individual ratee 

level.  
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Chapter 8 Estimating Population Parameters using Probability 

Sampling 

8.1 Introduction 

The data stratification methodology and reliability analysis presented in chapters six and seven 

can guide researchers to extract new insights about the feedback profiles of smaller raters 

subpopulations. For the objective of estimating the population parameters from a non-

probability sampling survey dataset, researchers would need a reliable stratification 

methodology to create mutually exclusive sub raters populations. The stratification process 

would help to quantify the amount of bias for different sociodemographic factors so that a 

pseudo controlled samples can be created to provide an accurate and precise representation of 

population parameters.  

To estimate the population parameters, researchers can choose to stratify raters data using 

different sociodemographic factors. The stratification process can start using 

sociodemographic factors that can maximize or minimize variance among subpopulations. 

Calculating statistics at multiple stratification levels can reveal patterns about how the feedback 

of smaller subpopulations differs from the overall population. However, convenient sampling 

datasets would usually have inherited biases due to the uncontrolled proportionality of different 

sociodemographic factors. Therefore, using a conveniently sampled dataset as a source to 

create pseudo controlled samples will require “controlling” the proportionality of demographic 

factors to estimate the real population parameters.  

Chapter two of this thesis reviews the different theoretical and conceptual frameworks that are 

intended to define and describe the construct of “Patients Satisfaction”. The review highlighted 

that the majority of patients satisfaction theories were adapted from a business research 
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perspective. Several theories presented patients satisfaction as a value measured within the 

context of service expectancy as well as prior expectations about care. However, evidence 

presented in this thesis so far suggest that a significant amount of patients satisfaction variance 

can be attributed to raters sociodemographic factors. Therefore, estimating population 

parameters using pseudo controlled samples can support an evidence-based theory of patients’ 

satisfaction.       

The advantage of using large-scale survey datasets is the ability to repeat the analysis by taking 

average of multiple samples datasets. For instance, the smallest stratified subgroup in IPQ 

dataset “Non-Usual Young Males visiting their doctor between five to ten tears” contains more 

than 2800 patients. For the analysis implemented in this chapter, random samples are selected 

from each subgroup and their mean values are calculated. The analysis is repeated for 1000 

times and the reported value represent the mean of means. Error! Reference source not found. 

display the calculation code template.  

vMean = [] 

for i in range (0,1000): 

    frames = [GROUP1.Overall_Scale.sample(1000), GROUP2.Overall_Scale.sample(1000)] 

    result = pd.concat(frames) 

    vMean.append(result.mean())     

    sMean = pd.Series(vMean)     

print (sMean.mean()) 

Figure 8-1. Calculation Code Template 

 

This chapter investigates the process of estimating population parameters by using random 

sampling to create pseudo controlled samples. 
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8.2 Maximum to Minimum Variance Stratification 

The maximum to minimum variance stratification approach utilizes raters sociodemographic 

factors that can introduces the highest amount of variance between patients subpopulations. 

Results from chapters six and seven highlighted that the sociodemographic factor “Evaluating 

Usual Doctor” introduces the highest amount of variance in comparison to other 

sociodemographic factors. The overall average value of the summative scale at zero 

stratification level is (77.9). Patients who answered they are visiting the usual doctor 

represented two third of the sample population and gave an average overall scores of 79.5 in 

comparison to 73.89 for patients who reported they are visiting their Non-Usual doctor. 

Removing the proportionality bias by taking multiple “equal size” sample from usual and non-

usual patients groups revealed an average score of (76.4). Table 8-1 shows the results of 

estimating the population parameters at the zero aggregation level.  

Table 8-1: Estimating parameters at Level Zero Aggregation 

Level 0 

Stratification 
Based on Level 1 N 

Original 

Mean 
New Mean 

L0_IPQ_No_Missing   77.94 76.70 

 L1_usual 901311 79.52  

 L1_non_usual 350046 73.89  

 

The analysis at the stratification level one showed a relatively large and statistically significant 

difference in response values between both usual and non-usual groups. However, each one of 

the two subpopulation groups may also have a sub proportionality bias within its 

sociodemographic factors. The analysis at the stratification level two shows the effect of sub 

proportionality bias for the “Age Group” factor within “Usual and Non-Usual” patients 

subpopulations. Table 8-2 shows the effect of removing the proportionality bias at the 

aggregation level one. While tables Table 8-3 and Table 8-4 show the analysis results at the 

stratification levels three and four. 
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Table 8-2: Estimating parameters at Level 1 Aggregation 

Level 1 Stratification Based on Level 2 N Original Mean New Mean 

L1_usual   79.52 79.03 
 L2_usual_young 83778 76.44  

 L2_usual_middle 500491 78.19  

 L2_usual_senior 317042 82.44  

L1_non_usual   73.89 74.39 
 L2_non_usual_young 57442 72.99  

 L2_non_usual_middle 217752 72.97  

 L2_non_usual_senior 74852 77.24  

 

Table 8-3: Estimating parameters at Level 2 Aggregation 

Level 2 Stratification Based on level 3 N Original Mean New Mean 

L2_usual_young   76.44324551 76.77361296 

 L3_usual_young_female 61547 76.07988836  

 L3_usual_young_male 22231 77.44920756  

L2_usual_middle   78.19125915 78.08382074 

 L3_usual_middle_attending1 119622 78.09327778  

 L3_usual_middle_attending2 104533 77.7449262  

 L3_usual_middle_attending3 276336 78.40251374  

L2_usual_senior   82.4403917 82.64091037 

 L3_usual_senior_attending1 31259 83.04827173  

 L3_usual_senior_attending2 38197 82.48309204  

 L3_usual_senior_attending3 247586 82.35705603  

L2_non_usual_young   72.99012079 73.23333333 

 L3_non_usual_young_female 42301 72.68561202  

 L3_non_usual_young_male 15141 73.84085889  

L2_non_usual_middle   72.97491336 73.11594185 

 L3_non_usual_middle_female 144638 72.70949748  

 L3_non_usual_middle_male 73114 73.49997315  

L2_non_usual_senior   77.24719991 77.28100296 

 L3_non_usual_senior_female 39155 76.49158851  

 L3_non_usual_senior_male 35697 78.07600805  
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Table 8-4: Estimating parameters at Level 3 Aggregation 

Level 3 Stratification Based on Level 4 N Original Mean New Mean 

L3_usual_young_female     76.080 75.984 

 L4_usual_young_female_attending1 21778 76.469  

 L4_usual_young_female_attending2 10679 75.431   

 L4_usual_young_female_attending3 29090 76.027  

L3_usual_young_male     77.449 76.554 

 L4_usual_young_male_attending1 6866 77.211  

 L4_usual_young_male_attending2 4486 76.890   

 L4_usual_young_male_attending3 10879 77.830  

L3_usual_middle_attending1     78.093 78.183 

 L4_usual_middle_attending1_female 77709 77.905  

 L4_usual_middle_attending1_male 41913 78.442   

L3_usual_middle_attending2   77.745 77.988 

 L4_usual_middle_attending2_female 69387 77.626   

 L4_usual_middle_attending2_male 35146 77.980  

L3_usual_middle_attending3     78.403 78.523 

 L4_usual_middle_attending3_female 184685 78.158  

 L4_usual_middle_attending3_male 91651 78.895   

L3_usual_senior_attending1   83.048 83.070 

 L4_usual_senior_attending1_female 16268 82.648   

 L4_usual_senior_attending1_male 14991 83.483  

L3_usual_senior_attending2     82.483 82.509 

 L4_usual_senior_attending2_female 19786 81.962  

 L4_usual_senior_attending2_male 18411 83.044   

L3_usual_senior_attending3   82.357 82.388 

 L4_usual_senior_attending3_female 130447 81.823   

 L4_usual_senior_attending3_male 117139 82.952  

L3_non_usual_young_female     72.686 72.550 

 L4_non_usual_young_female_attending1 15612 73.798  

 L4_non_usual_young_female_attending2 6805 71.699   

 L4_non_usual_young_female_attending3 19884 72.150  

L3_non_usual_young_male     73.841 73.747 

 L4_non_usual_young_male_attending1 5166 73.647  

 L4_non_usual_young_male_attending2 2822 73.493   

 L4_non_usual_young_male_attending3 7153 74.118  

L3_non_usual_middle_female     72.709 72.783 

 L4_non_usual_middle_female_attending1 39154 73.733  

 L4_non_usual_middle_female_attending2 30868 72.306   

 L4_non_usual_middle_female_attending3 74616 72.339  

L3_non_usual_middle_male     73.500 73.485 

 L4_non_usual_middle_male_attending1 20768 74.029  

 L4_non_usual_middle_male_attending2 16035 72.983   

 L4_non_usual_middle_male_attending3 36311 73.426  

L3_non_usual_senior_female     76.492 76.918 
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Level 3 Stratification Based on Level 4 N Original Mean New Mean 

 L4_non_usual_senior_female_attending1 4413 78.029  

 L4_non_usual_senior_female_attending2 4685 76.432   

 L4_non_usual_senior_female_attending3 30057 76.275  

L3_non_usual_senior_male     78.076 78.348 

 L4_non_usual_senior_male_attending1 4151 79.219  

 L4_non_usual_senior_male_attending2 4467 77.916   

 L4_non_usual_senior_male_attending3 27079 77.927   

 

The results from the tables above show that following the maximum to minimum variance 

stratification process would create mutually exclusive raters subpopulations that have small 

variance (i.e. high agreement) between raters within the same group. Comparing the mean 

score ranking values of the created subpopulations shows that aggregating level four 

sociodemographic factor “Years Attending” would have a minimal effect on the ranking of 

level three subgroups with no other changes in ranking found within other stratification levels. 

Table 8-5 shows the changes in mean score ranking at stratification level three.  

Table 8-5: Level 3 Ranking – Top Down 

Level 3 Stratification 
Old 

Mean 
New Mean 

Old 

Rank 

New 

Rank 
R. Change 

L3_usual_senior_attending1 83.05 83.07 1 1 0 

L3_usual_senior_attending2 82.48 82.51 2 2 0 

L3_usual_senior_attending3 82.36 82.39 3 3 0 

L3_usual_middle_attending3 78.40 78.52 4 4 0 

L3_non_usual_senior_male 78.08 78.35 6 5 1 

L3_usual_middle_attending1 78.09 78.18 5 6 1 

L3_usual_middle_attending2 77.74 77.99 7 7 0 

L3_non_usual_senior_female 76.49 76.92 9 8 1 

L3_usual_young_male 77.45 76.55 8 9 1 

L3_usual_young_female 76.08 75.98 10 10 0 

L3_non_usual_young_male 73.84 73.75 11 11 0 

L3_non_usual_middle_male 73.50 73.48 12 12 0 

L3_non_usual_middle_female 72.71 72.78 13 13 0 

L3_non_usual_young_female 72.69 72.55 14 14 0 

*Green = Higher New Ranking, Red = Lower New Ranking 
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The stratification process was repeated starting with sociodemographic factors that can 

introduces the lowest amount of variance between raters subpopulations. The stratification and 

reliability analysis implemented in chapters six and seven showed that “Years Attending” 

factor has the lowest amount of variance between raters subpopulations in comparison to other 

factors. The analysis results showed that minimum to maximum stratification process created 

subpopulations with a large amount of variance at the lower stratification levels. Table 8-6 to 

Table 8-9 shows the stratification process using the sociodemographic factors “Years 

Attending”, “Gender”, “Age” and “Usual Doctor” respectively. Examining the old and new 

mean scores ranking at stratification level three after removing proportionality bias for “Usual 

Doctor” factor shows a much higher change in the ranking order in comparison to similar 

process following maximum to minimum stratification process. Table 8-10 shows changes in 

ranking order for three stratification analysis. 

Table 8-6: Estimating parameters at Level 0 Aggregation 

Level 0 

Stratification 

Based on 

Level 1 
N Original Mean New Mean 

L0  1251357 77.94785 77.58 
 L1_year1 268789 77.24  

 L1_year2 223577 77.07  

 L1_year3 758991 78.45  

 

Table 8-7: Estimating parameters at Level 1 Aggregation 

Level 1 

Stratification 

Based on Level 

2 
N 

Original 

Mean 

New 

Mean 

L1_year1  268789 77.24765798 77.4 
 L2_year1_female 174934 76.87  

 L2_year1_male 93855 77.95  

L1_year2  223577 77.07 77.25 
 L2_year2_female 142210 76.5865  

 L2_year2_male 81367 77.9  

L1_year3  758991 78.45 78.67 
 L2_year3_female 468779 77.7  

 L2_year3_male 290212 79.6  
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Table 8-8: Estimating parameters at Level 2 Aggregation 

Level 2 Stratification Based on level 3 N Old Mean New Mean 

L2_year1_female  174934 76.87 77.84 
 L3_year1_female_young 37390 75.35  

 L3_year1_female_middle 116863 76.507  

 L3_year1_female_senior 20681 81.66  

L2_year1_male  93855 77.95 78.4 
 L3_year1_male_young 12032 75.68  

 L3_year1_male_middle 62681 76.98  

 L3_year1_male_senior 19142 82.558  

L2_year2_female  142210 76.5865 76.95 
 L3_year2_female_young 17484 73.978  

 L3_year2_female_middle 100255 75.98777  

 L3_year2_female_senior 24471 80.9  

L2_year2_male  81367 77.9 78.01 
 L3_year2_male_young 7308 75.578  

 L3_year2_male_middle 51181 76.4  

 L3_year2_male_senior 22878 82.04  

L2_year3_female  468779 77.7 77.238 
 L3_year3_female_young 48974 74.45  

 L3_year3_female_middle 259301 76.48  

 L3_year3_female_senior 160504 80.78  

L2_year3_male  290212 79.6 78.56 
 L3_year3_male_young 18032 76.3575865  

 L3_year3_male_middle 127962 77.34  

 L3_year3_male_senior 144218 82.008677  
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Table 8-9: Estimating parameters at Level 3 Aggregation 

Level 3 Stratification Based on Level 4 N Old Mean 
New 

Mean 

L3_year1_female_young  37390 75.353639 75.1 
 L4_year1_female_young_usual 21778 76.46884  

 L4_year1_female_young_non_usual 15612 73.79798  

L3_year1_female_middle  116863 76.507 75.8 
 L4_year1_female_middle_usual 77709 77.905  

 L4_year1_female_middle_non_usual 39154 73.733  

L3_year1_female_senior  20681 81.662 80.3 
 L4_year1_female_senior_usual 16268 82.647  

 L4_year1_female_senior_non_usual 4413 78.029  

L3_year1_male_young  12032 75.68 75.4 
 L4_year1_male_young_usual 6866 77.21  

 L4_year1_male_young_non_usual 5166 73.646  

L3_year1_male_middle  62681 76.98 76.23 
 L4_year1_male_middle_usual 41913 78.44  

 L4_year1_male_middle_non_usual 20768 74.029  

L3_year1_male_senior  19142 82.558 81.36 
 L4_year1_male_senior_usual 14991 83.483  

 L4_year1_male_senior_non_usual 4151 79.219  

L3_year2_female_young  17484 73.978 73.56 
 L4_year2_female_young_usual 10679 75.431  

 L4_year2_female_young_non_usual 6805 71.699  

L3_year2_female_middle  100255 75.987 74.96 
 L4_year2_female_middle_usual 69387 77.625  

 L4_year2_female_middle_non_usual 30868 72.305  

L3_year2_female_senior  24471 80.9 79.197 
 L4_year2_female_senior_usual 19786 81.96  

 L4_year2_female_senior_non_usual 4685 76.43  

L3_year2_male_young  7308 75.578 75.19 
 L4_year2_male_young_usual 4486 76.8897  

 L4_year2_male_young_non_usual 2822 73.493  

L3_year2_male_middle  51181 76.41 75.48 
 L4_year2_male_middle_usual 35146 77.97998  

 L4_year2_male_middle_non_usual 16035 72.982  

L3_year2_male_senior  22878 82.04 80.477 
 L4_year2_male_senior_usual 18411 83.04  

 L4_year2_male_senior_non_usual 4467 77.915  

L3_year3_female_young  48974 74.45 74.08 
 L4_year3_female_young_usual 29090 76.02  

 L4_year3_female_young_non_usual 19884 72.149988  

L3_year3_female_middle  259301 76.48 75.249 
 L4_year3_female_middle_usual 184685 78.158  

 L4_year3_female_middle_non_usual 74616 72.339  

L3_year3_female_senior  160504 80.78 79.05 
 L4_year3_female_senior_usual 130447 81.82  

 L4_year3_female_senior_non_usual 30057 76.275  

L3_year3_male_young  18032 76.3575865 75.97 
 L4_year3_male_young_usual 10879 77.8  

 L4_year3_male_young_non_usual 7153 74.1  

L3_year3_male_middle  127962 77.34 76.159 
 L4_year3_male_middle_usual 91651 78.89  

 L4_year3_male_middle_non_usual 36311 73.4  

L3_year3_male_senior  144218 82.008677 80.44 
 L4_year3_male_senior_usual 117139 82.95  

 L4_year3_male_senior_non_usual 27079 77.9  
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Table 8-10: Level 3 Ranking – Bottom Up 

Stratification Level Old Mean New Mean 
Old 

Rank 

New 

Rank 

R. 

Change 

L3_year1_male_senior 82.558 81.36 1 1 0 

L3_year2_male_senior 82.04 80.477 2 2 0 

L3_year3_male_senior 82.008677 80.44 3 3 0 

L3_year1_female_senior 81.662 80.3 4 4 0 

L3_year2_female_senior 80.9 79.197 5 5 0 

L3_year3_female_senior 80.78 79.05 6 6 0 

L3_year1_male_middle 76.98 76.23 8 7 1 

L3_year3_male_middle 77.34 76.159 7 8  1 

L3_year3_male_young 76.3575865 75.97 12 9 3 

L3_year1_female_middle 76.507 75.8 9 10  1 

L3_year2_male_middle 76.41 75.48 11 11 0 

L3_year1_male_young 75.68 75.4 14 12 2 

L3_year3_female_middle 76.48 75.249 10 13  3 

L3_year2_male_young 75.578 75.19 15 14 1 

L3_year1_female_young 75.353639 75.1 16 15 1 

L3_year2_female_middle 75.987 74.96 13 16  3 

L3_year3_female_young 74.45 74.08 17 17 0 

L3_year2_female_young 73.978 73.56 18 18 0 

*Green = Higher New Ranking,  Red = Lower New Ranking  
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8.3 Doctor Level Analysis 

The previous section of this chapter focused on estimating population parameters by taking 

random samples from a stratified dataset. At each stratification level, researchers can generate 

random or probability samples by controlling the effect of sociodemographic factor below that 

level. For example, a researcher may want to estimate the evaluation average of all patients 

who are seeing their non-usual doctors by taking equal sample size of different age groups. 

These findings would essentially support researchers who are trying to understand the general 

patients population by analysing smaller sociodemographic subgroups.  

One of the features for large scale healthcare satisfaction survey data is its usually fully nested 

where patients or raters feedback is collected through the doctor or ratee they are visiting. 

Patients satisfaction data collected through convenient sampling methodology would have 

inherited biases caused by the disproportionate sociodemographic distribution that can lead to 

distort the real evaluation scores. Several statistical techniques such as risk adjustment were 

developed to provide correction for differences in patient characteristics not under the control 

of the healthcare provider. These techniques would help improving physician acceptance of 

patients’ feedbacks and decrease the chance that physicians will seek to exclude patients likely 

to lower their measured scores. However, correcting the disproportionate biases in patients’ 

feedback would first require identifying the most influential and effective sociodemographic 

characteristics. 

In recent years, healthcare studies have called to adopt a stratification approach for analyzing 

patients feedback as an alternative to risk adjustment. In this approach, the performance of 

healthcare providers such as clinics and doctors can be measured using multiple performance 

values (one for each stratum) rather than one overall performance score. For example, 

researchers can create multiple strata to represent different age groups where patients 
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evaluation is computed for each stratum. Although researchers acknowledge the advantages of 

stratification methodology to highlight disparities in healthcare services, there is currently no 

clear methodology in the literature about how to create systematic stratification methodology 

or how to consider stratification as a type of risk adjustment. 

Applying a stratification approach to identify influential sociodemographic factors at the doctor 

level can be challenging due to the smaller number of cases available for each doctor. A 

stratification process would divide each healthcare unit patients into smaller groups of 

homogeneous subpopulations. If the stratification process involves more than one 

sociodemographic factor such as gender and age, then stratification becomes more complex 

and the sample size available for analysis get smaller. Therefore, the stratification methodology 

presented in chapter six can be used to identify a sociodemographic factor that introduces the 

highest amount of variance into raters samples. 

In this analysis, a small dataset of 150 doctors with each doctor have at least 200 (min = 200, 

max = 425) patients were extracted from IPQ dataset. The doctors’ average values were 

calculated with scores range from 61.7 (Very Good) to 88.3 (Excellent). Appendix one shows 

the doctors average score and patients counts. For each doctor, a new average score was 

calculated by removing the proportionality bias of sociodemographic factors and the 

differences between the old and new mean scores are calculated. Probability or random 

sampling techniques can be used to calculate new average score values for each doctor using 

different demographic variables. Appendices 2 – 5 shows the values of old and new mean 

scores after correcting for the four sociodemographic factors in IPQ dataset.  

Investigative the patients sociodemographic distribution reviles that the majority of doctors 

have similar distribution to the overall population. Most patients represent the subgroups of 

middle age females visiting their usual doctor for more than ten years. Examining the mean 
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different values (New Mean – Old Mean) shows that majority of doctors achieved lower scores 

after controlling for “Usual Doctor” factor. This is because the patients who are evaluating 

their usual doctor represent the majority of cases and provide the highest feedback scores. 

Similarly, the results shows most doctors received higher score values after controlling for the 

“Gender” factor. This is because female patients who usually provide lower scores represent 

the majority of cases. Table 8-11 shows the range of mean difference values for the four 

sociodemographic variables of IPQ dataset. Figure 8-2 shows distribution of mean difference 

values for usual and gender factors 

Table 8-11: Mean Difference Range 

Sociodemographic Factor Smallest value Highest Value 

Usual 3.35 0.9 

Age 4.6 3.2 

Gender 0.57 1.42 

Years Attending 3.2 3.13 

 

 

Figure 8-2: Mean Difference Distribution 
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The results above shows that the majority of doctors would receive similar effect after 

controlling for different sociodemographic variables. For example, the mean score value for 

one doctor was lowered (from 75.25 to 71.8). This doctor got the highest percentage of usual 

patients (83%) which is higher than the general population percentage. However, exploratory 

analysis on patients demographic distribution also revealed that some doctors may have 

different demographic distributions than general population demographic distribution. For 

example, the mean score value for one doctor was increased (from 69.7 to 70.6). This doctor 

was ranked by majority of non-usual patients, therefore, the same controlling procedure 

resulted in a higher mean score. 

In addition to demographic proportionality, results revealed that some doctors may have 

different demographic evaluation behaviour than what was highlighted at the patients’ level 

analysis. For instance, a healthcare provider may receive a higher feedback scores from young 

patients because it could be more equipped to cater for young aged patients than senior patients. 

Therefore, the demographic distribution and behaviour for individual doctors must be 

considered when applying probability or random sampling techniques at the doctor level. For 

example, the sociodemographic factors “Usual Doctor” and “Age Groups” were used to 

examine the stratification impact at doctor level. It identified a doctor that have “Young and 

Usual” patients as having the highest mean scores values. Figure 8-3 shows the impact of 

stratification analysis for all doctors, while figure 8-4 shows stratification impact for a single 

doctor. 
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Figure 8-3: Mean Scores with Stratification - All Doctors 

 

 

 

Figure 8-4: Mean Score with Stratification - A Single Doctor 
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8.4 Discussion 

This chapter investigated the possibility of generating pseudo-controlled samples from a pool 

of mutually exclusive stratified datasets. Researchers can data stratification analysis to estimate 

population parameters be applying random or probability sampling at different stratification 

levels. For example, a researcher can use random probability to estimate the population average 

score by controlling for “Evaluating Usual Doctor” factor. However, the generated score could 

be biased by the mis proportionality of other demographic factors. Therefore, researchers can 

select the stratification level they need to estimate a population parameter. Furthermore, a 

researcher may be interested in estimating a population parameter by controlling for all possible 

demographic factors. This can be done by applying probability sampling at the leaf 

stratification level to generate a “Feature Less” patients or raters level score. The stratification 

and probability sampling techniques can also be used to estimate scores at the aggregated ratees 

level. 

Results showed that controlling for specific sociodemographic factors can have a more 

significant effect on scores ranking in comparison to other factors. Controlling for the 

sociodemographic factor “Usual Doctor” would increase the ranking of “young males who 

have been visiting their doctor for more than ten years” subgroup by three positions; on the 

other hand, controlling the sociodemographic factor “Years Attending” only introduced 

minimum change to subgroups ranking. These findings would guide researchers who try to 

study the effect patients’ sociodemographic factors on doctors evaluation results. For 

researchers trying to generate subgroups with smaller differences in variance, the stratification 

process should start with an independent variable that maximises the difference such as “Usual 

/ Non-Usual” and ends with a variable that minimises the difference such as “Years Attending” 

and vice versa. The results showed that aggregating the final level leaf groups would affect 

how the ranking would change at higher level. If the leaf group is based on variable that 
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minimizes the difference such as “Years Attending”, then the changes would be much smaller 

at higher level in comparison to using variable that maximizes the difference such as “Usual / 

Non-Usual”. Once researchers have a pool of stratified subpopulations, probability or random 

sampling could be used to create pseudo-controlled samples. The new sampling methodology 

can be used to for estimating parameters at the general raters or ratees levels. The results and 

findings presented in this chapter provide enough evidence to support an evidence-based theory 

that patient satisfaction construct can be inferred by applying rigorous statistical analysis 

techniques on a large-scale convenience sampling survey dataset. Researchers can apply data 

stratification and reliability techniques to identify and correct potential sampling biases in 

patients satisfaction surveys.   

The knowledge and stratification rules generated at the patients’ level can be used to estimate 

doctors’ parameters. However, an exploratory analysis perfumed at the doctor level revealed 

that the population demographic distribution may not be reflected for individual doctors. For 

example, some doctors may have a higher proportion of young patients compared to other age 

groups. An analysis performed to calculate the change in doctor ranking after controlling for 

different demographic variables highlighted how ranking can change based on demographic 

distribution attending the specific clinic. In other words, doctors who have a demographic 

distribution that is different from the population distribution could have an advantage or 

disadvantage when controlling for sociodemographic factors.  

 

 

 

 

 



160 
 

Chapter 9 Conclusion and Future Work 

9.1 Research Discussion 

This thesis investigated the analysis of large-scale survey datasets collected through the 

convenient sampling technique. In recent years, this sampling methodology has been embraced 

by a widening spectrum of domains, including the healthcare and education domains, owing to 

its cost-effectiveness and the potential operational constraints blocking access to raters’ 

personal data. The analysis utilized a large-scale survey dataset called the ‘Improving Practice 

Questionnaire’ (IPQ), which quantifies patients’ satisfaction and obtains feedback on their 

doctor’s visit. By examining the satisfaction feedback profiles provided by sociodemographic 

subpopulations, researchers can assess patients’ true perceptions of the healthcare services 

provided. Such developments have largely reduced the waiting times for treatment and 

improved the access, support, and information provided to patients. However, despite the 

increasing popularity of non-probability and convenient sampling techniques, the effect of 

sociodemographic factors (such as gender, age and race) on patients’ satisfaction level remains 

unknown, because the results of different healthcare studies are inconsistent. In most analyses 

of patient characteristics, the effect of each sociodemographic attribute (gender, age-group, and 

other factors) is sequentially analysed on the entire sample population. This methodology 

provides multiple analyses of individual patients, which may confuse the inferences. Many 

examples of inconsistent and even contradictory findings on the effects of sociodemographic 

factors were found in the literature. Today, patient satisfaction feedback is a common 

performance criterion in programmes involving financial incentives and re-licencing of 

physicians. To ensure a fair assessment, healthcare researchers have advocated a stratified 

analysis approach. However, how to construct the strata and perform a drill-down data analysis 

given the large overlap in sociodemographic distribution is lacking in the literature. As one of 
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its research questions, this thesis investigates whether machine learning and statistical analysis 

techniques can be integrated into a systematic stratification methodology. 

Theories on patient satisfaction have been largely influenced by empirical studies of 

satisfaction in job and business environments. Motivated by the importance of customer 

satisfaction in the business domain, service providers have sought to understand the needs of 

their customer sub-groups, in particular, how individuals from different sociodemographic 

groups hold particular expectations. With this knowledge, service providers can focus on 

specific performance dimensions. Many healthcare providers have adopted patient-centred care 

policies, in which patients are treated as customers while the physicians and hospital staff are 

regarded as service providers. Therefore, this thesis also investigates whether stratification 

analysis on a large-scale patient-satisfaction dataset can generate an evidence-based theory that 

highlight the differences and similarities in satisfaction patterns between the healthcare and 

business environments.  

Most statisticians consider that convenient sampling data contain inherited biases that degrade 

the precision of the estimated population parameters. This view is supported by the many 

examples of inconsistent and contradictory findings on the effects of sociodemographic factors 

in healthcare satisfaction studies. However, surveys based on probability sampling techniques 

can also wrongly estimate the population parameters. Probability surveys typically adopt small 

size, cross-sectional sampling approaches that are non-generalisable to the population at large. 

Probability sampling also limits the number of sociodemographic factors available for analysis 

and the amount of rater feedback from each group (which may be insufficient). Therefore, the 

data of small-scale probability surveys may not reveal the overlapping and inter-correlation 

feedback among small sub-populations. This was recently demonstrated by the wrong 

generalisation of many cross-sectional sampling surveys, leading to false predictions of the 

outcomes of Brexit in the UK and the US presidential elections. 
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Because convenience sampling is cheaper than other sampling methods, it can acquire large 

sample datasets. In the healthcare sector, this sampling methodology has become the preferred 

method for obtaining direct and immediate in-context feedback on patients’ experience. In this 

thesis, we demonstrated that machine learning and standard statistical techniques can improve 

the data quality over traditional probabilistic techniques. Using drill-down data stratification 

and reliability techniques, the data were divided into mutually exclusive, non-homogeneous 

sociodemographic sub-populations. Large-scale big data provide opportunities for quantifying 

the bias amounts in different strata by novel methods. Therefore, respondents in individual 

strata can be selected through probability or random sampling, creating pseudo-controlled 

samples. 

The next section discusses the results and outcomes of each research question highlighted in 

Chapter Three of this thesis. 
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9.2 Research Contribution 

The previous section highlighted several knowledge gaps in current healthcare satisfaction 

studies. This section discusses the results and findings of the three research questions 

highlighted in Chapter Three of this thesis. 

9.2.1 Research Question One 

Can traditional statistical methods combined with machine learning techniques create a 

systematic data stratification methodology? 

Yes, as demonstrated in the data stratification and reliability results (see Chapters Six and 

Seven), combined machine learning and statistical techniques can create mutually exclusive 

sub- populations with minimum or maximum variance among the stratum members. The 

literature review and thesis problem statements highlighted the need for a systematic 

stratification analysis by which researchers can identify the satisfaction ratings of different 

sociodemographic subgroups. The big survey data accumulated by non-probability sampling 

methods provides opportunities for investigating the conflicting and inconsistent findings on 

how gender, race and other sociodemographic variables affect the satisfaction level of health 

care. Supervised machine learning identifies the set of independent variables yielding the best 

prediction model. Guided by entropy and information gain, hierarchical modelling algorithms 

such as ID3 and C4.5 can divide the search space into smaller subgroups containing similar 

cases. Meanwhile, numerical supervised learning such as linear regression models the 

relationships between the output dependent variable and several independent variables. The 

regression model identifies the contributions of the independent variables by calculating the 

change in the predicted dependent value per unit change in the independent value.  
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Survey analysts identify the categorical and numerical target variables that summarise the 

subjects’ feedback in the allocated survey. If no clear summative variable is available, the 

analyst can engineer a variable that represents some or all of the constructs in the survey. In 

the exploratory analysis (Chapter Four), mean scores differences for certain sociodemographic 

factors such as ‘Usual Doctor’ were statistically significant across all 27 IPQ items in different 

sample sizes, whereas mean differences with other factors such as ‘Years Attending’ were 

statistically insignificant even for larger sample sizes. Guided by linear regression and 

information gain techniques, the stratification process implemented on both numerical and 

categorical values divided the patients into the same sub-groups.  

The machine learning technique stratifies the survey data into non-homogeneous 

subpopulations. This technique can generate many strata belonging to different branches, with 

no statistically significant differences among the subjects in each stratum. Therefore, 

combining the stratification process with standard statistical techniques can identify the 

subgroups with minimum variance among the raters, which can be merged into a larger 

subgroup or signify termination of the branch stratification. Statistical techniques such as 

ANOVA and subsequent post-hoc analysis can highlight homogeneous subgroups belonging 

to different branches of the stratification tree. This approach ensures that all raters belong to a 

mutually exclusive sub-groups, in which each rater is analysed exactly once. 
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9.2.2 Research Question Two 

Can a proposed data stratification methodology create pseudo-controlled samples for 

estimating population parameters? 

Yes, Chapters Six to Eight of this thesis demonstrated that real population parameters can be 

estimated by creating pseudo-controlled samples from a pool of mutually exclusive sub- 

populations of raters. Stratification and data reliability analysis can guide the creation of 

samples using sociodemographic factors that maximise or minimise the variance between the 

subpopulations. A main criticism of convenient sampling is the inheritance of biases from the 

uncontrolled proportionality of different sociodemographic factors. As shown in Chapter Eight, 

controlling for the sub proportionality at each stratification level provides a new mean value 

for that strata. For example, controlling the proportionality of ‘Usual Doctor’ at the zeroth 

stratification level decreased the overall mean by a greater extent than controlling the 

proportionality of ’Years Attending‘. This is consistent with the results, in which the 

sociodemographic factor ‘Usual Doctor’ accounted for most of the variance, followed by age, 

gender and number of years attending. 

Using stratification analysis, researchers can also create samples from subgroups with 

sociodemographic factors in different branches of the stratification tree. For example, in 

Chapter Six, the responses of patients who were ‘Non-usual’, ‘Senior’, ‘Female’ and ‘Over 5 

years’ were not statistically different from those of patients identifying as ‘Usual’, ‘Young’, 

‘Female’ and ‘Less than 10 years’. Therefore, these sub-groups can be combined into a single 

subpopulation despite having large variance factors (such as ‘Usual Doctor’ and ‘Age Group’).   

Analysing the sociodemographic factors in non-probability sampling surveys by a stratification 

approach can help researchers to explain and avoid inconsistent findings when reporting the 

effects of variables such as ‘Usual Doctor’, ‘Age Group’ and ‘Gender’.  When gender factor is 
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deemed statistically insignificant at the zeroth stratification level, the researcher can infer that 

gender has less variance than the other factors and emerges as a significant factor at a deeper 

stratification level. Such drill-down data analysis is possible only when machine learning is 

combined with standard statistical techniques. 

9.2.3 Research Question Three 

Can a proposed data stratification methodology create missing values imputation 

strategy sensitive to sociodemographic sub groups? 

Yes, chapters Four and Five of this thesis demonstrated that removing all response cases 

containing missing answers increased the average satisfaction score by 0.04 points across all 

survey items, with a higher increase for specific questionnaire components such as staff 

information and clinic access. Therefore, statistical analysis techniques requiring completely 

answered cases could be working on biased survey datasets. Moreover, senior patients 

evaluating their non-usual doctors were more likely to return incomplete questionnaires than 

other sociodemographic subgroups, such as young and middle-aged patients. When the 

missing-values patterns were analysed by sociodemographic factors, the general pattern of 

increased satisfaction scores was inconsistent across the sociodemographic subgroups. The 

‘Young’ and ‘Non-usual’ subpopulations yielded higher evaluation scores for doctor 

communication items before removing the missing values responses than afterwards. This 

indicates that patients are much more reluctant to criticise their personal doctor than other 

service aspects like clinic access or staff communication. Therefore, by identifying the 

similarities and differences in the missing-values patterns among sociodemographic sub 

populations, we can establish an evidence-based imputation strategy of missing values that 

considers the sociodemographic profiles while including all raters in the analysis. 
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9.2.4 Novel Survey Design Techniques and Evidence-Based Patient Satisfaction 

Theory 

Chapter Two of this thesis hypothesised a novel evidence-based satisfaction theory from the 

findings of large-scale, non-probabilistic patient-satisfaction survey data. This hypothesis was 

proposed to acquire new knowledge on the differences and similarities in healthcare 

experiences and satisfaction among different sub-populations of raters. 

After analysing the IPQ dataset, the factor ‘Evaluating Usual Doctor’ was associated with the 

highest information gain and the minimal variance among the rater sub-populations. In addition, 

principal component analysis on different stratification levels revealed ‘Doctor 

Communication’ as the most significant factor in all IPQ sub-populations. These results 

highlight the importance of building a strong doctor–patient relationship through active 

communication. The results also contradict earlier findings, in which young patients were 

associated with lower satisfaction levels. Like patients in any age group, the satisfaction level 

of young patients was strongly influenced by the communication experience. As shown in 

Chapter Five, young patients were the least likely sub-population to provide unfinished survey 

answers, and were keen to establish a communication channel. This knowledge can be 

integrated into healthcare and medical training programs, encouraging medical professionals 

to invest more time in researching their patients’ background, and thereby improve the 

communication experience. This evidence-based theory of patient satisfaction outperforms 

service expectancy theories borrowed from the business domain, which are not entirely 

applicable to healthcare and medical services. 

The research work presented in this thesis highlighted some similarities and differences with 

earlier research work in the domain of healthcare and patients’ satisfaction. The literature 

review explains that the roots of patient satisfaction studies were influenced by ‘customer 
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satisfaction’ studies in business environments. However, the literature also shows that after 

several decades of research in healthcare services satisfaction, a clear theory that explains the 

influences of sociodemographic variables on patient satisfaction is still lacking. Therefore, the 

novel evidence-based satisfaction theory presented in this thesis would help researchers to 

design suitable data stratification and segmentation strategies that account for the inherited 

sociodemographic sampling biases in patient satisfaction data. Such a theory would accept the 

statistical limitations of non-probability sampling in a rigorous drill-down data stratification 

and reliability analysis. Evidence-based theory aims to reveal the similarities and differences 

in satisfaction experience among different sub-populations of raters. This evidence-based 

theory of patient satisfaction outperforms service expectancy theories borrowed from the 

business domain, which are not entirely applicable to healthcare and medical services. The 

application of such theory can extend the healthcare domain into other research areas such as 

education, business and so on.  

There are also several lessons and recommendations can be derived from this study. Correlation 

analysis implemented in chapter four showed that no single item qualifies as a summative 

variable for IPQ survey dataset. Survey designers can consider adding overall summative items 

as well as within each survey section. This research presented some practical suggestions to 

feature engineer categorical and numerical target variables that represents some or all of survey 

constructs. In addition to that, the analysis results and the suggested stratification methodology 

presented in this thesis will help survey analysis studies that depend on non-probabilistic 

sampling techniques to investigating the conflicting and inconsistent findings on how gender, 

race and other sociodemographic variables affect raters feedback and satisfaction levels. The 

knowledge generated from this study can potentially be used to improve patient experiences of 

practice and healthcare services. At the policy level, understanding the determinants of 

healthcare satisfaction and obtaining feedback on patient experience can help decision makers 
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to remove potential disparities among different patients or subgroups of survey raters. For 

example, the findings presented in this research integrated into healthcare and medical training 

programs, encouraging medical professionals to invest more time in researching their patients’ 

background, and thereby improve the communication experience.  

9.3 Limitations 

This thesis has proposed the first step towards generalising knowledge of population 

parameters estimated from non-probability sampling data. Combining statistical and machine 

learning techniques was useful for highlighting the hidden patterns introduced by 

sociodemographic factors when estimating patient’s satisfaction with their primary healthcare 

providers, which otherwise remain unknown. A potential limitation of this research is how the 

stratification methodology can be applied to other survey studies in other domains. Non-

probability convenient sampling techniques are currently the preferred method for collecting 

satisfaction feedback in healthcare, business and education.  

Another potential limitation is the guidance of the stratification process by engineered 

summative variables. After examining both the inter-correlations and the wording of the survey 

items, it was found that no single item qualifies as a summative variable for the survey dataset. 

Therefore, all survey items were summarized into a single-valued overall summative scale item, 

which assigns equal weight or importance to all survey items. The summative item exhibited a 

negative skewness, like the original distribution shape of the 27 items. However, other research 

studies inserted a summative item in the original survey design.  

Another limitation of the present results is the small number of categories in each 

sociodemographic factor. All factors contained two or three categories, whereas other 

sociodemographic factors such as ethnicity and language can contain many categories. 
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Different numbers of categories can potentially impact the calculated entropy and information 

gain that guide the stratification process.  

In summary, the proposed drill-down data stratification analysis assumes several prerequisites 

related to data presentation and processing. Identifying the impacts of different 

sociodemographic factors and their mutually exclusive sub-populations requires at least two 

sociodemographic factors per rater. For compatibility with standard statistical calculations, the 

analysis also assumes that rater feedback is provided in an ordinal or Likert-scale variable 

format. Many of the abovementioned research limitations could be tackled in further 

development of the stratification methodology for analysing non-probability sampling data. 

9.4 Future Work 

In future research, the proposed stratification methodology could be improved in several ways. 

The consistency of identifying mutually exclusive and nonhomogeneous subgroups by 

machine learning and statistical techniques should be tested on other large-scale non-

probability sampling data in the healthcare and business domains. The number of categories in 

diverse sociodemographic factors could be reduced by data segmentation as a pre-processing 

step. Other possible expansions are adjustment to the multi-level reliability calculations 

presented in Chapter Eight, which constantly reduce the average number of raters per ratee 

during the drill down stratification analysis, and minimising the impact of large multi-valued 

attributes using the information gain ratio. The latter improvement considers the number and 

size of the stratification branches when choosing an attribute. The stratification methodology 

presented in this thesis can support the healthcare service in New Zealand through the use of a 

systematic methodology to identify the satisfaction level of small population sub groups that 

otherwise may remain unknown. Also, the research can support New Zealand healthcare 

service by adding sub population feedback and satisfaction levels as an additional priority 
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factor. However, further research is needed to examine the validity of this approach within NZ 

context. The stratification analysis presented in this thesis can be also adapted to the research 

area of recommendation systems by considering users sociodemographic characteristics. The 

recommendations can depend on the preferences of smaller populations subgroups in addition 

the selections similarities factor. However, data privacy issues must be considered in this type 

of applications. 

9.5 Summary 

This thesis investigated the opportunities and challenges associated with the increasing 

popularity of the large-scale non-probability sampling methodology. The effects of 

sociodemographic factors reported in business and healthcare studies are inconsistent and 

sometimes contradictory. The consensus belief is that the results of non-probability sampling 

cannot precisely estimate the differences in statistical properties of the sample and the 

population, because of inherent biases in the non-probability sample. Recent studies have 

highlighted the need for a stratified approach when analysing large scale survey feedback. 

However, a methodology for developing a systematic stratification process has not been 

clarified in the literature. This thesis presented a stratification methodology that identifies the 

feedback profiles of small subpopulations by combined machine learning and standard 

statistical techniques. The combined methods detect and adjust the inherited biases in 

convenience sampling. 

The research work presented in this thesis investigated the feasibility of combining standard 

statistical and machine learning techniques into a systematic stratification methodology to 

analysis survey data collected through non-probability sampling. The objective of the new 

methodology is to divides the raters (‘population’) into mutually exclusive and collectively 

exhaustive subpopulations for individual and comparative analysis. A quantifiable 
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stratification analysis can reveal whether the performance outcomes depend on one or more 

specific sociodemographic factors. It also identifies and facilitates the reduction of 

sociodemographic disparities. The literature review presented in chapter two highlighted there 

is currently no clear guidelines for implementing a systematic stratification approach. The 

results from this analysis also presented a novel and evidence-based satisfaction theory that 

accounts for the inherited sociodemographic sampling biases in patients’ satisfaction data. 
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Appendix A. Raters Aggregate Counts 

Doctors with more than 200 patients 

PSID Avg. Overall Scale No. of Patients PSID Avg. Overall Scale No. of Patients 

50080 70.93 200 82407 61.68 210 

53441 76.26 200 76485 76.35 211 

60895 75.27 201 51632 77.83 211 

50005 75.99 201 86575 78.59 211 

59503 79.73 201 73386 78.60 211 

82502 72.56 202 59912 68.37 212 

78754 75.70 202 91958 76.77 212 

49845 77.48 202 59633 72.27 213 

68173 78.21 202 47534 64.68 214 

100501 78.49 202 84612 69.30 214 

80940 70.58 203 83196 74.22 214 

84388 72.51 203 95007 77.38 214 

81699 73.32 203 95301 79.41 214 

67103 75.55 203 60521 80.87 214 

73947 72.35 204 59640 68.13 215 

75385 73.05 204 60565 72.84 215 

99836 75.99 204 83183 75.47 215 

47282 77.64 204 60643 78.09 215 

53033 77.85 204 51556 79.36 215 

91136 78.73 204 53337 79.84 215 

90765 63.51 205 44464 80.59 215 

59398 66.27 205 85234 72.99 216 

80868 69.70 205 46922 77.75 217 

84881 71.18 205 81267 81.22 217 

72197 71.96 205 70008 66.27 218 

89440 72.42 205 63598 71.17 218 

48760 73.23 205 102905 73.26 218 

61319 76.35 205 61149 78.29 218 

47283 77.41 205 46448 63.20 219 

87941 71.86 206 83093 64.99 219 

52465 74.72 206 60107 70.88 220 

80076 76.15 206 87274 73.00 220 

79476 73.66 207 63366 73.82 220 

48761 73.95 207 85943 74.22 220 

80095 73.87 208 81315 80.88 220 

60585 74.97 208 86599 72.32 221 

103573 75.26 208 86501 74.51 221 

64180 77.35 208 93192 74.94 221 

64306 62.87 209 48359 65.96 222 
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PSID Avg. Overall Scale No. of Patients PSID Avg. Overall Scale No. of Patients 

50433 68.91 223 96373 69.50 250 

93880 73.91 223 53510 72.87 250 

89986 64.98 224 78503 67.34 252 

101943 72.37 224 91128 71.87 255 

89360 73.50 224 105220 79.00 255 

50007 77.75 224 73412 66.60 256 

86486 80.03 224 52499 76.11 257 

96632 88.26 224 51191 71.88 258 

74045 75.36 225 51266 69.68 260 

52247 78.92 225 70140 65.32 264 

50304 78.33 226 83481 75.52 264 

47445 80.38 226 79867 77.27 265 

51401 78.74 227 69224 78.57 265 

62237 69.84 228 62199 69.11 267 

71493 73.01 228 79378 75.83 268 

86633 69.23 229 79318 76.91 269 

50628 74.78 229 50034 78.29 269 

107174 74.97 229 80724 66.07 270 

65970 76.45 230 84585 69.74 271 

69835 76.90 233 72807 75.59 276 

66034 64.91 234 84581 63.88 278 

76085 68.16 234 81016 65.38 284 

48471 76.71 234 45269 68.06 285 

71609 71.90 236 75148 67.61 288 

81005 80.43 236 77661 74.23 302 

78274 75.19 238 96375 74.51 308 

53444 75.89 238 101497 68.88 309 

67013 76.55 238 62238 77.40 309 

89682 66.29 239 66972 71.06 310 

70419 75.82 239 86627 65.55 312 

47517 77.55 239 71791 72.36 321 

82233 75.25 240 90758 69.08 346 

50319 72.55 241 69119 76.59 353 

50230 66.00 243 82321 70.31 396 

76804 75.96 243 86756 79.14 400 

69354 81.37 243 83037 75.18 425 

100710 81.90 245 51374 75.52 425 

92374 76.25 247 68342 78.34 248 

86489 74.42 248    
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Appendix B. Doctors Mean Scores after Controlling “Usual 

Doctor” Factor 

PSID No of patients Old Mean New Mean Mean Difference 

44464 215 80.59 79.48 -1.11 

45269 285 68.06 67.72 -0.34 

46448 219 63.20 63.90 0.70 

46922 217 77.75 76.63 -1.12 

47282 204 77.64 77.40 -0.24 

47283 205 77.41 76.43 -0.98 

47445 226 80.38 79.57 -0.81 

47517 239 77.55 76.09 -1.46 

47534 214 64.68 63.26 -1.43 

48359 222 65.96 65.17 -0.79 

48471 234 76.71 76.34 -0.37 

48760 205 73.23 72.51 -0.71 

48761 207 73.95 72.65 -1.29 

49845 202 77.48 75.98 -1.50 

50005 201 75.99 75.27 -0.72 

50007 224 77.75 77.61 -0.14 

50034 269 78.29 78.03 -0.25 

50080 200 70.93 69.95 -0.98 

50230 243 66.00 65.92 -0.07 

50304 226 78.33 77.05 -1.29 

50319 241 72.55 71.47 -1.08 

50433 223 68.91 68.21 -0.70 

50628 229 74.78 73.12 -1.66 

51191 258 71.88 70.45 -1.43 

51266 260 69.68 69.34 -0.33 

51374 425 75.52 75.25 -0.27 

51401 227 78.74 78.36 -0.37 

51556 215 79.36 78.78 -0.58 

51632 211 77.83 76.90 -0.93 

52247 225 78.92 77.67 -1.25 

52465 206 74.72 74.56 -0.16 

52499 257 76.11 76.09 -0.02 

53033 204 77.85 78.29 0.44 

53337 215 79.84 79.41 -0.43 

53441 200 76.26 75.10 -1.15 

53444 238 75.89 75.70 -0.19 

53510 250 72.87 72.73 -0.14 

59398 205 66.27 65.92 -0.35 

59503 201 79.73 78.89 -0.84 



185 
 

PSID No of patients Old Mean New Mean Mean Difference 

59633 213 72.27 72.37 0.10 

59640 215 68.13 67.41 -0.72 

59912 212 68.37 67.52 -0.85 

60107 220 70.88 70.29 -0.60 

60521 214 80.87 79.60 -1.28 

60565 215 72.84 72.66 -0.18 

60585 208 74.97 73.95 -1.02 

60643 215 78.09 76.11 -1.98 

60895 201 75.27 73.85 -1.42 

61149 218 78.29 77.31 -0.99 

61319 205 76.35 76.12 -0.23 

62199 267 69.11 68.88 -0.24 

62237 228 69.84 69.77 -0.07 

63366 220 73.82 72.33 -1.49 

63598 218 71.17 69.65 -1.52 

64180 208 77.35 75.45 -1.90 

64306 209 62.87 63.15 0.28 

65970 230 76.45 77.10 0.65 

66034 234 64.91 64.73 -0.17 

66972 310 71.06 70.88 -0.19 

67013 238 76.55 76.00 -0.55 

67103 203 75.55 74.88 -0.67 

68173 202 78.21 77.18 -1.02 

68342 248 78.34 76.54 -1.80 

69224 265 78.57 78.03 -0.54 

69354 243 81.37 79.90 -1.47 

69835 233 76.90 76.42 -0.49 

70008 218 66.27 66.14 -0.12 

70140 264 65.32 65.32 0.00 

70419 239 75.82 75.40 -0.41 

71493 228 73.01 72.38 -0.64 

71609 236 71.90 71.46 -0.44 

71791 321 72.36 72.35 -0.01 

72197 205 71.96 71.64 -0.31 

72807 276 75.59 74.75 -0.85 

73386 211 78.60 77.92 -0.68 

73412 256 66.60 66.68 0.08 

73947 204 72.35 71.24 -1.11 

74045 225 75.36 75.33 -0.03 

75148 288 67.61 67.54 -0.06 

75385 204 73.05 72.76 -0.29 

76085 234 68.16 66.50 -1.66 

76485 211 76.35 75.58 -0.77 

76804 243 75.96 75.88 -0.09 

77661 302 74.23 72.48 -1.75 

78274 238 75.19 75.19 0.00 
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PSID No of patients Old Mean New Mean Mean Difference 

78503 252 67.34 67.62 0.28 

78754 202 75.70 75.32 -0.38 

79318 269 76.91 76.70 -0.21 

79378 268 75.83 76.27 0.45 

79476 207 73.66 71.97 -1.69 

79867 265 77.27 76.52 -0.74 

80076 206 76.15 75.47 -0.68 

80095 208 73.87 72.98 -0.89 

80724 270 66.07 66.39 0.32 

80868 205 69.70 70.61 0.91 

80940 203 70.58 71.17 0.59 

81005 236 80.43 79.49 -0.94 

81016 284 65.38 65.35 -0.03 

81267 217 81.22 81.13 -0.09 

81315 220 80.88 79.63 -1.25 

81699 203 73.32 73.12 -0.19 

82233 240 75.25 71.89 -3.36 

82321 396 70.31 70.60 0.29 

82407 210 61.68 61.43 -0.25 

82502 202 72.56 72.01 -0.55 

83093 219 64.99 65.13 0.14 

83183 215 75.47 74.50 -0.96 

83196 214 74.22 73.91 -0.31 

83481 264 75.52 75.35 -0.16 

84388 203 72.51 71.81 -0.70 

84581 278 63.88 63.49 -0.39 

84585 271 69.74 69.45 -0.29 

84612 214 69.30 68.71 -0.59 

84881 205 71.18 70.29 -0.89 

85234 216 72.99 72.14 -0.85 

85943 220 74.22 73.08 -1.14 

86486 224 80.03 78.80 -1.23 

86489 248 74.42 74.14 -0.27 

86501 221 74.51 74.70 0.19 

86575 211 78.59 77.22 -1.37 

86599 221 72.32 70.88 -1.44 

86627 312 65.55 65.46 -0.09 

86633 229 69.23 68.09 -1.14 

86756 400 79.14 78.30 -0.84 

87274 220 73.00 72.93 -0.06 

87941 206 71.86 71.33 -0.53 

89360 224 73.50 71.89 -1.60 

89440 205 72.42 72.22 -0.21 

89682 239 66.29 65.34 -0.95 

89986 224 64.98 64.15 -0.83 

90758 346 69.08 68.46 -0.63 
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PSID No of patients Old Mean New Mean Mean Difference 

90765 205 63.51 63.76 0.25 

91128 255 71.87 71.67 -0.20 

91136 204 78.73 77.11 -1.62 

91958 212 76.77 76.67 -0.10 

92374 247 76.25 75.75 -0.50 

93192 221 74.94 74.66 -0.27 

93880 223 73.91 73.62 -0.30 

95007 214 77.38 75.95 -1.43 

95301 214 79.41 78.80 -0.61 

96373 250 69.50 69.48 -0.02 

96632 224 88.26 88.58 0.32 

99836 204 75.99 75.96 -0.03 

100501 202 78.49 77.60 -0.89 

100710 245 81.90 79.01 -2.90 

101497 309 68.88 69.04 0.16 

101943 224 72.37 72.09 -0.28 

102905 218 73.26 72.75 -0.51 

103573 208 75.26 74.50 -0.76 

105220 255 79.00 78.76 -0.24 

107174 229 74.97 74.04 -0.93 
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Appendix C. Doctors Mean Scores after Controlling “Age 

Group” Factor 

PSID No of patients Old Mean New Mean Mean Difference 

44464 215 80.589 80.873 0.284 

45269 285 68.062 67.392 -0.670 

46448 219 63.200 62.886 -0.314 

46922 217 77.750 77.054 -0.696 

47282 204 77.636 76.980 -0.656 

47283 205 77.409 78.320 0.911 

47445 226 80.380 79.954 -0.427 

47517 239 77.552 76.856 -0.695 

47534 214 64.683 65.237 0.554 

48359 222 65.959 65.556 -0.404 

48471 234 76.711 76.221 -0.490 

48760 205 73.229 73.885 0.656 

48761 207 73.945 74.546 0.601 

49845 202 77.477 78.264 0.786 

50005 201 75.990 75.968 -0.023 

50007 224 77.748 77.326 -0.422 

50034 269 78.287 77.671 -0.616 

50080 200 70.930 71.788 0.859 

50230 243 65.996 67.498 1.502 

50304 226 78.332 74.956 -3.376 

50319 241 72.550 72.327 -0.223 

50433 223 68.912 68.644 -0.268 

50628 229 74.776 73.256 -1.520 

51191 258 71.881 70.404 -1.476 

51266 260 69.678 70.107 0.429 

51374 425 75.522 76.085 0.563 

51401 227 78.737 78.896 0.159 

51556 215 79.359 79.133 -0.227 

51632 211 77.830 77.166 -0.665 

52247 225 78.917 78.600 -0.317 

52465 206 74.725 75.118 0.394 

52499 257 76.112 76.020 -0.092 

53033 204 77.847 78.941 1.094 

53337 215 79.842 78.521 -1.320 

53441 200 76.256 75.851 -0.404 

53444 238 75.892 76.859 0.968 

53510 250 72.868 73.549 0.681 

59398 205 66.269 65.770 -0.499 
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PSID No of patients Old Mean New Mean Mean Difference 

59503 201 79.735 78.634 -1.101 

59633 213 72.273 73.219 0.946 

59640 215 68.127 67.003 -1.125 

59912 212 68.368 67.987 -0.381 

60107 220 70.882 71.276 0.394 

60521 214 80.872 79.531 -1.342 

60565 215 72.837 72.885 0.048 

60585 208 74.968 73.957 -1.011 

60643 215 78.091 77.328 -0.763 

60895 201 75.272 76.496 1.224 

61149 218 78.294 77.712 -0.582 

61319 205 76.347 73.402 -2.945 

62199 267 69.114 70.017 0.903 

62237 228 69.841 69.848 0.007 

63366 220 73.822 72.900 -0.922 

63598 218 71.172 70.250 -0.923 

64180 208 77.350 72.752 -4.598 

64306 209 62.867 63.364 0.497 

65970 230 76.448 76.427 -0.020 

66034 234 64.907 66.369 1.462 

66972 310 71.063 70.640 -0.423 

67013 238 76.548 77.193 0.645 

67103 203 75.548 75.941 0.393 

68173 202 78.207 77.619 -0.588 

68342 248 78.342 76.888 -1.454 

69224 265 78.569 79.118 0.549 

69354 243 81.366 81.031 -0.334 

69835 233 76.904 76.624 -0.280 

70008 218 66.266 66.307 0.041 

70140 264 65.323 63.480 -1.843 

70419 239 75.816 76.611 0.795 

71493 228 73.015 71.755 -1.260 

71609 236 71.902 72.059 0.157 

71791 321 72.357 72.756 0.399 

72197 205 71.957 75.245 3.289 

72807 276 75.593 75.672 0.079 

73386 211 78.603 78.565 -0.038 

73412 256 66.600 67.764 1.163 

73947 204 72.349 71.318 -1.031 

74045 225 75.358 75.515 0.157 

75148 288 67.605 68.545 0.940 

75385 204 73.046 73.272 0.225 

76085 234 68.158 67.723 -0.435 

76485 211 76.345 75.326 -1.020 

76804 243 75.964 77.186 1.222 
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PSID No of patients Old Mean New Mean Mean Difference 

77661 302 74.231 73.103 -1.128 

78274 238 75.191 74.934 -0.258 

78503 252 67.343 68.524 1.181 

78754 202 75.702 74.947 -0.755 

79318 269 76.913 77.029 0.116 

79378 268 75.826 76.246 0.419 

79476 207 73.663 72.971 -0.692 

79867 265 77.266 78.048 0.782 

80076 206 76.145 77.602 1.457 

80095 208 73.868 73.991 0.124 

80724 270 66.069 67.173 1.105 

80868 205 69.702 69.824 0.122 

80940 203 70.582 71.457 0.875 

81005 236 80.433 79.904 -0.529 

81016 284 65.378 64.340 -1.038 

81267 217 81.222 80.924 -0.298 

81315 220 80.879 80.888 0.010 

81699 203 73.315 73.167 -0.148 

82233 240 75.250 73.141 -2.109 

82321 396 70.314 69.703 -0.611 

82407 210 61.675 60.792 -0.883 

82502 202 72.563 74.220 1.656 

83093 219 64.986 66.499 1.513 

83183 215 75.466 75.300 -0.166 

83196 214 74.216 73.894 -0.322 

83481 264 75.519 76.422 0.903 

84388 203 72.512 72.010 -0.502 

84581 278 63.880 63.625 -0.254 

84585 271 69.742 69.534 -0.207 

84612 214 69.301 70.039 0.738 

84881 205 71.183 70.686 -0.497 

85234 216 72.987 73.664 0.677 

85943 220 74.222 72.805 -1.418 

86486 224 80.030 78.398 -1.632 

86489 248 74.418 74.372 -0.046 

86501 221 74.513 75.509 0.996 

86575 211 78.589 76.927 -1.662 

86599 221 72.318 74.518 2.200 

86627 312 65.551 63.945 -1.606 

86633 229 69.229 68.111 -1.117 

86756 400 79.139 79.653 0.514 

87274 220 72.997 71.822 -1.175 

87941 206 71.863 71.739 -0.124 

89360 224 73.495 73.800 0.305 

89440 205 72.423 71.825 -0.597 
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PSID No of patients Old Mean New Mean Mean Difference 

89682 239 66.292 67.617 1.326 

89986 224 64.977 64.741 -0.236 

90758 346 69.084 68.540 -0.544 

90765 205 63.509 64.067 0.558 

91128 255 71.866 70.236 -1.630 

91136 204 78.729 79.360 0.631 

91958 212 76.771 76.972 0.201 

92374 247 76.248 76.251 0.003 

93192 221 74.935 75.426 0.490 

93880 223 73.915 75.965 2.050 

95007 214 77.380 78.086 0.706 

95301 214 79.408 79.123 -0.285 

96373 250 69.502 70.668 1.165 

96632 224 88.264 88.322 0.058 

99836 204 75.991 75.366 -0.625 

100501 202 78.489 77.501 -0.988 

100710 245 81.902 83.057 1.155 

101497 309 68.879 69.561 0.681 

101943 224 72.371 71.149 -1.222 

102905 218 73.255 73.367 0.111 

103573 208 75.260 74.829 -0.431 

105220 255 79.001 78.804 -0.197 

107174 229 74.970 75.735 0.765 
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Appendix D. Doctors Mean Scores after Controlling “Gender” 

Factor 

PSID No of Patients Old Mean New Mean Mean Difference 

44464 215 80.589147 81.051578 0.4624305 

45269 285 68.062378 68.229696 0.1673181 

46448 219 63.199729 63.955304 0.7555743 

46922 217 77.750469 77.817822 0.0673529 

47282 204 77.636166 77.877163 0.2409974 

47283 205 77.409214 77.257059 -0.1521548 

47445 226 80.380203 80.340267 -0.0399365 

47517 239 77.551526 78.111311 0.5597847 

47534 214 64.683281 65.231993 0.5487112 

48359 222 65.959293 66.713111 0.7538185 

48471 234 76.710984 77.097741 0.3867563 

48760 205 73.228546 73.29943 0.070884 

48761 207 73.94525 73.369007 -0.5762422 

49845 202 77.477081 77.559526 0.0824449 

50005 201 75.990418 75.968133 -0.0222849 

50007 224 77.748016 78.285222 0.5372063 

50034 269 78.287209 78.239244 -0.0479647 

50080 200 70.92963 71.327837 0.3982074 

50230 243 65.996037 66.286556 0.2905184 

50304 226 78.331695 78.565215 0.2335203 

50319 241 72.549562 72.887578 0.3380158 

50433 223 68.912141 69.365904 0.4537629 

50628 229 74.775999 74.856348 0.0803494 

51191 258 71.880563 71.899681 0.0191187 

51266 260 69.678063 70.424719 0.7466558 

51374 425 75.52244 75.985704 0.4632636 

51401 227 78.737151 78.868178 0.1310265 

51556 215 79.359173 79.549163 0.1899898 

51632 211 77.830437 78.438548 0.6081111 

52247 225 78.916872 79.438526 0.5216535 

52465 206 74.724919 74.35263 -0.3722895 

52499 257 76.111832 76.272378 0.1605461 

53033 204 77.846768 77.861919 0.0151502 

53337 215 79.841516 80.622296 0.7807804 
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PSID No of Patients Old Mean New Mean Mean Difference 

53441 200 76.255556 76.671356 0.4158 

53444 238 75.89169 76.159289 0.2675989 

53510 250 72.868148 72.474452 -0.3936963 

59398 205 66.269196 67.008659 0.7394632 

59503 201 79.73466 80.003674 0.269014 

59633 213 72.272648 72.194119 -0.0785297 

59640 215 68.127476 69.144089 1.0166126 

59912 212 68.368274 67.836059 -0.5322147 

60107 220 70.882155 70.931652 0.049497 

60521 214 80.872274 81.254978 0.3827036 

60565 215 72.837209 72.938459 0.10125 

60585 208 74.967949 74.848444 -0.1195043 

60643 215 78.091301 78.709556 0.618255 

60895 201 75.271789 75.972896 0.7011071 

61149 218 78.294258 79.029822 0.7355647 

61319 205 76.346883 75.925244 -0.421639 

62199 267 69.113608 69.420904 0.3072957 

62237 228 69.840806 70.06977 0.2289647 

62238 220 77.401414 77.34777 -0.053644 

63366 218 73.821549 74.210296 0.3887475 

63598 208 71.172273 71.458622 0.286349 

64180 209 77.350427 77.602933 0.252506 

64306 230 62.867269 63.259793 0.3925234 

65970 234 76.447665 76.571289 0.1236238 

66034 310 64.906616 64.914111 0.0074951 

66972 238 71.063321 71.229496 0.1661749 

67013 203 76.548397 76.117067 -0.4313305 

67103 202 75.548258 75.48463 -0.063628 

68173 248 78.206821 79.30897 1.1021497 

68342 265 78.342294 78.60357 0.2612765 

69119 243 76.592173 76.841504 0.2493308 

69224 233 78.568833 78.959119 0.3902855 

69354 218 81.365645 81.881422 0.5157767 

69835 264 76.903513 77.045644 0.1421315 

70008 239 66.265715 66.852919 0.5872033 

70140 228 65.322671 65.326074 0.0034029 

70419 236 75.8159 76.050874 0.2349745 

71493 321 73.014945 72.987467 -0.0274781 

71609 205 71.902072 71.898326 -0.0037456 

71791 276 72.357217 72.278874 -0.078343 



194 
 

PSID No of Patients Old Mean New Mean Mean Difference 

72197 211 71.95664 72.290133 0.3334938 

72807 256 75.593129 75.858933 0.265804 

73386 204 78.602773 78.59323 -0.0095438 

73412 225 66.600116 68.026993 1.4268769 

73947 288 72.34931 72.268919 -0.0803916 

74045 204 75.358025 75.175452 -0.1825728 

75148 234 67.605453 67.834052 0.2285992 

75385 211 73.046478 73.496452 0.449974 

76085 243 68.157645 68.646563 0.4889181 

76485 302 76.345445 76.289985 -0.0554598 

76804 238 75.96403 75.690644 -0.2733854 

77661 252 74.231052 74.026963 -0.2040893 

78274 202 75.19141 75.217993 0.0265827 

78503 269 67.34274 67.447563 0.1048234 

78754 268 75.702237 75.500644 -0.2015924 

79318 207 76.913121 77.379385 0.4662639 

79378 265 75.826423 75.620496 -0.2059271 

79476 206 73.662551 73.681133 0.0185819 

79867 208 77.266247 77.068896 -0.1973511 

80076 270 76.145271 76.58697 0.4416989 

80095 205 73.867521 73.442496 -0.4250251 

80724 203 66.068587 66.466281 0.3976944 

80868 236 69.701897 69.974074 0.2721771 

80940 284 70.582011 70.783089 0.2010783 

81005 217 80.433145 80.521859 0.0887143 

81016 220 65.378195 66.086096 0.7079012 

81267 203 81.222052 81.344978 0.1229262 

81315 240 80.878788 81.02083 0.1420418 

81699 396 73.315088 73.976319 0.66123 

82233 210 75.25 75.423215 0.1732148 

82321 202 70.314254 70.398807 0.0845538 

82407 219 61.675485 61.432896 -0.2425887 

82502 215 72.563256 72.864104 0.3008474 

83037 214 75.180828 75.480007 0.2991795 

83093 264 64.985625 66.012178 1.0265529 

83183 203 75.465978 75.631193 0.165215 

83196 278 74.215992 74.860333 0.6443416 

83481 271 75.51908 75.659778 0.1406981 

84388 214 72.512315 72.258215 -0.2541005 

84581 205 63.879563 63.850844 -0.0287186 
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PSID No of Patients Old Mean New Mean Mean Difference 

84585 216 69.741697 69.690111 -0.0515863 

84612 220 69.300796 69.484044 0.1832483 

84881 224 71.183379 72.095578 0.9121993 

85234 248 72.986968 73.542993 0.5560241 

85943 221 74.222222 74.378874 0.1566519 

86486 211 80.029762 80.309319 0.2795566 

86489 221 74.417563 74.5344 0.1168373 

86501 312 74.513156 75.01677 0.5036147 

86575 229 78.588731 78.338437 -0.2502939 

86599 400 72.317748 72.630111 0.3123635 

86627 220 65.550807 65.789393 0.2385854 

86633 206 69.22853 69.405837 0.1773072 

86756 224 79.138889 79.203637 0.0647481 

87274 205 72.996633 73.417859 0.4212263 

87941 239 71.862639 71.643044 -0.2195949 

89360 224 73.49537 73.788081 0.2927111 

89440 346 72.422764 72.256615 -0.1661494 

89682 205 66.291647 66.499881 0.2082342 

89986 255 64.976852 66.113778 1.1369259 

90758 204 69.083708 69.222037 0.1383291 

90765 212 63.508582 63.806444 0.2978627 

91128 247 71.866376 71.857215 -0.0091614 

91136 221 78.729121 78.838985 0.1098639 

91958 223 76.771488 76.64163 -0.1298588 

92374 214 76.248313 76.640785 0.3924721 

93192 214 74.935478 75.005089 0.0696104 

93880 250 73.914632 74.021933 0.1073012 

95007 224 77.379716 77.338941 -0.0407754 

95301 204 79.4081 79.350593 -0.0575071 

96373 202 69.502222 70.120933 0.6187111 

96375 245 74.511785 75.27783 0.7660451 

96632 309 88.263889 88.408822 0.1449333 

99836 224 75.991285 76.095644 0.104359 

100501 218 78.489182 78.460326 -0.0288563 

100710 208 81.901738 81.906185 0.0044467 

101497 255 68.8793 69.28023 0.4009296 

101943 229 72.371032 72.233837 -0.1371947 

102905  73.255182 73.104111 -0.1510707 

103573  75.259972 75.38317 0.1231989 

105220  79.000726 79.087237 0.0865108 
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PSID No of Patients Old Mean New Mean Mean Difference 

107174  74.970079 75.020681 0.0506022 
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Appendix E. Doctors Mean Scores after Controlling “Years 

Attending” Factor 

PSID No of patients Old Mean New Mean Mean Difference 

44464 215 80.59 79.56 -1.03 

45269 285 68.06 68.48 0.42 

46448 219 63.20 63.52 0.32 

46922 217 77.75 77.69 -0.06 

47282 204 77.64 77.30 -0.33 

47283 205 77.41 77.47 0.06 

47445 226 80.38 79.94 -0.44 

47517 239 77.55 77.18 -0.37 

47534 214 64.68 63.98 -0.70 

48359 222 65.96 64.98 -0.98 

48471 234 76.71 75.77 -0.94 

48760 205 73.23 72.12 -1.10 

48761 207 73.95 74.98 1.04 

49845 202 77.48 76.58 -0.89 

50005 201 75.99 75.58 -0.41 

50007 224 77.75 78.13 0.38 

50034 269 78.29 77.21 -1.07 

50080 200 70.93 74.07 3.14 

50230 243 66.00 66.18 0.19 

50304 226 78.33 77.65 -0.68 

50319 241 72.55 72.26 -0.28 

50433 223 68.91 69.38 0.46 

50628 229 74.78 73.85 -0.93 

51191 258 71.88 73.00 1.12 

51266 260 69.68 70.64 0.96 

51374 425 75.52 74.79 -0.73 

51401 227 78.74 80.98 2.24 

51556 215 79.36 77.74 -1.62 

51632 211 77.83 78.95 1.12 

52247 225 78.92 77.88 -1.04 

52465 206 74.72 72.58 -2.15 

52499 257 76.11 74.22 -1.89 

53033 204 77.85 77.94 0.10 

53337 215 79.84 79.86 0.02 

53441 200 76.26 76.54 0.28 
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PSID No of patients Old Mean New Mean Mean Difference 

53444 238 75.89 75.89 -0.01 

53510 250 72.87 72.80 -0.07 

59398 205 66.27 66.21 -0.06 

59503 201 79.73 79.46 -0.28 

59633 213 72.27 72.40 0.13 

59640 215 68.13 67.10 -1.03 

59912 212 68.37 68.51 0.15 

60107 220 70.88 70.62 -0.26 

60521 214 80.87 79.42 -1.45 

60565 215 72.84 73.13 0.29 

60585 208 74.97 73.30 -1.67 

60643 215 78.09 78.22 0.13 

60895 201 75.27 75.07 -0.20 

61149 218 78.29 78.19 -0.10 

61319 205 76.35 76.78 0.43 

62199 267 69.11 69.29 0.17 

62237 228 69.84 71.04 1.20 

63366 220 73.82 71.99 -1.83 

63598 218 71.17 71.40 0.23 

64180 208 77.35 74.14 -3.21 

64306 209 62.87 62.25 -0.62 

65970 230 76.45 76.73 0.28 

66034 234 64.91 65.00 0.10 

66972 310 71.06 71.33 0.27 

67013 238 76.55 78.42 1.87 

67103 203 75.55 75.61 0.06 

68173 202 78.21 78.51 0.30 

68342 248 78.34 77.99 -0.35 

69224 265 78.57 78.62 0.05 

69354 243 81.37 81.05 -0.32 

69835 233 76.90 78.78 1.88 

70008 218 66.27 66.35 0.09 

70140 264 65.32 65.18 -0.15 

70419 239 75.82 75.04 -0.77 

71493 228 73.01 73.51 0.49 

71609 236 71.90 71.83 -0.07 

71791 321 72.36 72.65 0.29 

72197 205 71.96 71.83 -0.13 

72807 276 75.59 75.50 -0.09 

73386 211 78.60 77.97 -0.63 

73412 256 66.60 65.56 -1.04 
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PSID No of patients Old Mean New Mean Mean Difference 

73947 204 72.35 72.88 0.53 

74045 225 75.36 74.91 -0.45 

75148 288 67.61 67.53 -0.07 

75385 204 73.05 72.43 -0.62 

76085 234 68.16 66.14 -2.02 

76485 211 76.35 75.30 -1.05 

76804 243 75.96 74.60 -1.36 

77661 302 74.23 73.58 -0.65 

78274 238 75.19 74.94 -0.25 

78503 252 67.34 67.79 0.45 

78754 202 75.70 75.66 -0.05 

79318 269 76.91 76.89 -0.02 

79378 268 75.83 75.82 -0.01 

79476 207 73.66 72.87 -0.80 

79867 265 77.27 77.79 0.53 

80076 206 76.15 77.07 0.93 

80095 208 73.87 74.25 0.38 

80724 270 66.07 65.64 -0.43 

80868 205 69.70 69.75 0.04 

80940 203 70.58 71.25 0.66 

81005 236 80.43 79.21 -1.22 

81016 284 65.38 67.68 2.30 

81267 217 81.22 81.89 0.66 

81315 220 80.88 80.91 0.03 

81699 203 73.32 72.27 -1.05 

82233 240 75.25 75.44 0.19 

82321 396 70.31 70.09 -0.22 

82407 210 61.68 61.60 -0.07 

82502 202 72.56 71.32 -1.24 

83093 219 64.99 65.07 0.09 

83183 215 75.47 76.53 1.07 

83196 214 74.22 74.93 0.72 

83481 264 75.52 76.37 0.85 

84388 203 72.51 71.86 -0.65 

84581 278 63.88 63.43 -0.45 

84585 271 69.74 69.84 0.10 

84612 214 69.30 67.61 -1.69 

84881 205 71.18 71.27 0.08 

85234 216 72.99 72.85 -0.14 

85943 220 74.22 73.10 -1.12 

86486 224 80.03 79.74 -0.29 



200 
 

PSID No of patients Old Mean New Mean Mean Difference 

86489 248 74.42 75.22 0.80 

86501 221 74.51 74.48 -0.03 

86575 211 78.59 78.17 -0.42 

86599 221 72.32 72.16 -0.16 

86627 312 65.55 65.98 0.43 

86633 229 69.23 67.78 -1.45 

86756 400 79.14 79.07 -0.07 

87274 220 73.00 71.65 -1.35 

87941 206 71.86 71.56 -0.30 

89360 224 73.50 74.27 0.77 

89440 205 72.42 71.92 -0.50 

89682 239 66.29 64.84 -1.46 

89986 224 64.98 64.48 -0.49 

90758 346 69.08 68.54 -0.54 

90765 205 63.51 63.54 0.03 

91128 255 71.87 70.84 -1.03 

91136 204 78.73 78.18 -0.55 

91958 212 76.77 76.08 -0.69 

92374 247 76.25 77.11 0.86 

93192 221 74.94 75.55 0.61 

93880 223 73.91 74.18 0.27 

95007 214 77.38 78.98 1.60 

95301 214 79.41 79.29 -0.12 

96373 250 69.50 68.75 -0.75 

96632 224 88.26 88.52 0.25 

99836 204 75.99 76.04 0.04 

100501 202 78.49 78.44 -0.05 

100710 245 81.90 82.54 0.64 

101497 309 68.88 69.60 0.72 

101943 224 72.37 70.84 -1.53 

102905 218 73.26 73.49 0.23 

103573 208 75.26 75.46 0.20 

105220 255 79.00 78.64 -0.36 

107174 229 74.97 74.83 -0.14 

 

 

 


