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Abstract

With the development of the Internet, more and more people actively interact with

others via online social networks. Potentially, people can hide themselves in the

dark and continually gather information from other users from the Internet. To assist

individual users to protect their privacy and security, in this study a computational

approach for abnormal attention detection will be presented. The proposed approach

can detect abnormal attention from the local view of a user, without invading other

people’s privacy. We then move on to focus on the online interpersonal surveillance

which is an excessive, unreciprocated and persistent attention. We address the issue

of interpersonal surveillance by asking the question, “who is surveiling you through

social networking?”. This is a challenging question, as interpersonal surveillance is a

victim-defined behaviour and often occurs without a visible trace. Viewing a network

as interconnected agents who interact through posting and reading information, we

provide a measure to quantify the level of attention a person pays towards another from

a global view. This measure allows us to capture online interpersonal surveillance.

Through theoretical and experimental analyses, we show that our method distinguishes

and detects online interpersonal surveillance.
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Chapter 1

Introduction

Online social networks (OSNs) have become extremely popular in our daily lives.

Through OSNs, users can easily establish new friendships, share their stories and

opinions. With the convenience and fast development of online communication, there is

also danger lurking in the dark. People post a vast amount of personal information in

OSNs, which if abused, could lead to tragic outcomes.

Nowadays, many OSNs have tens of millions of registered users. With the increasing

usage of OSNs, many users have unknowingly exposed their privacy to threats. Phishing

attacks and spammer threats not only attack themselves but also their friends(Fire,

Goldschmidt & Elovici, 2014). Many people use OSNs for uploading photos of

themselves and their friends(Acquisti, Gross & Stutzman, 2011). Such information can

be used to create a biometric database, which can be used to identify OSNs users without

their consent. People stand naked in front of the OSNs, their personal private information

exposed to the public. Moreover, people have to face the fake profiles threats, identity

clone attacks, inference attacks and information or location leakage attacks. More

alarmingly, some users may gain control over their targets exploiting the information

gathered from social networks, all without the targets’ awareness (McFarlane & Bocij,

2003).

1
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Online safety and privacy protection is an important research field in computer

science (Fire et al., 2014). When a person posts a message on an OSN, the readers of

the message stay anonymous. Moreover, the person may even not be aware of who has

read the message.

In 1999, a report by Attorney General J. Reno asserted that cyberstalking had

been an increasingly prevalent practice (Reno, 1999). Since then, cyberstalking has

attracted a growing interest (Al−Khateeb et al., 2015; Parsons-Pollard & Moriarty,

2009; Spitzberg & Hoobler, 2002). Existing research mainly focused on understanding

the drive behind stalkers and their impact on the victims (Dreßing, Bailer, Anders,

Wagner & Gallas, 2014; McFarlane & Bocij, 2003), as well as deriving behavioral

taxonomies on how stalkers use online means to gather information and harass victims

(Hitchcock, 2003; Goodno, 2007). Interpersonal surveillance also exists in contexts

outside of cyberstalking. People commonly monitor activities of others through OSNs

(Joinson, 2008). In a 2011 study, around 67% of college students responded using

Facebook to monitor their ex-romantic partners (Lyndon, Bonds-Raacket & Cratty,

2011). Numerous studies also discussed the role of online surveillance in romantic

relationships (Tokunaga, 2011, 2016; Fox, Warber & Makstaller, 2013; LeFebvre,

Blackburn & Brody, 2015).

People may easily hide themselves in OSNs. How can we find the person who

pays excessive attention to you in OSNs? This is a challenging question, as attention

often occurs without a visible trace. Besides, it is more complicated to detect the online

interpersonal surveillance which is an excessive, unreciprocated and persistent attention.

1.1 Research Motivations and Objectives

The issue of cyberspace security becomes more and more important in OSNs. In terms

of the special situation in OSNs that the information may relate to users’ personal
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privacy which increases the difficulties to find the person who pays excessive attention

to others. Moreover, it is hard to detect users who surveil others. So in this thesis, we

focus on two aspects. One is how to detect abnormal attention which is regarded as

excessive attention one user pays to another. Another one is how to detect interpersonal

surveillance among users which represents excessive, unreciprocated and persistent

attention.

In order to detect abnormal attention, we propose a fuzzy logic-based approach from

agents’ local views which can protect personal privacy. We aim to detect a user who pays

excessive attention to another, which is far beyond the level of their real relationships.

Based on the motivations above, we define three factors Individual Physical Distance,

Social Interaction Distance and Message Reading ratio to establish a social attention

model from local views.

In terms of detecting interpersonal surveillance, we find only rely on agents’ local

views, it is very hard to detect interpersonal surveillance. Then we propose a Markov

chain attention model base on the global view to measure online interpersonal surveil-

lance which is excessive, unreciprocated and persistent attention. We define message-

based attention index and network-based attention index as two factors in the Markov

chain model.

1.2 Research Methodology

In this section we introduce the research methodology we used in our research. Fig.

1.1 shows the detailed methodology of each step in our research. At first, we review

existing researches and methods about problems in the online social networks such as

cybercrime, cyberbullying, cyberstalking and so on. Then we define the core concept of

our research which is attention. We want to quantify how much attention one user pays

to another. We want to know who pays excessive attention to others and who not only
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Figure 1.1: Research Methodology

pays excessive attention but also pays unreciprocated and persistent attention to others.

So the main research problems are detecting abnormal attention and online interpersonal

surveillance among users. After that, we establish a computational model for detecting

abnormal attention and online interpersonal surveillance. We collect network data and

generated information data, then we test our model in the generated and real-world

graph. According to the result of our experiments, we adjust problem descriptions and

formal definitions to optimize our model and let them easily and clearly distinguish

abnormal attention and interpersonal surveillance. Finally, the model is established and

the problem is solved.

1.3 Problem Description and Formal Definitions

1.3.1 Modelling of User Interactions in OSNs

Publishing profiles, blogging, commenting, posting texts, photos, and videos, which are

only some of the forms of interactions among users of an OSN. We need an abstraction
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that encapsulates these forms of interactions in a general yet conceptually simple

framework.

An OSN consists of ties between its members; these ties denote friendship or a

“following” relationship from one individual to another. Such ties represent visible

connections and form the basis of information dissipation. However, such ties are not

the only form of interactions. People communicate and access others’ messages on the

Web, regardless of whether the two parties have a visible tie.

Hence online interaction fundamentally departs from physical interaction and any

model should take into account not only the visible connections between users but also

interactions among unconnected users.

With this view in mind, we introduce the following formal model to describe user

interactions in an OSN. The user interactions model consists of a directed graph where

nodes represent agents (i.e., users). Directed links represent established connections

between two users; a mutual relationship can be represented by a pair of directed links.

Each agent in this network has the ability to carry out three actions: posting messages,

interaction with other users like clicking like buttons or leaving comments and reading

messages which friends post. Once a message is posted, it can be read or interacted by

others in cyberspace. We assume that there is a universal set of messages that can be

posted, read and interacted with users over the network.

Definition 1 A social network is defined as a directed graph G = (V,E), where V is a

set of nodes (i.e., agents) and E ⊆ V 2 is a set of directed edges denoting relationships

among agents. E = EP ∪ EI ∪ ER. EP is a set of Physical Links. EI is a set of

Interactive Links. ER is a set of Reading Links.

In Definition 1, a Physical Link ePij (ePij ∈ EP ) denotes a physical connection (e.g.,

Twitter “follow”) between Agents vi and vj in G. An Interactive Link eIij (eIij ∈ EI)

denotes an interactive behaviour between Agents vi and vj . A Reading Link eRij (eRij ∈
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ER) denotes that vi once read an article or post published by vj .

Agent behaviours: Let M be a set of messages propagated in the network G. In

the proposed model, an Agent vi has three types of social behaviours associated with

a message m (m ∈ M ). m ∈ post(vi) denotes that m is posted by vi. m ∈ read(vi)

denotes that m is read by vi. m ∈ interact(vi) indicates that vi has interactions with

other agents with m, e.g., commenting or liking m.

1.3.2 Social Attention

Attention is a core concept in this research. It refers to an invested interest from one

person to another and measures the intensity of interactions. An acceptable amount of

attention has generally a positive effect to the target person; as it could be viewed as the

result of increased personal influence which leads to new personal ties or opportunities.

However, excessive attention may lead to negative effects and potential risks. An

extremely high level of attention often means one user pays an abnormal attention to

another. Furthermore, if a user pays excessive attention to another in an unreciprocated

level and persistence, it can be defined as interpersonal surveillance.

1.4 Major Contributions of Thesis

We argue that social network knowledge could contribute to the modelling, simulation,

and detection of abnormal attention and interpersonal surveillance. In particular, we

view an OSN as a crowd of autonomous agents whose behaviors are affected by actions

of others through interpersonal ties. In order to develop an effective means to mitigate

the risks posed by abnormal attention and interpersonal surveillance, one needs to

characterize its behavioral traits. We approach this attention problem from a network-

centric perspective which is based on the local view and global view.
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The main contribution is five-fold: (1) We present abnormal attention and inter-

personal surveillance as a computational problem in the framework of social network

analysis from a local view and a global view. This is a novel initiative, and could lead

to a wealth of new research problems towards online safety. (2) Towards modelling

abnormal attention, we use fuzzy logic to detect potential abnormal attention from

individual users’ local views. (3) Towards modelling interpersonal surveillance, we

give a quantitative definition of the attention a person pays to others. This definition

consists of two parts, the first is based on messages retrieved by the user, and the second

is a link-based centrality that takes into account interpersonal ties. Our study relies

on a novel measure of social attention which takes into account not only individuals’

reading of others’ messages, but also the network topology. We contrast these two

notions using theoretical analysis on several special network structures. (4) We present

surveillance index, which measures the excessive, unreciprocated and persistent inform-

ation gathering behaviours that are typical in interpersonal surveillance. (5) We present

a simulation framework capturing a range of agent behaviors. Through experimental

analysis, our simulation clearly demonstrates the validity of our surveillance definition

and differentiates non-surveillance behaviors from surveillance behaviors.

1.5 Thesis Organisation

The remainder of this thesis is organised as follows.

In Chapter 2, we present an overview of related works in Online Social Networks

(OSNs). We focus on the privacy and security problems in the OSNs. Then we

review other researches on how to define attention and allocate agents’ attention. We

face the big and serious challenges such as cyberbullying and cyberstalking with the

development of OSNs.

In Chapter 3, we use fuzzy logic to establish a model to detect abnormal attention
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from agents’ local views. We define Individual Physical Distance, Social Interaction

Distance and Message Reading Ratio in this model. Then we collect network topology

data from a website and evaluate our model in the experiments. We set two experiments,

one proofing our model fits the different social status users while the other detecting

abnormal attention. Then we analyze the experiments results and successfully detect

abnormal attention.

In Chapter 4, we calculate Messsage-based attention and Network-based attention

index. Then we define a Markov-chain model to capture the network topology effect on

social attention. We study Markov-chain model in special network typologies. Then we

present the measure of interpersonal surveillance from global view and it is reasonable

to view as excessive, unreciprocated and persistent attention. After that, we perform

simulation and experimental results on both synthesized and real-world networks. We

evaluate our model from four experiments: average attention index, in-degree and

attention index, network density and surveillance index and number of messages and

surveillance index. Moreover, we use precision and recall to measure the performance

of our proposed method for surveillance detection.

In Chapter 5, we conclude our current findings, results and limitations. We want to

carry on this research in the future.



Chapter 2

Literature Review

2.1 Privacy and Security

A large amount of personal information are disclosed by OSNs users themselves. Users

have to face to the threats of leaking personal information. OSNs can be the target of

different types of attacks such as identity theft, phishing, spamming and clickjacking,

to name a few.

Identity theft is a type of attack on OSNs in which the adversary attempts to collect

personal information of OSN users so that he can impersonate the victim of the attack

in order to gain some benefits or harm the victim. Different methods can be used to

launch identity theft attacks, including accepting friend requests from unknown people,

sharing account details with others, clicking links that lead the user to other websites,

downloading free applications, low privacy settings and so on. Phishing is the most

common method in identity theft attack. The fraudulent user attempts to steal the

victim’s personal information like his credentials or credit card information.

As for the spamming attacks, spammers send out a huge number of emails to advert-

ise, sell their products and gain sensitive information about the users (e.g., username and

password) by pretending as a trusted party (e.g., banks or online payment processors).

9
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With this approach, the attacker sends random friend requests to the members of the

OSNs target community waiting for them to accept their requests.

Clickjacking is an example of confused deputy problem. A malicious user deceives

OSN users into clicking on a link, which is different from what the users expect it to be.

In other word, the webpage that is showed to the user is different from the page where

the user’s action is taking place.

Online safety and privacy has also been an active field in computer science. There

are major efforts on the detection of phishing, spamming, cloning, and bots on OSNs

(Fire et al., 2014).

2.2 Attention Analysis

With the emergence of online social networks and increased enthusiastic users, informa-

tion dissemination has been transformed. Users rely on their relationships for gaining

information. Relationships represents how two users are close, which decides the speed

of propagation in the OSNs (Jiang, Hegde, Masoulié & Towsley, 2013). Information

propagation in the OSNs can be regarded as the attention propagation.

Backstrom et al. propose a measure that an individual divides his or her attention

across contacts for analysing personal networks that addresses a dimension distinct

from network size and composition (Backstrom, Bakshy, Kleinberg, Lento & Rosenn,

2011). Some people focus most of their attention to a small circle of close friends,

while others disperse their attention more broadly over a large set. They capture users’

behaviours as the different modalities of attention. They define Messages, Comments,

Wall Posts, Profile Views and Photo Views as a way to measure how users allocate

attention across friends.

Jiang et al. propose the “plus-one” mechanism to identify optimal allocations of

limited frequency among neighbours for each user in the network. This mechanism



Chapter 2. Literature Review 11

is based on using incentives as a form of feedback for reallocating attention. They

consider that there are different types of information from different sources. At first,

they consider an asynchronous pull model, where each user contacts a neighbor after a

random delay and pulls any content available from that neighbor. Further, they assume

that each user has a limited budget of attention (Jiang et al., 2013). They take the

approach of conceiving a general model for studying the balance of attention and an

analysis for several network topologies.

Bernstein et al. quantify the attention from an invisible audience who is listening to

the content which users shared in OSNs. They use survey and analyze the large-scale log

data to compare users’ perceptions and real attention gained from their actual audience

on Facebook. Researchers analyze audience logs for 222,000 Facebook users’ from

friend count, likes and comments (Bernstein, Bakshy, Burke & Karrer, 2013).

2.3 Cyberbullying Detection

Cyberbullying is a type of attack that takes place by sending out harmful or offensive

material, including text and images, to targeted users using the internet, cell phones,

video game systems, or other technology, according to the National Crime Prevention

Council (http://www.ncpc.org/topics/by-audience/teens/protect-yourself/cyberbullying,

n.d.). Once such material spreads among a large group of OSN users, it is very hard to

remove them from the network.

Nahar et al. find predators and victims by determining the most active users in

the form of the OSN (Nahar, Li & Pang, 2013). They propose a novel statistical de-

tection approach, which is based on the weighted Term Frequency/Inverse Document

Frequency (TFIDF) scheme on bullying-like features. Research on cyberbullying detec-

tion associates the theory of communication and text mining methods to differentiate

between predator and victim conversations, as applied to one-to-one communications
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like in a chat-log dataset (Kontostathis, 2009).

Yin et al. use a supervised learning approach for detecting cyberbullying. They

define the detection of cyberbullying as a classification problem with two classes:

positive class for documents which contain harassment and negative class for documents

which do not contain harassment. The researchers use local features, sentiment features,

and context features as attributes to classify each document belongs to one of the two

classes. As for the local features, it can be extracted from users’ post itself. They use

each distinct term as one feature and calculate a TFIDF value for each feature. Then

they capture the sentiment features like second person pronouns, all other pronouns,

foul language and so on. After that, they identify other features as contextual features

which can distinguish harassment-like posts from real harassment posts. They collect

experiments datasets from CAW 2.0 workshop and perform them, which shows the

significantly improved performance than the basic TFIDF model (Yin et al., 2009).

Cyberbullying can be defined as ‘sending or posting harmful or cruel text or images

using the Internet or other digital communication devices’ (Willard, 2005). It can

happen in various formats including flaming, harassment, cyberstalking and so on.

Cyberbullying can lead to stalking and death threats. Unlike face to face bullying, in the

cyberspace, people always think they can do and say anything they want. In addition,

they can easily cover themselves.

Combating cyberbullying is an extremely difficult task. Many bullies are anonymous.

Further, they have free-speech rights, so it is very difficult to take down a website

(Willard, 2005).

2.4 Cyberstalking Description and Detection

The Internet grants people access to a vast amount of personal information, which

if abused for diabolical reasons, could lead to tragic outcomes. On October 2, 2012,
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15 year old Canadian girl Amanda Todd killed herself at her home, after a three-

year tormenting experience of being stalked, harassed and bullied on OSNs by a

stranger (Todd, 2012). Since the age of 12, Amanda had been stalked online by a

stranger she met at an Internet chat room, who collected details of Amanda’s life and

convinced her to bare her breasts on camera. The stranger later harassed Amanda with

this photo, following Amanda as she changed her online accounts and switched schools,

while befriending Amanda’s schoolmates, which caused Amanda’s mental breakdown

and eventual suicide.

Amanda is only one of countless victims of cyberstalking on OSNs in the last 15

years. The term “cyberstalking” refers to persistent monitoring, information gathering,

identity theft, threatening, vandalism, which happens through online social medias,

which may be used to threaten or harass a network user (Fire et al., 2014). Along with

cyberbullying and online predators, cyberstalking amounts to a new form of threats

that exploits cyberspace. Similar to physical stalking, cyberstalking targets especially

vulnerable groups such as children and women (McQuade, Rogers, Gentry & Fisk,

2012).

The conventional, physical stalking refers to the stealthy and persistent pursuit of a

specific person with unwanted and obsessive attention which results in harassment. The

person who carries out the act of stalking is referred to as a stalker or the perpetrator, and

the person being stalked is the victim. Cyberstalking is the form of stalking that occurs

in cyberspace. It is believed that cyberstalking may result in a similar, if not higher,

level of threatening as conventional stalking; indeed, these two types of behaviors share

a number of common traits (Pittaro, 2007):

• Both behaviors are characterized by obsessive attention from the perpetrator to

the victim, which includes monitoring and information gathering.

• Both behaviors are mainly driven by the perpetrator’s desire and need to gain
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power, control and influence over the victim.

• Both behaviors are victim-defined, that is, the level of seriousness of a particular

stalking incident is determined by how much intimidation the victim perceives

(Reno, 1999).

However, cyberstalking should not be regarded simply as an extension of conventional

stalking, but rather a different deviant behavior in its own form (Bocij & McFarlane,

2002):

• Firstly, conventional stalking includes some clearly defined, detectable actions

such as physically following the victim home, vandalizing the victims properties

and sending gifts, leaving a physical trail of evidences. Cyberstalking, on the

other hand, is much harder to define: Here, a victim may purposely expose private

information on OSNs, making monitoring extremely easy; any online user may

derive information regarding another’s occupation, age, and address with little

effort. Furthermore a stalker may also use identity masks, making information

gathering unnoticeable.

• Secondly, in most conventional stalking incidents, the stalker and the victim

are within each other’s social or physical periphery: Either they have a prior

relationship (whether real or perceived), or they live or work within relatively

close proximity of each other. For cyberstalking, the victim is more often chosen

at random and may occur between two people with arbitrary physical distance.

• Thirdly, cyberstalkers often employ tools and techniques that are unique to the

use of the Internet. For example, a number of incidents involve stalkers carry-

ing their deeds using Trojan software, email spamming or phishing techniques

(Al−Khateeb et al., 2015), all of which are challenging technical online threats

themselves.
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Due to the reasons above, the tasks of detection, prevention, and forensics of cyberstalk-

ing becomes considerably more challenging than for conventional stalking. Despite

serious efforts from academics, there have not been major technical advancements that

effectively prevent people from cyberstalking. The most widely used methodology is

profiling: by gathering statistical information of cyberstalkers and victims (such as age,

gender, occupation, drug abuse history, etc.), the method aims to capture the likelihood

of an individual of being a stalker. While profiling provides certain indication of the

general phenomenon of cyberstalking, it is far from an effective method for prediction

and detection. Based solely on statistical information, however, this method is far from

an effective method for detection.

Towards a Formal Definition. One of the most comprehensive definitions of cyber-

stalking was offered by Bocij and McFarlane in (Bocij & McFarlane, 2002):

“A group of behaviours in which an individual, group of individuals or

organisation uses information technology to harass one or more individuals.

Such behaviour may include, but are not limited to, the transmission of

threats and false accusations, identity theft, data theft, damage to data or

equipment, computer monitoring and the solicitation of minors for sexual

purposes. ”

The definition entails a large sum of deviant behaviors, which vary by nature and re-

quire different countermeasures. Therefore it is difficult to use one single mathematical

framework to capture the entire plethora of behaviors. As a pilot study, we can only

focus on a particular aspect of cyberstalking. In an earlier study (Meloy, 1999), Maloy

provides a more “strip-down” definition, which asserts cyberstalking as consisting of

two major functions:

1. The stalker gathers private information on the target to further a pursuit; and
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2. The stalker communicate (in real time or not) with the target to implicitly or

explicitly threaten or to induce fear.

2.5 Agent-Based Modelling

Agent-based modelling (ABM) is a widely used simulation modelling technique, used to

solve real-world problems such as stock markets, consumer markets, the threats of bio-

warfare and so on. The agent-based modelling has been defined by Bonabeau (Bonabeau,

2002) as “a system is modeled as a collection of autonomous decision-making entities

called agents. Each agent individually assesses its situation and makes a decision

on the basis of a set of rules.” An agent is identifiable, autonomous, situated and

flexible (Macal & North, 2009). In the simplest level, an agent-based model consists of

a system of agents and the relationships between them. Though the agent-based model

is established in the simply way, it still can indicate the complex behaviours patterns and

gain the valuable information about the dynamics of the real-world system (Bonabeau,

2002).

In terms of benefits of ABM, it can capture both individual and organizational

behaviours of the system entities. Besides, ABM provides a natural description of a

system, which is flexible to be observed along multiple dimensions (Bonabeau, 2002).

The ABM can be used for modelling social processes, where agents represents the

people or groups of people, and agent relationships represent the processes of social

interactions (Gilbert & Troitzsch, 2005).

Macal et al. consider ABM as a powerful tool for modelling complex systems.

Especially as the systems are too complex, only by using ABM, we can get some

assumptions and take a more realistic view of systems. In addition, with the development

of computational power, we can compute large-scale micro-simulation models (Macal

& North, 2009).



Chapter 2. Literature Review 17

It is hard for traditional modelling approaches to capture the complexities of OSNs.

Hence, in this thesis, we adopt ABM model users’ behaviours.

2.6 Summary of Literature Review

In this chapter, we review the existing problems in OSNs. Every user wants their

personal privacy to be protected and at the same time the ability to easily share their

feelings and stories in OSNs. However, some specific users hide themselves in the dark

while continually gathering information from their interested users which causes the

security problems.

We review researches which are related to attention analysis. They focus on how

to allocate attention and the budget of attention. Then we review the cyberbullying

problems. Cyberbullying consists of text-based harassments, visible traces that are

amenable to text mining and machine learning. After that, we review the problem of

cyberstalking, which is a form of stalking that occurs in the cyberspace.

All of these researchers falls into the broader area of cyber-safety and privacy in

computer science. However we have found no technical breakthrough specifically

focusing on abnormal attention detection and the problem of online interpersonal

surveillance. Online interpersonal surveillance is different from cyberstalking as the

former is much more hidden. This may be due to the complex nature of the type of

online user interactions and the actions generally associated with relationships among

users. As pointed out in (Pittaro, 2007), despite decades of criminological research,

there has not been a generally agreeable definition of abnormal attention and online

interpersonal surveillance. The goal of our result is to bridge the gap by investigating

abnormal attention and interpersonal surveillance in a formal, computational perspective

and hopefully develop useful technologies that help with the prediction and detection of

them. Moreover, we aim to use agent-based approach to detect abnormal attention and
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online interpersonal surveillance from agent local views and a global view respectively.

Due to the complex and heterogeneous of agents’ behaviours in OSNs, agent-based

approach is preferred to be used in our research.



Chapter 3

Detecting Abnormal Attention in

Online Social Networks from Local

Views

3.1 Introduction

Abnormal attention is regarded as a user paying excessive attention to another, which is

far beyond the level of their real relationship. It is hard for a user to detect potential

risks without the knowledge of the entire OSN, e.g., the network topology, other users’

activities, etc. In addition, messages posted by users are related to their personal privacy

and cyber security. It is almost impossible for a normal user to gain the information

about other users’ behaviours from a global view without the invasion of other users’

privacy. Hence, a major challenging issue is how a user can know who has paid how

much attention to him/her from a local view. In this chapter, we propose a computational

model to facilitate a user to analyse received attention and detect potential abnormal

attention in OSNs from his/her local view only. We only take users’ local views into

consideration to protect other users’ privacy in the OSNs. Meanwhile, in most OSNs

19
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applications, it is very hard to have a global view for an individual user.

3.1.1 Agent-based Modelling for Abnormal Attention Detection

In this thesis, an online social network is considered as a Multi-agent System (MAS),

which consists of a number of agents. Human users are represented as agents, which

can take different types of actions, including posting articles, leaving comments to

other people’s posts, or reading posts. These actions result in different types of mutual

relationships among users (agents). Some of these relationships are not formed through

interactions, or with the awareness of the users. For example, a post on Weibo1 can

be viewed by any registered users regardless of whether the viewer has followed the

owner of the post or not. Similarly, cyberspace supports communications between two

users regardless whether they know each other or not. With this view in mind, in the

proposed approach, various interactions and relationships are considered.

Agent local view: As mentioned earlier, it is hard for an individual user to possess a

global view in an OSN. Hence, in the proposed approach, each agent analyses received

attention based on its local view. The local view of Agent vi contains the information

about the behaviours taken by other agents, which are associated with itself. Namely,

vi is aware of who once interacted with it, and who once read its posts. However, vi

is not aware of other agents’ actions which are not associated with itself or its posts.

As shown in Fig. 3.1 (refer to Section 1.3), there are three types of links among agents,

i.e., Physical Links, Interactive Links and Reading Links. The three types of links are

corresponding to the three actions taken by the users, i.e., post messages, read messages

and interact with others. Moreover, each agent can only make decisions based on its

local view. For example, in Fig. 3.1, the area of red oval is the local view of Agent V2.

Namely, Agent V2 can only collect information from its “neighbours”, i.e., agents who

1www.weibo.com

www.weibo.com
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interacted with it and/or read its posts.

Figure 3.1: Relationships among Agents and Agent Local View

The rest of this chapter is organised as follows. We formally describe the attention

model from agent local views in Section 3.2. In Section 3.3, we proposed a fuzzy-logic

based approach for detecting abnormal attention. Then, we discuss simulation and

experiments conducted in this research in Section 3.4. Finally, we conclude and mention

the future directions in Section 3.5.

3.2 Social Attention Model from Local Views

Definition 2 Individual Physical Distance (PDij) between Agents vi and vj is defined

as the number of agents (nodes) that the shortest path between vi and vj travels through.

We suppose that the weight of each Physical Link equals to 1, and use the Floyd-

Warshall’s shortest path algorithm (Floyd, 1962) to calculate the Physical Distance
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(PDij) between two agents. If PDij equals to 1, it shows Agents vi and vj are the

closest friends. When the value of the distance becomes larger, it means that the

relationship between vi and vj is further. For example, in Fig. 3.2, PD12 = 1, PD13 = 1,

PD23 = 1, PD34 = 1 and PD14 = 2.

Figure 3.2: The Example of PDij in 4 nodes Graph

Definition 3 Social Interaction Distance (IDij) is the measure of the interaction

frequency between Agents vi and vj . IDij can be calculated by using Equation 3.1.

IDij =
Iij
Ij

(3.1)

In Equation 3.1, Iij is the amount of interactions from vi to vj . Ij is the total amount

of interactions from all agents to vj . The Social Interaction Distance between vi and vj

(IDij) is the ratio of Iij against Ij .

Definition 4 The Message Reading Ratio RMij is the ratio of messages that Agent vi

read out of the total posted messages of vj . RMij can be calculated by using Equation

3.2.

RMij =
∣Rij ∣

∣Pj ∣
(3.2)

In Equation 3.2, Pj represents the set of messages which Agent vj posted. Rij represents

the set of messages posted by Agent vj which were read by vi. RMij is between 0

and 1. When RMij equals to 0, it means vi has not read any messages that vj posted.
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When RMij equals to 1, it means vi reads all messages that vj posted. If vi reads

most messages vj posted (i.e., RMij ≈ 1), it indicates that vi pays much attention to vj .

However, in such situation, we still cannot make the conclusion that vi pays abnormal

attention to vj . We have to consider their Physical Distance and Interaction Distance, as

vi and vj can be close friends or always frequently interact with each other. Therefore,

PDij , IDij and RMij are all affecting the detection result of abnormal attention.

3.3 Fuzzy-based Abnormal Attention Detection

As discussed in the previous section, PDij , IDij and RMij all need to be considered

for abnormal attention detection. In this research, we adopt fuzzy logic (L. A. Zadeh,

1965) (L. A. Zadeh, 1978), and aim to establish a computational model to capture the

linguistic states of these three factors.

In the proposed fuzzy-based approach, PDij , IDij and RMij are input paramet-

ers. The output from the fuzzy approach is Excessive Attention Index (EAij), which

indicates the excessive attention vi pays to vj at time stamp t.

3.3.1 Fuzzy Membership Functions

Input Parameters

We regard Physical Distance (PDij), Interaction Distance (IDij) and Message Reading

Ratio (RMij) as three input parameters in the fuzzy approach.

In terms of PDij , we define three fuzzy sets, i.e., “Close”, “Medium” and “Far”, to

capture the linguistic meanings of the Physical Distance. The membership functions

are shown from Equations 3.3 to 3.5.
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FPDClose(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, x ∈[0,1]

−x + 2, x ∈[1,2]
(3.3)

FPDMedium(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x − 1, x ∈[1,2]

1, x ∈[2,4]

−x + 5, x ∈[4,5]

(3.4)

FPDFar(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

x − 4, x ∈[4,5]

1, x ∈[5,∞)
(3.5)

IDij is fuzzified based on the following three fuzzy sets: “Frequent”, “Moderate” and

“Seldom”. The membership functions for the fuzzy sets are shown from Equations 3.6

to 3.8, respectively.

FIDSeldom(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, x ∈[0,0.1]

−10x + 2, x ∈[0.1,0.2]
(3.6)

FIDModerate(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

10x −
3

2
, x ∈[0.15,0.25]

1, x ∈[0.25,0.4]

−5x + 3, x ∈[0.4,0.6]

(3.7)

FIDFrequent(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

10x − 5, x ∈[0.5,0.6]

1, x ∈[0.6,1.0)
(3.8)

Apart from that, for RMij , linguistic meanings are defined as “High", “Medium"

and “Low". The membership functions for these three fuzzy sets are defined from



Chapter 3. Detecting Abnormal Attention from Local Views 25

Equations 3.9 to 3.11.

FRMLow(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, x ∈[0,0.2]

−10x + 3, x ∈[0.2,0.3]
(3.9)

FRMMiddle(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

10x −
5

2
, x ∈[0.25,0.35]

1, x ∈[0.35,0.55]

−10x −
13

2
, x ∈[0.55,0.65]

(3.10)

FRMHigh(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

10x − 6, x ∈[0.6,0.7]

1, x ∈[0.7,1.0]
(3.11)

Output Parameter

Excessive Attention Index (EAij) is the output parameter in the fuzzy approach. We

fuzzify it based on the five fuzzy sets, i.e., “low”, “more or less low”, “medium”, “high”,

“very high”, and their degrees of memberships are calculated from Equations 3.12 to

3.16.

FAILow(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, x ∈[0,0.08]

−
100

7
x +

15

7
, x ∈[0.08,0.15]

(3.12)

FAILessLow(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

25

3
x −

2

3
, x ∈[0.08,0.2]

1, x ∈[0.2,0.3]

−20x + 7, x ∈[0.3,0.35]

(3.13)
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FAIMedium(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

10x − 3, x ∈[0.3,0.4]

1, x ∈[0.4,0.55]

−10x +
13

2
, x ∈[0.55,0.65]

(3.14)

FAIHigh(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

10x − 6, x ∈[0.6,0.7]

1, x ∈[0.7,0.8]

−20x + 17, x ∈[0.8,0.85]

(3.15)

FAIV eryHigh(x) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

20

3
x − 5, x ∈[0.75,0.9]

1, x ∈[0.9,1.0]
(3.16)

3.3.2 Fuzzy Inference

We perform the fuzzy reasoning to evaluate the Excessive Attention Index between

two agents based on the three fuzzy inputs. The fuzzy rules are represented by a three

dimensional matrix, and shown from Tables 3.1 to 3.3 (each table is for PDij with a

particular value).

Table 3.1: Fuzzy Rule Base Matrix when PDij is “Close”

PPPPPPPPPIDij

RMij High Middle Low

Frequent Low Low Low
Moderate More or less low Low Low
Seldom More or less low Low Low

Based on Tables 3.1 to 3.3, we can find the fuzzy rules to infer the attention index

as “low”, “more or less low”, “medium”, “high” and “very high”.

We adopt one of the most commonly used compositional operation Max-min op-

eration (L. Zadeh, 1973), to calculate EAtij values. The output membership degree



Chapter 3. Detecting Abnormal Attention from Local Views 27

Table 3.2: Fuzzy Rule Base Matrix when PDij is “Medium”
PPPPPPPPPIDij

RMij High Middle Low

Frequent Medium More or less low More or less low
Moderate High Medium More or less low
Seldom High Medium Medium

Table 3.3: Fuzzy Rule Base Matrix when PDij is “Far”

PPPPPPPPPIDij

RMij High Middle Low

Frequent High Medium More or less low
Moderate Very High High Medium
Seldom Very High Very High High

µ(EAtij) can be calculated from Equations 3.17 to 3.18.

Minδ =(µα(PDij), µβ(IDij),

µγ(RMij))

(3.17)

µ(EAtij) =Max(Minδ) (3.18)

3.3.3 Defuzzification

In the previous subsection, we define the linguistic states mapped to the fuzzy sets and

fuzzy rules. We also need to obtain a real value for each time stamp. Here, we adopt

Center of Area (COA) defuzzification method (Wang, 1992) to calculate the value. The

defuzzification equation is shown in Equation3.19.

EAtij =
∑
N
i=1 yi × µEAtij(yi)

∑
N
i=1 µEAtij(yi)

(3.19)
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, where yi is the output from the output membership functions (refer to Equations 3.12

to 3.16); µEAtij is the membership degree (refer to Equation 3.18). The real value of

EAtij can be calculated. N is the total number of fuzzy rules yi satisfies.

Furthermore, the Average Excessive Attention Index vj received from all other

agents in the tth time stamp EAtj can be calculated by using Equation 3.20.

EAtj =
∑
N
i=iEAtij −MaxEAtij

−MinEAtij
N − 2

(3.20)

, where MaxEAtij is the maximum value of EAtij from all agents to vj in the tth time

stamp. MinEAtij is the minimum value of EAtij from all agents to vj .

Definition 5 The Difference Excessive Attention Index DEAtij is the difference of

EAtij and EAtj at the tth time stamp. DEAtij can be calculated by using Equation 3.21.

DEAtij =

⎧
⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪
⎩

EAtij −EAtj

EAtj
EAtij > EAtj

0 EAtij ≤ EAtj

(3.21)

We consider that DEAtij indicates the degree of abnormal attention vi pays to vj at

time stamp t. From Equation 3.21, it can be seen that EAtij contributes to DEAtij when

it is greater than EAtj . Namely, DEAtij is 0 when the attention paid by vi to vj is less

than average.

Definition 6 The Accumulated Difference Excessive Attention Index (ADEAtij) from

vi to vj at time stamp t = n (n ≥ 0) is the accumulated value of DEAtij . It indicates the

accumulated abnormal attention vi pays to vj in the period from t = 0 to t = n. It can

be calculated by using Equation 3.22.

ADEAtij =
n

∑
t=0

e−
∆t
λ DEAtij (3.22)
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, where ∆t is the time difference between the tth time stamp and the beginning. We also

introduce a diminishing factor, i.e., e−
∆t
λ , to gradually decrease the impact of abnormal

attention over time. We adopt weighted moving average method (Holt, 2004), in order

to strengthen the influence of data which is close to the current time stamp and eliminate

the effect of out of date data.

ADEAtij indicates the accumulated abnormal attention from vi to vj , whenADEAtij

becomes larger and quickly increases, it means vi pays abnormal attention to vj con-

tinually in the period of ∆t.

3.4 Experiments and Analysis

We performed experiments on synthetic data generated based on a real-world network

topology. We collected network topology data from website and generated data as users’

behaviours in OSNs. In the experiments, we considered two types of users, i.e., ordinary

users and star users. Ordinary users follow others and at the same time are followed by

other people. Ordinary users’ indegrees are no larger than their outdegrees. Star users

want their fans to pay high attention to them, and their indegrees are much larger than

their outdegrees. Ordinary users and star users represent two typical types of users in

OSNs according to the number of users they followed or followed by others. We aim to

indicate our model can fit different types of users in different situations.

In the experiments, the network topology is extracted from the Blogs network graph

from the Konect dataset (Konect Network Dataset, n.d.). This directed network contains

front-page hyperlinks between blogs in the 2004 US election. It contains 1224 vertices

and 19025 edges.

Users can have normal behaviours and abnormal behaviours in the network. For

normal behaviours, users randomly post messages, read messages and interact with

others. For abnormal behaviours, users still randomly post messages, but purposely
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read messages and interact with some particular users. For example, we assume vi pays

abnormal attention to vj . vi reads most messages posted by vj and his closest friends.

At the same time, vi seldom has interactions with vj . Namely, vi hides himself/herself

in the social network but continually and incredibly reads the messages from vj .

3.4.1 Experiment 1: Ordinary and Star Users under the Normal

Attention

Experiment 1 aims to indicate our model fits users in different social statuses. We

generate normal behaviours for all agents. They all randomly post messages, read

messages and interact with each other. Then we selected a star user vs and a ordinary

user vo, and analyse their received attention from one particular user vi.

In Fig. 3.3, we plot the Excessive Attention Index (EAtij) from the local view of a

star user and an ordinary user. The horizontal axis represents the time stamps while

the vertical axis indicates the ranges of Excessive Attention Index EAtij which users

received from other users. The plot clearly demonstrates that the star user received

much higher attention than the ordinary user. The value of EAtis is from 35 to 40, while

the value of EAtio is from 0 to 5. The value of EAtis is nearly 9 times higher than the

value of EAtio in each time stamp. This is because that, when a user is a star user in

the network, it means that the user has high in-degree and more users will pay higher

attention to him/her. In Fig. 3.4, we plot the Difference Excessive Attention Index

DEAtij , which calculates the differential ratio of EAtij and EAtj . Though the curve of

ordinary user has sharply increased and decreased, the value of DEAtij always stays in

at low level which is less than 0.8. For the star user, the DEAtij values are also at a low

level, even when the EAtij values are high (refer to Fig. 3.3).

Fig. 3.5 plots the Accumulated Difference Excessive Attention Index (ADEAtij) that

the star user and ordinary user received from one agent. The curves are corresponding
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Figure 3.3: The Excessive Attention Index star user and ordinary user received from normal behaviours

Figure 3.4: The Difference Excessive Attention star user and ordinary user received from normal
behaviours

to the tendency of the star user and ordinary user respectively. For the star user, the

values are between 0 to 0.5. For the ordinary user, though the ADEAtij value is higher

than the star user, it is below 2 and fluctuates which is in the normal range.

Figure 3.5: The Accumulated Difference Excessive Attention star user and ordinary user received from
normal behaviours
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3.4.2 Experiment 2: Detect Abnormal Attention

In Experiment 2, we focus on how to detect abnormal attention. We set one user va

pays abnormal attention to another user vb while all other agents (e.g., vc) have normal

behaviours in the network.

Fig. 3.6 shows the values of Excessive Attention Index of users under normal

attention (EAtac) and abnormal attention (EAtab). We compare the value of the top line

which indicates the agent received attention from abnormal behaviours with the value of

the bottom line which is from normal behaviours. The line corresponding to the agent

who has abnormal behaviours on another agent always has higher EAtab value than the

one who has normal behaviours in each time stamp.

Figure 3.6: The Excessive Attention Index from abnormal behaviours and normal behaviours

Fig. 3.7 shows the Difference Excessive Attention Index. If a user has abnormal

behaviours, he might pay higher attention to his target. The value ofDEAtab of abnormal

behaviours are all positive, it means the user always pays higher attention to the target

and higher than the target’s social status. The value of DEAtac of normal behaviours

are located around 0 in the 6 time stamps during the 10 time stamps, which indicates

the user pays normal attention to the target.

In Fig. 3.8, we plot the Accumulated Difference Excessive Attention Index versus

time. With the time goes by, both two curves show the different tendency. Since

the beginning, the two curves start from a low value which represents that the agent

received nearly similar Excessive Attention Index from abnormal behaviours and normal
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Figure 3.7: The Difference Excessive Attention Index from abnormal behaviours and normal behaviours

behaviours. The value of the top line which represents abnormal behaviours dramatically

increases in a continuous style, which represents vi continuously pays higher attention

to the target. The value of the bottom line which represents normal behaviours has

fluctuated which has slowly increased and slightly decreased, also it stays between 0

and 1.5. Hence our model clearly detects the abnormal attention in the network.

Figure 3.8: The Accumulated Difference Excessive Attention Index from abnormal behaviours and
normal behaviours

3.5 Summary

In this chapter, we proposed a fuzzy logic-based approach for detecting abnormal

attention in OSNs. Experimental results demonstrated that the proposed approach can

effectively detect abnormal attention in different situations with local information of
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individual users. Namely, it can achieve abnormal attention detection without a global

view or the invasion of other users’ privacy. We claim that the proposed approach is

more suitable for real-world OSN applications.



Chapter 4

A Measure of Online Interpersonal

Surveillance from Global Views

4.1 Introduction

In Chapter 3, we focused on detecting the abnormal attention from agents’ local views.

Though we protect personal privacy, it is extremely hard to detect online interpersonal

surveillance behaviours from local views. Online interpersonal surveillance refers to

the excessive, unreciprocated and persistent pursuit of a person with abnormal attention

through cyberspace. It does not necessarily lead to harassment and harm (Spitzberg

& Hoobler, 2002). Moreover, the surveillance may not all be negative as in the case

of e.g. government surveilling potential criminal activities. For convenience, we call

the person who carries out the monitoring a watcher, and the person being watched the

target. We aim to detect interpersonal surveillance from global views and suppose we

can gain the whole information from OSNs.

Investigators of online interpersonal surveillance face several severe challenges: (1)

Online users may purposely expose private information online, making surveillance

extremely easy; any online user may derive information regarding another’s occupation,

35
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habits, and location with little effort. (2) The watcher may be at an arbitrary physical and

social distance from the target, making detection extremely difficult. (3) Interpersonal

surveillance is largely victim-defined, that is, the level of seriousness of a particular

incident is determined by how much intimidation the target perceives upon its exposure

(Reno, 1999); hence the boundary between surveillance and benevolent information

seeking is hard to define. Despite serious research efforts, there have not been major

technical advancements in the detection and prevention of interpersonal surveillance

(Pittaro, 2007). In view that anyone has the potential to be a watcher, one needs a

behavioral approach rather than summarizing personal attributes.

Hence, we need to collect the detailed propagated information and users’ behaviours

in the OSNs from a global view. If we only focus on a user’s local view which

is based on the user himself/herself, the user only knows what happened to his/her

neighbours. We want to detect the agent who is surveilling others. In this situation,

we have to let users know not only their neighbours’ behaviours but also behaviours

of their neighbours’ neighbours. Namely, only from a global view, we can well define

interpersonal surveillance.

In this Chapter, we focus on the problem of Online Interpersonal Surveillance which

is a more serious problem than a user paying abnormal attention to others. Towards

modelling Interpersonal Surveillance, we give a quantitative definition of the attention

from a global view that a user pays to others from message-based and Network-based

aspects. We suppose we can collect the whole information that posted and read by the

whole users in OSNs.

The rest of this chapter is organised as follows: Section 4.2 focuses on social

attention from a global view, which forms the core of our model. We support our model

with several case studies on special network topologies. Section 4.3 presents the measure

of interpersonal surveillance. Section 4.4 discusses simulation and experimental results

on both synthesized and real-world networks. Finally, Section 4.5 closes this chapter.
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4.2 Social Attention Model from Global Views

We consider two perspectives of social attention from agent a to b. The first is a micro

perspective: the attention a pays to b depends on the posts and reads of a and b. The

second is a macro perspective: the link structure of the network affects attention from a

to b. We propose a definition that takes into account both factors.

As we have defined the model of social network and user interactions in previous

Chapter, we further require that for all v ∈ V , post(v) ∩ read(v) = ∅. It is important

to note that while post(v) are usually maintained and accessible by OSNs, extracting

read(v) is much harder. As studied in (Tagarelli & Interdonato, 2015), a large amount

of Internet users are apparently inactive and restricts their online activities to reading

others’ posts. Nevertheless, it is not unimaginable to build functionalities into an OSN

which records when a user clicks on another’s profile or posts (Chaabane, Kaafar &

Boreli, 2012). Therefore, we abstractly characterize the states of an OSN using the post

and read functions and assume them accessible through the network logs.

Message-based attention In the micro level; we measure attention by comparing

the set post(b) against the set read(a). If post(b) and read(a) are similar, then the

agent a reads mostly the posts of b, which naturally implies that a pays attention to

the messages of b. To measure similarity between two sets, we adopt the well-known

Jaccard distance.

Definition 7 Given an instance s = (post, read) of a network G, the M-index from a

to b is defined as

ms(a, b) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

∣read(a)∩post(b)∣
∣read(a)∪post(b)∣ if a ≠ b,

1 otherwise
(4.1)

Network-based attention The M-index only measures an agent’s interests in the

messages posted by another agent, which is not necessarily identical to the attention on
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the target agent. For example, a may read messages posted by b in the hope to monitor

a friend c of b; while no message posted by c is read by a, a’s primary intention is the

surveillance of c. This method of “indirect” information gathering has been regarded as

a great privacy risk (Mislove, Viswanath, Gummadi & Druschel, 2010). We next define

a Markov chain model to capture the network effect on social attention.

4.2.1 Network topology effect of social attention

A stochastic (row) vector is a vector whose entries are non-negative real numbers and

add up to 1. A stochastic matrix is a square matrix where each row is a stochastic vector.

Definition 8 A (finite state, time-homogeneous) Markov chain is a tuple M = (Q,P )

where Q = {q1, q2, . . . , qn} is a finite set of states and P = [Pij] is a n × n stochastic

matrix, called the transition matrix of M .

The Markov chain M represents discrete-time stochastic process X0,X1, . . . where

Pij ∈[0,1] represents the transition probability of the process from state qi to state qj .

Let v⃗t = (vt,1, . . . , vt,n) denote the probability distribution of the stochastic process at

time t, i.e., vt,i represents the probability that at time t the process is in state qi. Then

v⃗t = v⃗t−1 ⋅ P . A state q ∈ Q is said to be accessible from a state p, written p → q, if

there is t > 0 with Pr(Xt = q ∣ X0 = p) > 0. Two states p, q are said to be in the same

communication class if both p→ q and q → p. A communication class is closed if the

probability of leaving the class is zero.

The Markov chain (Q,P ) is primitive if there is some t > 0 such that every entry

in the tth-power P t is positive. When the Markov chain consists of more than one

communication class, we say that a communication class C is primitive if the sub-matrix

of P restricted to elements in C is primitive.

Definition 9 The Markov chain M = (Q,P ) is centered if only one communication

class of M is closed, and the only closed communication class is primitive.
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In particular, any primitive Markov chain is centered. The following is a special case

of the Perron-Frobenius theorem, a classical result on the limiting behavior of linear

systems.

Theorem 1 (Perron-Frobenius (Meyer, 2000)) LetM = (Q,P ) be a centered Markov

chain and the initial state of the chain Ð→v0 . There is a unique row vector Ð→πM , called

stationary distribution of M , such that limt→∞P t =
Ð→
1 ⋅
Ð→πM where

Ð→
1 is the column

vector with all entries 1 and Ð→πM denotes a stochastic vector where Ð→πM ⋅ P =
Ð→πM .

Now we introduce a Markov chain model of social attention. Let G = (V,E) be a

network with instance s. In Table 4.1, we summarize the variables used in this section.

Table 4.1: Variables and their definitions

a, b, c Agents in V
ms(a, b) the M-index of a, b
Ea the set of edges E ∖ {ba ∣ b ∈ V }

r correlation ratio in the range (0,1]
dega(b) Relative degree of b= ∣{c ∣ bc ∈ Ea}∣+r ⋅∣{c ∣ bc ∉ Ea}∣
Ts,a Attention transfer matrix for a in instance s
δa(b) ∣{c ∣ bc ∈ Ea}∣/dega(b)
Ws,a(b) ∑bc∈Ea(ms(a, c) + 1)
W ′
s,a(b) ∑bc/∈Eams(a, c)

Fix an agent a, we aim to measure how much attention a pays to other agents. We

conceptualize the following attention allocation stochastic process: For every b ∈ V ,

define a random variable Xa,b,t for the amount of attention a pays to b at step t. At step

t = 0, we assign Xa,a,0 = 1 and Xa,b,0 = 0 for b ≠ a. Suppose the attention at step t ≥ 0 is

determined. We define the allocation at step t + 1 based on two intuitions:

1. The first intuition is about M-index. Let c be an agent such that ms(a, c) > 0. At

step t + 1, a certain amount of attention of a will be moved from any agent b ∈ V

to c; this amount depends on the value of ms(a, c): a higher value of ms(a, c)

means c receives more attention.



Chapter 4. Online Interpersonal Surveillance 40

2. The second intuition is about link structure of G. If bc is an edge in G. At step

t + 1, a certain amount of attention of a will be moved from b to c. The amount

depends on the out-degree of b as well as the M-index.

The stochastic process does not involve incoming transitions to a itself and thus the

edge set becomes Ea. If bc ∉ Ea, we think of b, c as linked by an absent tie: certain

attention of b from a may still be transferred to c (Granovetter, 1973). However, the

effect of such absent ties is naturally weaker than the actual edges. Hence we use the

correlation ratio r to define the relative degree deg(b) of b as in Table 4.1. We define

the matrix attention transfer matrix Ts,a as follows: For any b, c ∈ V ,

(1) if bc ∈ Ea, the percentage of attention transferred from b to c is Ts(a)[b, c] =

δa(b) ⋅
ms(a,c)+1
Ws,a(b)

Note that if ms(a, c) = 0, δa(b)/Ws,a(b) of the attention on b is

still transferred to c due to the edge bc;

(2) if bc ∉ Ea, the percentage of attention transferred from b to c is Ts(a)[b, c] =

(1−δa(b))⋅
ms(a,c)
W ′
a(b)

. Contrary to (1), ifms(a, c) = 0, then no attention is transferred

to c.

Lemma 1 For any network G, any instance s of G and a ∈ V , the attention transfer

matrix Ts,a is a stochastic matrix.

Proof 1 Take an agent b ∈ V . By definition, Ws,a(b) > 0 if and only if b has an

outgoing edge. If b has no outgoing edge, then ∑bc∈Ea Ts,a[b, c] = 0 = δa(b). If b has

some outgoing edges,

∑
bc∈Ea

Ts,a[b, c] =
δa(b)

Ws,a(b)
⋅ ∑
bc∈Ea

(ms(a, c) + 1) = δa(b)

∑
bc∉Ea

Ts,a[b, c] =
1 − δa(b)

W ′
s,a(b)

⋅ ∑
bc∉Ea

ms(a, c) = 1 − δa(b)

Thus ∑c∈V Ts,a[b, c] = 1.
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Lemma 1 implies that (V,Ts,a) is a Markov chain.

Lemma 2 The Markov chain (V,Ts,a) is centered.

Proof 2 For any b ∈ V , since Ts,a[b, a] = 1 − δa(b) > 0, b→ a. Let Ca ⊆ V be the set of

all agents accessible from a. Then Ca forms a closed communication class. Also, as the

diagonal entry in Ts,a corresponding to a is positive, Ca is primitive. Furthermore, any

other communication class in the Markov chain is not closed as they can all access a.

Hence the Markov chain is centered.

Combining Lemma 2 and Theorem 1, we obtain:

Theorem 2 For any agent a, the Markov chain (V,Ts,a) has a stationary distribution

Ð→πa.

Definition 10 The attention As(a, b) that agent a pays to b in instance s is defined as

the entry Ð→πa(b) in the stationary distribution Ð→πa.

4.2.2 Case Studies: Attention in Special Network Topologies

We study social attention in special network topologies. Through the case studies, we

show that our model stays consistent with intuition. Since the total attention of an agent

a sums to 1, we are only interested in the ratio As(a, b) ∶ As(a, c) between the attention

that a pays to b and to c.

Isolated agent networks

We first look at a network that does not contain any edges, i.e., E = ∅. In this case,

M-index naturally becomes the sole indicator of attention, as shown in the next theorem.

Theorem 3 LetG be (V,∅). For any a ∈ V , the attention that a pays to others satisfies:

∀b, c ∈ V, As(a, b) ∶ As(a, c) =ms(a, b) ∶ms(a, c)
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Proof 3 Suppose V = {1, . . . , n}. Fix a ∈ V . Let σa = ∑c∈V ms(a, c). ThenWs,a(b) = 0

andW ′
s,a(b) = σa for any b ∈ V . The bth row in the matrix Ts,a is (ms(a,1)σa

, ms(a,2)σa
, . . . , ms(a,n)σa

) .

Let Ð→πa be the stationary vector of Ts,a. We have Ð→πa ⋅ Ts,a =Ð→πa. Hence for any b ∈ V ,

πa,b = πa,1 ⋅
ms(a, b)

σa
+⋯ + πa,n ⋅

ms(a, b)

σa

=
(πa,1 +⋯ + πa,n)

σa
⋅ms(a, b)

Therefore ∀b, c ∈ V , πa,b ∶ πb,c =ms(a, b) ∶ms(a, c).

Loner with a clique

We consider network G that contains an isolated agent 0 and n others 1,2, . . . , n who

form a complete graph of order n (i.e. an n-clique). Detached from all others, 0 is a

loner in the network. Suppose 0 pays equal amount of attention to messages posted by

any other agent, i.e., for some fixed value k, ∀1≤b≤n,ms(0, b) = k.

Theorem 4 Suppose G is a loner with clique as above. Then As(0,0) ∶ As(0, b) =

2r(kn + 1) ∶ k(1 + k)(2r + n − 1) for any agent b ≠ 0.

Proof 4 Since 0 is an isolated node, Ws,0(0) = 0 and W ′
s,0(0) = kn+ 1. Hence the first

row of the matrix Ts,0 is ( 1
kn+1 ,

k
kn+1 , . . . ,

k
kn+1

).

Take any b ∈ {1, . . . , n}. Since b has an edge to any other nodes in {1, . . . , n},

W0(b) = (n − 1)(k + 1) and W ′
s,0(b) = 1 + k. Furthermore, δ0(b) = n−1

2r+n−1 . Hence

Ts,0[b,0] =
2r

(1+k)(2r+n−1) , Ts,0[b, b] =
2rk

(1+k)(2r+n−1) and for all 1 ≤ c ≠ b ≤ n, we have

Ts,0[b, c] =
(n − 1)(k + 1)

(n − 1)(k + 1)(2r + n − 1)
=

1

2r + n − 1
.

Let x be the amount of attention 0 pays to herself, and y be the amount of attention 0
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pays to others. Then we have

(x, y, . . . , y) ⋅ Ts,0 = (x, y, . . . , y),

corresponding to the following system of linear equations:

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1
kn+1 ⋅ x +

2rn
(1+k)(2r+n−1) ⋅ y = x

k
kn+1 ⋅ x +

2rk
(1+k)(2r+n−1) ⋅ y +

n−1
2r+n−1 ⋅ y = y

Solving this system of linear equations, we get the desired result x ∶ y = 2r(kn + 1) ∶

k(1 + k)(2r + n − 1)

To interpret Theorem 4, we consider two special cases:

(a) Suppose k = 0. Then 0 pays no attention to the messages posted by any agent

in the n-clique. In this case, 0 only pays attention to herself as αs(0,0) = 1 and

∀1≤b≤n,As(0, a)=0.

(b) Suppose k = 1. Then 0 pays full attention to others’ posts. Now, 2r(kn + 1) ∶

(1+k)(2r+n−1) = rn+r ∶ 2r+n−1 ≤ 1, which means the attentionAs(0,0) ≤ As(0, b)

for any 1 ≤ b ≤ n. In particular, as r gets closer to 0, the attention As(0,0) 0 pays to

herself decreases towards 0.

Loner with a star

An (in-coming) star network contains a node v with no outgoing edge, and all other

nodes link to v via edges, i.e., E = {uv ∣ u ≠ v, u ∈ V }. Thus v is the center. Suppose

G contains an isolated agent 0 and n other agents 1,2, . . . , n which form a star with

center 1. We study attention from 0 and assume that ms(0,1) = 0 and ms(0, a) = k for

all 2 ≤ a ≤ n. Despite not reading any message posted by 1, 0 may still pay attention to

1 as he reads messages from people linking to 1. This is verified by the next theorem.
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Theorem 5 Suppose G consists of a loner and a star as described above. Then for all

agents 2 ≤ b ≤ n, As(0,0) ∶ As(0,1) ∶ As(0, b) = 1 + rn ∶ k(n − 1) ∶ k(1 + rn).

Proof 5 Since 0 and 1 do not have any outgoing edge, Ws,0(0) =Ws,0(1) = 0 and

W ′
s,0(0)=W

′
s,0(1)=k(n− 1)+1. Then the first and the second row of the matrix Ts,0 are

both

(
1

kn − k + 1
,0,

k

kn − k + 1
, . . . ,

k

kn − k + 1
)

For any 2 ≤ b ≤ n, Ws,0(b) = 1, W ′
s,0(b) = k(n − 1) + 1 and δ0(b) = 1

rn+1 . Thus the row

corresponding to b in Ts,0 is

(
rn

(rn + 1)(kn − k + 1)
,

1

rn + 1
,

rnk

(rn + 1)(kn − k + 1)
, . . .

rnk

(rn + 1)(kn − k + 1)
)

Let x = As(0,0), y = As(0,1) and z = As(0,2). Then

(x, y, z, . . . , z) ⋅ Ts,0 = (x, y, z, . . . , z)

Hence we arrive at the linear system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x
kn−k+1 +

y
kn−k+1 +

zrn(n−1)
(rn+1)(kn−k+1) = x

z(n−1)
rn+1 = y

xk
kn−k+1 +

yk
kn−k+1 +

zrnk(n−1)
(rn+1)(kn−k+1) = z

whose solution gives us x ∶ y ∶ z = rn + 1 ∶ k(n − 1) ∶ k(rn + 1), as required.

When k = 1, the ratio in Theorem 5 becomes rn + 1 ∶ n − 1 ∶ rn + 1. In particular,

when r < 1 and n ≥ 2
1−r , k(n − 1) ≥ 1 + rn. This shows that when the star is large

enough, 0 puts more attention to the center 1 than to other agents.
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Chain network

Lastly we study chain networks, which consist of nodes 0,1,2, . . . , n and directed edges

(i − 1)i for all 1 ≤ i ≤ n. We assume that ms(0, a) = 1 for all a ∈ V .

Theorem 6 (Chain network) SupposeG is a chain network as above. ThenAs(0,0) ∶

As(0,1) ∶ ⋯ ∶ As(0, n) is 1 ∶ (1 + λ) ∶ (1 + λ + λ2) ∶ ⋯ ∶ 1 + λ + ⋯ + λn where

λ = (1 − r)/(rn + 1).

Proof 6 For any 0 ≤ i < n, Ws,0(i) = 1 and W ′
s,0(i) = n and δ0(0) = 1

rn+1; therefore

the ith row of the matrix Ts,0 is

⎛
⎜
⎜
⎜
⎝

r

rn + 1
, . . . ,

r

rn + 1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

i+1

,
1

rn + 1
,

r

rn + 1
,⋯,

r

rn + 1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n−i−1

⎞
⎟
⎟
⎟
⎠

We also have Ws,0(0) = 0 and W ′
s,0(n) = n + 1. Thus the last row of Ts,0 is

(
1

n + 1
,

1

n + 1
, . . . ,

1

n + 1
)

Let c0, c1, . . . , cn be the attention that 0 pays to 0,1,2, . . . , n, respectively. Then

(c0, c1, . . . , cn) ⋅ Ts,0 = (c0, c1, . . . , cn). Therefore

c0 =
r

rn + 1
(c0 + c1 +⋯ + cn−1) +

cn
n + 1

c1 =
r

rn + 1
(c0 + c1 +⋯ + cn−1) +

cn
n + 1

+
1 − r

rn + 1
c0

Hence 1−r
rn+1c0 = c1 − c0 and thus c1 = (λ + 1)c0. Similarly, for all 1 ≤ i ≤ n, we get

ci =
1−λi+1

1−λ c0 = (1 + λ + λ2 +⋯ + λi)c0, as required.

By Theorem 6, when r < 1, 0 pays more attention to nodes further down the chain, i.e.,

As,0(i) < As,0(i + 1) for i ≥ 1. This is consistent with intuition, as the agents form a
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chain of “following” relation. Furthermore, as the index i gets larger, the attention that

0 pays to i converges to limn→∞∑
n
i=0 λ

iAs(0,0) =
rn+1
rn+rAs(0,0).

4.3 Measure Online Interpersonal Surveillance

Past research identified a common trait of watchers as emotionally distant loners who

want to seek the attention and companionship of others (Spitzberg & Hoobler, 2002;

Pittaro, 2007; McFarlane & Bocij, 2003). The problem lies in the fact that these

individuals often become infatuated or obsessed with the target, but such a feeling is

not reciprocated. Hence, it is reasonable to view interpersonal surveillance as excessive

, persistent and unreciprocated attention. We next address each of these three attributes.

4.3.1 Excessive attention

As mentioned in Section 4.1, the judgement of excessive attention is victim-defined:

For those who enjoy being in the spotlight (such as an entertainer), a great amount of

attention is not problematic; for those who usually get little attention (such as a loner),

even a small amount of exposure may seem to be too much. Hence, when judging

whether an agent a pays excessive attention to another agent b, we should consider how

much attention b generally receives.

Definition 11 The average attention to agent b equals to

As(b) =
∑c∈V As(c, b)

∣V ∣
(4.2)

The relativized attention that a pays to b equals to

A′
s(a, b) =

As(a, b)

As(b)
(4.3)
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4.3.2 Unreciprocated attention

A large amount of attention is not necessarily problematic. For example, the relation

between intimate partners, closed friends, or family relatives, when the attention is

mutual. It is only when the attention is unreciprocated that the agent feels unfulfilled.

We can find that for all people in the world that it is not.

The reciprocity from agent a to b is Unreciprocated attention (Rs(a, b)). It can be

calculated by using Equation 4.4

Rs(a, b) = A
′
s(a, b) −A

′
s(b, a) (4.4)

Mutual attention between a, b happens in an instance s when Rs(a, b) = 0. A positive

reciprocity of attention means a pays more attention to b than the attention that b pays

to a.

4.3.3 Persistent attention

Surveillance consists of persistent attention that lasts a prolonged period of time. To

capture the temporal effect of surveillance, we accumulate the attention from one agent

to another over all instances of the network. For simplicity, we assume that the network

G stays unchanged. Given a sequence of instances s0, s1, . . . of G, we define the level

of surveillance from agent a to agent b as follows.

Definition 12 At time stamp t ≥ 0, the (t-step) surveillance index St(a, b) from a to b

is defined as

Rst(a, b) +
1

2
Rst−1(a, b) +⋯ +

1

t + 1
Rs0(a, b). (4.5)

Note that we impose a diminishing effect: the effect of attention in an earlier time

will gradually decrease over time. The surveillance index is a numerical measure of

the extend to which a is watching b. When a is not watching b, then we expect that the
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reciprocity Rs(a, b) to fluctuate around 0. When a is watching b, however, a pays a

persistent, unreciprocated and excessive amount of attention to j, which would result in

Rs(a, b) to be consistently positive. Thus the surveillance index St(a, b) will rise with

t.

Definition 13 Suppose G is a network and s0, s1, s2, s3, . . . is an infinite sequence of

instances of G. For any agents a, b in G, we say that a is a watcher of b if

lim sup
t→∞

St(a, b) =∞. (4.6)

4.4 Simulation and Experiments

We performed simulation and experiments on both generated random networks and real

world networks.

4.4.1 Simulating OSN

We used three random graph models to generate networks:

1) The first type (ER) is the Erdös-Rényi random graph model (Erdös & Rényi,

1959). The model takes as parameters a number n of agents and p ∈ [0,1]. Edges are

set up between nodes with probability p.

2) The second type (SF) is a scale-free graph model. Here, the fraction of nodes

having k edges is proportional to k−γ for some γ > 1 (hence the degree distribution

follows a power law) (Hein, Schwind & König, 2006). Our model is similar in spirit to

Barabási-Albert preferential attachment model (Barabási & Albert, 1999) but builds

a directed graph. The model takes as parameters a number n of agents and a smaller

number 0 < m < n. Initially, the procedure creates n agents {1, . . . , n} and links
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consecutive agents with edges so that they form a cycle of length n. The procedure then

links each node a to m randomly selected nodes, each time the probability of adding an

edge ab is proportional to the number of incoming edges to b. This creates a cumulated

advantage effect where the agent with a lot of incoming edges is more likely to get new

edges.

3) The third type (SW) is the Watts-Strogatz model that builds a graph with small-

world property (Watts & Strogatz, 1998). Small-world property is common in social

networks and implies that the graph has small average path length and high clustering

coefficient. The model takes as parameters a number n and a number k < n. The

procedure first creates a ring lattice of size n where each node has degree k and then

rewires each edge ab to another edge ac with probability p.

We defined instances of networks by generating post(a) and read(a) for each agent

a. The set post(a) is randomly selected from a large pool of messages. For any pair

(a, b) of distinct agents, we specify two types of reading behaviors:

1) The first type is benevolent reading. Here a does not purposely collect information

from b and therefore the set read(a) is randomly picked.

2) The second type is surveillance. Here a purposefully collects information regard-

ing b. In this case, a will tend to read more posts of b, as well as posts of those that are

close b. Hence we compute the distance dist(c, b) from any node c to b. The likelihood

of a reading a post by c decreases as dist(c, b) increases. To simulate a’s read, we apply

a stochastic urn process (Johnson & Kotz, 1977): We create a stochastic urn which

initially contains all messages. In each iteration, we do the following:

1. randomly pick a message ω from the urn,

2. find the agent c with the smallest dist(c, b) where ω ∈ post(c),

3. put a copy of each message ω′ ∈ post(d) such that dist(d, b) ≤ dist(c, b).
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Experiment 1: Network typologies effect on average attention

We generate all three types of networks that contain 500 agents and instances where

every agent practices benevolent reading (over 1000 messages). For the ER and SW

graphs, the probability p is 50% and for the SF graph, each node makes 200 edges to

others. This experiment looks at the average attention As(a) received by each agent a

in the network; See from Fig. 4.1 to Fig. 4.3. The horizontal axis represents the ranges

of As(a) while the vertical axis indicates the number of nodes in each range. The plot

for As(a) clearly indicates a power law distribution for the SF graph, but not for the ER

and SW graphs. This shows that the scale-free property of the SF graph clearly affects

the allocation of attention.

Figure 4.1: Distribution of average attention As(a) in ER graph.

Experiment 2: In-degree effect on attention index

We then compare the amount of attention to agents with high and low in-degrees. When

an agent has a high in-degree, it means that the agent is at the center of a large social

circle and hence should also receive high attention. From Fig. 4.4 to Fig. 4.5, we plot

the attention (in an SF graph) to two agents, one with in-degree 33 while the other

has in-degree 398. The plot clearly demonstrates that a node’s in-degree significantly
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Figure 4.2: Distribution of average attention As(a) in SF graph.

Figure 4.3: Distribution of average attention As(a) in SW graph.

affects the attention to the agent: while nodes with higher in-degree gets consistently

high attention from those around them, the attention from others to a node with lower

in-degree varies considerably. The node with a higher degree gets consistently high

degree from all others, while the node with a lower degree gets uneven attention from

others.

Experiment 3: Network density effect on surveillance index

This experiment tests how network density impacts the surveillance index. Density

refers to the number of edges in the graph. A high density means that in general users
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Figure 4.4: Attention to an agent with in-degree 33.

Figure 4.5: Attention to an agent with in-degree 398.

have more interpersonal ties and thus density indicates the level of user interactions in

an OSN. We generate all types of random graphs with different parameters. In each of

the graphs, we set one agent watching another agent, while all other agents are acting

benevolently. See Fig. 4.6 to Fig. 4.8for plots of surveillance index against time. The

line corresponding to the watcher dramatically increases in a continuous fashion, while

all other line fluctuates around 0. Hence our model clearly separates the simulated cases

of benevolent and surveillance behaviors.

For the ER model, we create graphs with edge probability p ∈ {0.15,0.5,0.85}. The

result shows that as the graph gets denser, the surveillance index in both the benevolent
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and surveillance cases gets smaller. This may be due to the increases in the average

attention to all agents. For the SF model, we create graphs with different out-degree of

nodes m ∈ {100,200,300}. For the SW model, we create graphs with different average

degree of nodes k ∈ {20,100,180}. There is no significant change in the surveillance

index in both the benevolent and surveillance cases.

Figure 4.6: Surveillance index versus time. While all benevolent users’ surveillance index fluctuates
around 0, the watcher’s surveillance index significantly and continuously increases and clearly shows
divergence. The is one agent watching another while all others are benevolent in ER model.

Figure 4.7: Surveillance index versus time. While all benevolent users’ surveillance index fluctuates
around 0, the watcher’s surveillance index significantly and continuously increases and clearly shows
divergence. One agent is watching another while all others are benevolent in SF model.

Experiment 4: Number of messages effect on surveillance index

The number of messages also measures the level of activities of an OSN. This experiment

aims to find out the effect of the amount of messages on the surveillance index. We use
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Figure 4.8: Surveillance index versus time. While all benevolent users’ surveillance index fluctuates
around 0, the watcher’s surveillance index significantly and continuously increases and clearly shows
divergence. One agent is watching another while all others are benevolent in SW model.

the SF model with an out-degree of 100 for each node. The number of total messages

ranges from 100, 500 to 10000. The results in Fig. 4.9 shows that as the total number of

message increases, the range of surveillance index also increases. However, the general

shape of the curve does not differ much.

Figure 4.9: SF model with m = 100 and total message =100, 500, 10000. Again the
watcher is clearly identifiable from the group as it rising continuously with time.

4.4.2 Surveillance Detection

When an agent a watches another agent b, the surveillance index St(a, b) will appear to

be “unusually high” as t gets large, i.e., a watcher will be the outliers in the distribution

of surveillance indices. We, therefore, ask if it is possible to automatically detect

surveillance behaviors based on this intuition.

In our experiments, we randomly select a number of agents and let them watch
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randomly selected victims. Fix an agent b and consider the distribution of surveillance

indices from all agents to b (given a specific time t), i.e., {St(a, b) ∣ a ∈ V }. Suppose

this distribution is normal, the probability density of surveillance index to b is given by

the following function.

Definition 14 The probability density of surveillance index can be defined as follows:

the probability that St(a, b) = x is

fa(x ∣ µb, σ
2
b) =

1
√

2σ2
bπ
e
−
(x−µb)2

2σ2
b (4.7)

where a, b are agents, µb, σb are the mean and standard deviation of all agents’ surveil-

lance indices to b, respectively.

Equation 4.7 shows the probability that an agent b gets certain surveillance index

from another agent a. For each b, we set a threshold to represent a boundary βb of

b’s tolerance to surveillance behaviors. The detection procedure for each agent b is

therefore the following:

1. Compute St(a, b) for each a ∈ V

2. If the probability that St(a, b) has the current value (computed by (4.7)) is below

βb, declare that a is watching b

We test the performance of the detection algorithm on both random networks and

real-world social networks (Konect Network Dataset, n.d.)1 (with simulated instances):

a Haggle network (HA), Jazz musician collaboration network (JZ) and a physician

social network (MI) and a manufacturing emails network (RA). Details of the networks

are shown in Table 4.2.

We use precision and recall to measure the performance of our proposed method for

surveillance detection. Let D be the set of all detected watchers and S be the watchers
1All real-world datasets are retrieved from: http://konect.uni-koblenz.de/
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Table 4.2: Details of real world networks

Networks HA JZ MI RA
Number of nodes 274 198 286 167
Number of links 28244 2742 1098 82927
Average degree 206 27 9 993

identified by the algorithm. The precision and recall of surveillance detection are,

respectively,

precision =
∣D ∩ S∣

∣D∣
and recall(a) =

∣D ∩ S∣

∣S∣

In the following experiments, we use a fixed setup to generate the OSN unless

otherwise stated. The fixed setup is: 1000 messages in total; ∣post(a)∣ = ∣read(a)∣ =

1000 for any agent a; the correlation ratio r = 0.65.

Experiment 5: Random networks

We first generate 10 instances of SF networks with the number of agents n = 200 and

m = 100. The number of watchers is chosen from the range {10,20,⋯,100} and the

number of time period is taken from the range {10,20,⋯,50}. We then generate 10

instances of each type of ER, SF and SW networks with varying parameters: edge

probability, agent number and rewiring probability. The boundary of any agent is set

to 1.0 × 10−4. As shown in Fig. 4.10 and Fig. 4.11, the recall in all cases are close to

1 which means that all watchers are correctly detected. Precision slightly increases as

more watchers appear in the network. In most cases, precision is higher than 70%. In

Fig. 4.10 (b), we see that the detection method has good performance already when

t = 10.
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Figure 4.10: (a) shows performance affected by number of watchers in SF networks;
(b) shows performance affected by the length of a time period in SF networks

Figure 4.11: Performance of random networks

Experiment 6: Real-world networks – Surveillance index and detection

We use the fixed setup to experiment on the mentioned real networks and set the

boundaries of agents 4.0 × 10−6. They all successfully detect watchers in networks with

high precision and recall as shown in Table 4.3. We further generate 10 instances for

each of the real-world networks with changing number of watchers. In Fig. 4.12, we

see improvements on performance as the network contains more watchers.

Table 4.3: The performance of surveillance detection on real-world networks

MI RA HA JZ
Precision 0.73 0.79 0.74 0.84

Recall 0.92 0.96 1.0 0.99
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Figure 4.12: Performance of real networks

Experiment 7: Real-world networks – Simulation with surveillance breaks

In real life, watchers do not necessarily intensively gather victims’ information across

all time instances. Rather, a watcher a may perform surveillance towards b in certain

instances while acting benevolently in other instances. Therefore, we suppose that

watchers have a interval of benevolent readings, called surveillance breaks, between

two consecutive instances of surveillance. For each mentioned real-world network, for

any length of surveillance breaks in {1,5,10}, we compute the watcher’s (and others’)

surveillance indices to the victim. As shown in Fig. 4.13 to Fig. 4.16, watchers exhibit

much higher surveillance index in comparison to non-watchers’ when the surveillance

break has length 1. When the surveillance breaks have length 5, the surveillance indices

display some clear “spikes”, which indicate periods of intensive surveillance. When

the surveillance breaks have length 10, the watchers’ surveillance indices become more

indistinguishable from other agents’ surveillance indices.
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Figure 4.13: Experiment 7.1-RA network.

Figure 4.14: Experiment 7.2-HA network.

Figure 4.15: Experiment 7.3-MI network.
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Figure 4.16: Experiment 7.4-JZ network.

4.5 Summary

In this chapter, we propose a new initiative towards a behavioral model of interpersonal

surveillance from a global view. By presenting interpersonal surveillance as a com-

putational problem, our research aims to contribute to the analysis, measurement and

detection of this important online user behavior. Using a novel, network-based model

of attention, we are able to define surveillance index, which is shown to differentiate

benevolent behavior from surveillance behavior.
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Conclusion and Future Work

An Online Social Network is regarded as a Multi-agent System, which consists of a

number of agents. Human users are considered as agents, which can take different types

of actions. The social network is defined as a directed graph in our research. Then we

modelled user interactions in OSNs like posting messages, interaction with other users

and reading messages.

Attention is an important and core concept in Online Social Networks. We defined

the attention as an invested interest from one person to another. In order to detect who

pays abnormal attention to others, we established fuzzy-logic based computational

model. At the same time, we only took users’ local views into consideration to protect

other users’ privacy. Then we considered more serious online interpersonal surveillance

situations, users may surveil others in OSNs. Online interpersonal surveillance is

regarded as a user paying excessive, unreciprocated and persistent attention to others.

We supposed we can collect the whole information from OSNs and each user knows

each others’ behaviours. We proposed a measure of interpersonal surveillance, giving

a numerical scale of the interpersonal surveillance, hence defining precisely what it

means for an individual to watch another.

There are also remaining a large number of interesting future works: 1) In real life

61
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any message carries a meaning, i.e., a piece of information that relates to certain topics.

By incorporating text mining techniques one may abstract and classify messages into

topics and improve the current model of social attention. 2) One important property of

real life social networks is that a user can hide behind multiple anonymous identities.

When surveil a target, each online identity of the watcher may engage in a collective

effort in collecting information, hence making the problem much harder. An effective

detection tool should take into account the identity masks of the users. 3) When surveil

a target, a watcher not only collects current post of the target but also retrieves historical

posts. More work is needed to extend the current attention model to historical data.
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