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Abstract 

The future of the Internet of Things (IoT) is envisaged to consist of a high amount of 

wireless resource-constrained devices connected to the Internet. Moreover, a lot of 

novel real-world services offered by IoT devices are realised by wireless sensor 

networks (WSNs). Integrating WSNs to the Internet has therefore brought forward the 

requirements of an end-to-end quality of service (QoS) guarantees.  

In this thesis, a QoS framework for integrating WSNs with heterogeneous data traffic is 

proposed. The concept of Adaptive Service Differentiation for Heterogeneous Data in 

WSN (ADHERE) is proposed based on the varying QoS factors and requirements 

analysis of mixed traffic within an IoT-based WSN. The objective of the QoS 

framework is to meet the requirements of heterogeneous data traffic in the WSN - in the 

domain of timeliness and reliability. Another objective is to implement an adaptive QoS 

scheme that can react to dynamic network changes.  

This thesis provides the literature analysis and background study for integrating a WSN 

which contains heterogeneous data traffic with the Internet. In the discussion of network 

modelling and implementation tools for the testing, this thesis provides an insight into 

the different tools that are available and their ability to investigate the concept of service 

differentiation among heterogeneous traffic within the IoT-based WSN network. 

Furthermore, the major components of ADHERE are presented in the Concept chapter. 

The major components are: a heterogeneous traffic class queuing model that 

encompasses a service differentiation policy, a congestion control unit and a rate 

adjustment unit that supports the adaptive mechanism.  

Network modelling and the simulation of an ADHERE QoS framework which is carried 

out primarily using the network simulation tool, Riverbed Modeler, are also presented. 

Additionally, a proposed co-simulation between Riverbed Modeler and MATLAB is 

introduced, which aims to provide a seamless QoS monitoring using the ADHERE 

concept. The simulation results suggest that real-time traffic achieves low bound delay 

while delay-tolerant traffic experiences a lower packet drop. This indicates that the 

needs for real-time and delay-tolerant traffic can be better met by treating both packet 

types differently using ADHERE. Furthermore, a verification and added-value to the 

ADHERE QoS model using a neural network is also presented. The learning 

capabilities in ADHERE optimise the QoS framework’s performance by 
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accommodating the QoS requirements of the network through the unpredictable traffic 

dynamics and when complex network behaviour takes place. Before concluding the 

thesis, the implementation of ADHERE QoS as a use-case on a physical test 

environment is also discussed. The test environment offers a flexible system that is 

capable of reacting to the dynamic changes of process demands. Physical network 

performance can be predicted by analysing the historical data in the background on a 

network simulator or virtual network. Finally, this thesis offers a conclusion with an 

indication of our future research work. 
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Chapter 1  Introduction 

Rapid technological advances in wireless communication systems, small-scale energy 

supplies, microprocessors, low power digital electronics and low power radio 

technologies today enable low-power multi-functional sensor devices to detect and react 

to changes in their surrounding environments. These sensors devices are equipped with 

a tiny microprocessor, a small battery and a set of transducers that are used to acquire 

information that reflects the changes in the surrounding environment of the sensor 

devices. Consequently, the emergence of low power and minute wireless sensor devices 

has led to the development of wireless sensor networks (WSNs). 

WSNs have been deployed in diverse applications such as health monitoring, 

environmental observation, structural monitoring, habitat monitoring and disaster 

management. With the emergence of various important WSN applications, the 

integration of WSNs with the Internet has become inevitable. The integration provides 

seamless access to the unattended devices, hence offering high-resolution knowledge 

about the sensed phenomena. Indeed, the integration of WSN to the cloud and through 

the Internet has become one of the prime technologies that bring the Internet of Things 

(IoT) to reality.  

In numerous WSN applications, the co-existence of two types of data traffic can be 

observed - those that must be sent promptly and those that must be sent reliably. Many 

applications also involve unpredictable traffic flows, typically from generations of 

bursts of data traffic during the occurrence of important events. This highlights the need 

for an application-specific mechanism that manages the heterogeneous data which also 

takes into account the traffic dynamics and the varying QoS requirements of different 

traffic types. 

This chapter starts with an overview of WSN and its role in the IoT. Then, the typical 

architecture of IoT-based WSN is presented. In Section 1.2, the research background is 

given, focussing on WSNs applications with heterogeneous data traffic, the traffic 

dynamics of mixed traffic and the pertaining traffic QoS domains classifications. Then, 

the research motivation, problem statement, research objectives and research 

contribution are identified in Section 1.3 to 1.5. Finally, the organisation of the thesis is 

outlined in Section 1.6.  
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1.1 WSN and the Internet of Things 

The future of the Internet of Things (IoT) is envisaged to consist of a high amount of 

wireless resource-constrained devices connected to the Internet. The pervasive presence 

of a variety of things or objects such as Radio-Frequency Identification (RFID) tags, 

sensors, actuators and mobile phones supports interactions and cooperation between 

these objects or things to reach common goals. This enables the  IoT [7, 8] to rapidly 

gain ground in the scenario of modern wireless telecommunications. WSNs integrated 

to the Internet allow for an autonomous and intelligent link between the virtual world 

and the physical world. Consequently, numerous novel real-world services offered by 

IoT devices are realised by WSNs. This Section discusses the role of WSNs in the IoT 

and gives an overview of the IoT architecture. 

1.1.1 WSNs Role in the Internet of Things 

The efforts to integrate WSN with the Internet have been around for more than a 

decade, especially with the emergence of many important WSN applications. The 

integration of WSN to the cloud [9] and through the Internet has also become one of the 

prime technologies that bring the IoT to reality. The multi-faceted potential of the IoT 

makes the development of a wide range of applications possible. These applications can 

be categorised into transportation and logistics, healthcare, smart environments, 

personal and social domains [7].  

By integrating WSN to the Internet, the notion of managing sensor nodes as well as 

accessing data streams produced by WSN from any geographical location can become a 

reality. The integration has become a solution for seamless knowledge sharing and 

large-scale testing. Realising the tremendous benefits of the integration, the area of 

networking WSNs with the Internet has gained considerable attention from the WSN 

research community over the past few years. 
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Figure 1-1 A typical WSN and the Internet integration topology 

Figure 1-1 shows a typical WSN and the Internet integration topology. WSNs, along 

with the Internet, enable a user or client to monitor a phenomenon of interest remotely. 

The sensor nodes are typically resource-constrained devices in terms of energy supply, 

storage capacity and computational capabilities. Each sensor node collects event data 

monitored around their vicinity and periodically sends its reading to a more powerful 

node which acts as a data warehouse, commonly referred to as the sink. In addition, 

multiple sinks may be required in a large WSN. For the Internet, hosts called the users 

(or clients) send queries for data collection and process the received query responses. In 

this typical architecture, an interface usually referred to as the gateway provides an 

interface between the sensor network and the Internet. Hence, it serves as the last mile 

of connectivity by bridging the WSN sink to the Internet. 

The most common integration approach is to employ a gateway-based solution [10, 11]. 

In this strategy, the sink, or the base-station of the WSN serves directly as an interface 

between the sensor network and the Internet. The sink operates as a gateway, i.e. a 

proxy, that performs the translation of lower layer protocols from the WSN to the 

Internet, and vice versa. There are variations to this solution, specifically by having 

different gateway capabilities, namely the application-level gateway solution and the 

delay-tolerant network (DTN) gateway [12] solution. Another approach is through 

direct integration of the IP stack on the smart sensor level, which makes it possible to 

connect WSNs and the Internet without requiring proxies or gateways. In this approach, 

the sink or the base-station acts as a router, mainly to forward the packets from and to 

sensor nodes. An overview of IP-based integration over recent years is given in [13].  

In many circumstances nowadays, disparate WSNs need to be integrated into one virtual 

sensor network over wired/wireless networks to provide comprehensive services to 

users [14]. For example, in some WSN applications, the actual condition of a 
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phenomenon may be determined through a combination of sensory data from nodes that 

may be constituents of different WSNs. Figure 1-2 shows a simple diagram of WSN 

islands connected through the Internet. 

 

Figure 1-2 Integration of isolated WSNs 

1.1.2 IoT Architecture 

Figure 1-3 shows a typical IoT-WSN architecture. The network is established with 3 

tiers comprised of physical sensor devices, Internet interface and remote server or cloud 

support architecture.  

 

Figure 1-3 IoT architecture 

The lowest tier consists of physical devices such as the sensor nodes and edge routers. 

Sensor nodes send captured data to the edge router, which acts as a sink to the WSN. The 

routers are typical IP addressable sensor nodes representing an IoT access point that gains 

connectivity to the cloud server through the Internet routers. Data passes through the 

multi-hop Internet routers, which eventually reside in the cloud where data accumulation 
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and data abstraction take place. Next, the intermediate level consists of the Internet as the 

interconnection backbone. This architecture is one of the common approaches when 

integrating the WSN to the Internet as discussed in the previous section and categorised 

as the gateway solution [15]. Finally, the upper level represents the IoT virtual cloud 

infrastructure and user terminals. Data from the physical sensor nodes are pushed to the 

IoT cloud server through the edge router.  

The common services and applications offered to the IoT include reporting, analytics 

and control of the physical devices. To provide IoT services and applications to end 

users, the system may be equipped with a database for storing and reporting related 

historical data and a software environment for hosting analytics and control activity. 

This is demonstrated in [16, 17] which categorised the IoT applications and their 

associated service model when identifying the QoS requirements related to the 

application domain. Indeed, the QoS requirement is closely dependant on the end-to-end 

interaction in a cloud centric IoT framework [8]. Hence, the research background 

involves the domains of application-specific WSN QoS and its relevance to the 

application traffic’s QoS requirements. This is discussed in the next section. 

1.2 Research Background 

It is evident that the concept and emerging applications of the IoT-based WSN have 

promoted a diverse research effort among the industry and academic community. Work 

in this area mainly involves IoT architecture and its future direction, surveys of its 

applications and enabling technologies [7] and security [18, 19]. Nevertheless, there 

have been efforts investigating the QoS issues in the IoT [17], particularly for specific 

IoT applications [20]. In addition, the QoS support in WSNs remains an open research 

field from various perspectives [21]. The background to this research is formulated 

within the context of the WSN application with heterogeneous traffic types and the 

relevant QoS requirements. Therefore, WSN applications with heterogeneous data 

traffic are discussed in the following section. This is followed by a consideration of the 

traffic dynamics of the WSN application and then the domain of QoS requirements in 

WSN. 

1.2.1 Heterogeneous Data in WSN Applications 

WSN can be deployed in various domains and applications such as agriculture and 

environmental sensing, health care, wildlife or habitat monitoring, military surveillance, 

home automation and security. There has also been a growing deployment of wireless 
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multimedia sensor networks (WMSN) [22] and an extended application of WSNs. A 

WMSN is equipped with a multimedia device such as a miniaturised microphone, 

battery or video transceiver. A WMSN sensor node may have different sensors that 

gather different data at a different sampling rate. WMSNs can also transmit multimedia 

data such as still images, video, and audio streams along with the ability to monitor 

data. It is evident that the co-existence of at least two types of data traffic can be 

observed in many WSN applications – real-time data and delay-tolerant data. The traffic 

data within an application typically differ regarding the time required for information to 

be sent to the destination.  

An inspired example of a WSN application consisting of different data types is the MIT 

CarTel project [23], which collects multiple real-time and delay-tolerant data within a 

vehicular network. In this network, a mobile sensor computing system was designed 

and implemented to collect, process, deliver and visualise data from sensors located on 

mobile units such as automobiles. A node in the WSN application is a mobile embedded 

computer, coupled to a set of sensors. Each node gathers and processes sensor readings 

locally before delivering them to a central portal, where the data is stored in a database 

for further analysis and visualisation. Data on cars is delivered to a portal, where users 

can browse and query it via a visualisation interface and local snapshot queries. 

The application provides a simple query-oriented programming interface and handles 

large amounts of heterogeneous data from sensors. Such data may include GPS data 

about road traffic speed and delays, the quality and prevalence of Wi-Fi access points 

on drive routes, images from an attached camera and onboard automotive diagnostic 

data. In addition, the nodes rely primarily on opportunistic wireless connectivity to the 

Internet, or to "data mules" such as other mobile nodes to communicate with the portal. 

The system’s applications run on the portal, using a delay-tolerant continuous query 

processor to specify how the mobile nodes should summarise, filter and dynamically 

prioritise data. The collected and processed data is accessible to users through the portal 

of a website. 

1.2.2 QoS Domains Classifications 

QoS refers to the kind of quality perceived by the user or application. In networking 

communities, QoS is interpreted as a measure of service quality that the network offers 

to the end user or application. QoS has also been defined as a set of service 
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requirements that are fulfilled when transmitting a stream of packets from source to 

destination. 

The advent of multiple traffic types in WSNs highlights the need for a QoS mechanism 

to handle this heterogeneous traffic data. Real-time and delay-tolerant data have 

different QoS requirements. Typically, real-time data need to be sent in promptly, and 

delay-tolerant data is sent to the destination reliably. Therefore, the QoS requirements 

can be classified into two domains: timeliness and reliability [21, 24]. Within the 

timeliness domain, different types of data may have different deadlines – some may be 

shorter, and others may be longer. Similarly, the sensory data may also have diverse 

reliability requirements – some data can tolerate a certain percentage of loss during 

transmission, whereas others may need to be delivered to the destination without any 

loss. 

For example, the real-time and the delay-tolerant data in the vehicular network project 

[23] introduced in Section 1.2.1 are represented by GPS data and road-surface 

anomalies data, respectively. The real-time data is defined as the GPS data from the 

vehicles – they need to be collected quickly as they are used to model traffic delay; 

however, they do not necessarily need to be sent reliably. On the contrary, the data that 

detects road-surface anomalies such as potholes is categorised as the delay-tolerant data 

– they require high reliability to avoid false alarm, but do not need to be sent quickly.  

An animal farming application [25] which consists of animal farms tagged with sensor 

nodes may generate two types of packets – one for the environment data of the 

surrounding environments and the other for the health condition of the herds. The 

former is considered to be delay-tolerant data. The latter must be sent quickly, 

especially during emergencies, hence is assumed to be real-time data.  

1.2.3 Traffic Dynamics  

In various WSN applications, the occurrence of an important event can suddenly 

generate a burst of data traffic. Data in a WSN are normally generated and sent 

periodically to the sink. However, a burst of data traffic can also be suddenly generated 

when an important event is triggered or detected. This is demonstrated in WSN 

applications such as fire hazard monitoring applications [26] and intruder detection 

systems [27].  



8 

In an application of fire hazard monitoring [26], the burst of data in a bushfire 

application when a fire occurs is considered to be very critical. Hence, different data 

packets generated within the network might have differing importance. Typically, the 

network should make more effort to deliver higher priority packets. 

Traffic dynamics can also be seen in an intruder detection systems [27] [28]. Typically, 

data in an intruder detection application is periodically sent to the sink node. However, 

when an important event occurs in the system, the sensor node that detected the event 

should send an alarm message to the sink. This alarm message could be in the form of 

multiple packets containing information such as the time and place of the intrusion. 

Usually, this kind of high priority occurs in bursts. In other words, high priority traffic 

is generated within a short period, while low priority traffic exists in the network and 

periodically generates thousands of packets. 

1.3 Research Motivation 

The motivation behind this study is twofold: 

Firstly, traffic in WSNs represents two kinds of co-existing data packets: those with 

real-time constraints and those with reliability-constraints. These packets have different 

QoS requirements. Thus, by treating these packets differently, the needs of both packet 

types can be better met. Furthermore, service differentiation is a common approach to 

manage heterogeneous traffic in WSN applications and provide the required QoS 

imposed by different kinds of network traffic. Due to significant differences between 

WSN applications and the Internet, the QoS requirements generated by both networks 

vary greatly [29]. The traditional approach for QoS traffic is simply unacceptable in 

WSNs. Hence, the interoperability between WSNs and the Internet that employs 

different QoS mechanism may also influence the network performance. A mechanism 

for an end-to-end service differentiation can preserve the QoS implemented between 

different network layers. 

Secondly, there is a need for an adaptive WSN network performance matrix to follow 

the demands of traffic dynamics and the physical process. We are motivated to devise 

an adaptive QoS mechanism that can react to dynamic changes in the network to ensure 

seamless QoS interactions between WSNs and the Internet. Specifically, the service 

differentiation scheme can work with adaptive capabilities as it reacts to traffic 

dynamics.  
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1.4 Research Objectives 

In this thesis, a QoS framework for integrating WSN with heterogeneous data traffic to 

the Internet is proposed. The concept of Adaptive Service Differentiation for 

Heterogeneous Data in WSN (ADHERE) is proposed based on the varying QoS factors 

and requirement analysis of mixed traffic within an IoT-based WSN. The objective of 

the QoS framework is to meet the requirements of heterogeneous data traffic in the 

WSN both in the domain of timeliness and reliability. Another objective is to implement 

an adaptive QoS scheme that can react to traffic dynamics. This research also aims to 

carry out the verification and validation of the simulated QoS model on the physical 

setting of a sensor network.  

1.5 Research Scope and Contribution 

Most of the work in previous studies only supports two major types of traffic classes: 

real-time traffic and non-real-time traffic. Hence, they only consider the QoS associated 

with timeliness requirements. This thesis is based on the belief that both the timeliness 

and reliability QoS requirements need to be addressed in a WSN. In addition, in contrast 

to a common belief that real-time data is much more important than the delay-tolerant 

data, it has been shown that delay-tolerant data has reliability requirements that must be 

carefully managed. Furthermore, the traffic dynamics among heterogeneous data traffic 

needs to be addressed to maintain the QoS of all traffic types. In this context, this 

research proposes an adaptive QoS model that also considers the traffic dynamics 

within a WSN application. In addition, the network QoS conditions are also monitored 

and maintained by introducing adjustments to network parameters. 

This thesis has three unique contributions. Firstly, it involves the design and 

implementation of an ADHERE QoS model, and the testing is performed on Riverbed 

Modeler, where different network scenarios and test cases are simulated. The second 

contribution is the implementation of the QoS model on an IoT-based WSN physical 

test environment. Thirdly, this thesis proposed the use of a neural network to introduce 

an added-value to the proposed ADHERE QoS model. 

1.6 Thesis Organisation 

This structure of the thesis is organised as follows: 

Chapter 1 gives an overview of the current status of WSNs and the IoT. The 

background outlined in this chapter includes WSN applications with heterogeneous data 
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traffic and QoS pertaining to the IoT-based WSN and the QoS domain classifications. 

The research motivation, problem statement, research objectives and research 

contribution are also discussed.  

Chapter 2 provides an insight into the work related to the aspect of QoS for IoT-based 

WSNs and heterogeneous data traffic within WSNs. A critical analysis of service 

differentiation for real-time and delay-tolerant data is presented, and the requirements 

for both QoS domains are highlighted.  

Chapter 3 deals with the modelling and implementation tools for the testing. It provides 

an insight into the different available tools and their ability to investigate the concept of 

service differentiation among heterogeneous traffic within an IoT-based WSN network.  

Chapter 4 introduces the ADHERE QoS framework. This chapter presents the ideology 

of the adaptive QoS concept and provides an overview of the major components of 

ADHERE. 

Chapter 5 presents the network modelling and simulation of the ADHERE QoS 

framework. A proposed co-simulation between Riverbed Modeler and MATLAB is also 

presented in this chapter, which aims to provide seamless QoS monitoring using the 

ADHERE concept. 

Chapter 6 presents verification of the simulated ADHERE QoS framework. An added-

value to the ADHERE QoS model is presented using a neural network. It gives an 

overview of the design of the learning algorithm, which complements the developed 

adaptive QoS model. 

Chapter 7 presents the implementation of ADHERE QoS as a use-case on a physical 

test environment, which offers a flexible system capable of reacting to the dynamic 

changes of process demands.  

Chapter 8 concludes this thesis with suggestions for future research work. 
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Chapter 2  Literature Review 

2.1 Introduction 

The task of connecting a WSN to the Internet brings several challenges, including the 

quality of service (QoS) provisioning for the integration. QoS must be taken into 

account to provide reliable network performance for the integration.  One of the major 

challenges integrating WSNs to the Internet is to provide a reliable and efficient 

connection between the two networks. WSNs should interwork with the Internet to 

build an end-to-end application system for their users. However, due to the significant 

differences between WSNs and the Internet, the QoS requirements generated by both 

networks may differ greatly. Internet QoS is typically defined with certain parameters 

such as packet loss, delay, jitter, and bandwidth, whereas the QoS requirements in 

WSNs are mainly application-specific and defined as data accuracy, aggregation delay, 

coverage, exposure, fault tolerance, and network lifetime. This is due to the difference 

in WSN application domains and network properties.  

In an environment of WSN integrated to the Internet [4], the heterogeneous traffic 

travelling on the WSN side is local traffic arriving from sensor nodes and targeted to the 

gateway to be relayed to the end-points on the other end of the Internet side. The service 

differentiation algorithm representing the QoS mechanism within the WSN typically 

governs this traffic.   

In this chapter, firstly, a QoS requirement analysis in integrating WSNs with 

heterogeneous data traffic with the Internet is presented in Section 2.2. Next, Section 

2.3 discusses the service differentiation QoS of previous literature, including the 

priority-based scheduling and congestion control mechanisms. The focus areas in the 

literature analysis are the WSN-IoT network components and the traffic dynamics of 

WSN applications. We highlight the need for an adaptive QoS mechanism to ensure the 

network could react to the dynamics of network traffic, which will be an integral part of 

our discussion about the envisioned QoS framework in Section 2.4. Finally, Section 2.5 

concludes the Chapter. 

2.2 Quality of Service for the WSN-Internet Integration 

This section presents the QoS requirements for various levels of the IoT-based WSN 

networks components. The factors for enabling QoS based on various WSN-IoT service 

models are discussed first. Then, the QoS requirements and mechanisms in WSNs are 
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distinguished from the QoS for the Internet. Sections 2.2.3 and 2.2.4 provide insights 

into the end-to-end communication and the aspects of QoS over heterogeneous 

networks, respectively. 

2.2.1 Enabling QoS based on the IoT-based WSN Service Model 

Figure 2-1 illustrates the architecture of WSNs integrated to the Internet. The network 

architecture comprises a three-level network. The bottom level represents multiple 

isolated WSNs, whereas the intermediate and upper levels consist of the Internet and 

user terminals, respectively.  

 

Figure 2-1 IoT-based WSN reference architecture 

 
In a typical gateway-based integration solution, the gateway of the WSN serves directly 

as an interface between the sensor network and the Internet. It also operates as a proxy 

that performs the translation of lower layer protocols from the WSN to the Internet, and 

vice versa. In the IoT-based WSN environment, the gateway is also referred to as the 

IoT access point between the sensor network and the Internet. 

M. Nef et al. [16] offers a description of the service model provided by WSNs in IoT. 

WSN-IoT service models are categorised by three factors: interactivity, delay, and the 

criticality of the WSN applications. The delay factors are categorised by the nature of 

the application traffic, namely non-real-time (non-RT), soft real-time (SRT) and hard 
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real-time. Examples of WSN-IoT application fields are summarised in Table 2-1 [16, 

17]. 

Table 2-1 Characteristics of the WSN-IoT Service Model 

  Open Services Model Supple Services Model Complete Services 
Model 

Interactivity Yes  Subscription-specific No 

Delay Non-RT SRT SRT/HRT 

Criticality No Yes Yes 

Example of 
application 
field 

-web or  mobile 
application which gives 
information about nodal 
points (hospitals, 
drugstore, banks, 
museums), road 
incidents, meteorological 
data) 

-management centre of 
traffic surveillance 

- collaborates with local 
institutions and users 
(radio stations, local 
authorities) and informs 
about traffic 
characteristics 

-can be offered by service 
providers for professional 
use 
-monitors a patient in an 
intensive treatment unit 
over 24-hours 

-local authorities control 
the motorways and the 
streets with real-time 
management systems, 
locating dangerous drivers 
and deterring accidents 

WSN-IoT 
applications: 

Transportations 
and Logistics 

 Augmented maps  Logistics  

 Mobile ticketing  

 Monitoring 
environmental 
parameters  

 Assisted Driving 

 Healthcare 
 

 Identification and 
authentication 

 Data collection 

 Tracking 

 Sensing 

 Smart 
Environment 

 Smart museum and 
gym 

 Comfortable homes 
and offices 

 Industrial plants 

 

 Personal and 
Social 

 Social networking 

 Historical queries 

 
  Losses and thefts 

 Futuristic 
 

 City information 
model 

 Robot taxi 

 Enhanced game room 

 

The first model is the Open Services Model. It is interactive as it is based on the user’s 

queries, non-RT and non-mission-critical. The second model is the Supple Services 

Model. This model is sometimes interactive, sometimes not, depending on the user’s 
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subscription, it is SRT and mission-critical. The third model is the Complete Services 

Model. It is not interactive as there is a continuous flow of data; it is SRT or HRT, 

depending on the application, and is mission-critical. 

The vehicular network application [23] briefly discussed in Chapter 1 consists of 

different data types that collect multiple real-time and delay-tolerant data within the 

network. The application provides a simple query-oriented programming interface and 

handles large amounts of heterogeneous data from sensors. These may include GPS data 

about road traffic speed and delays, the quality and prevalence of Wi-Fi access points 

on drive routes, images from an attached camera, and on-board automotive diagnostic 

data. In addition, the nodes rely primarily on opportunistic wireless connectivity to the 

Internet, or "data mules" such as other mobile nodes to communicate with the portal. 

The system’s applications run on the portal, using a delay-tolerant continuous query 

processor to specify how the mobile nodes should summarise, filter, and dynamically 

prioritise data. All of the collected and processed data is accessible to users through a 

website portal. 

In a real-time system or through delay intolerant WSN applications, QoS guarantees can 

be categorised into two classes: hard real-time (HRT) and soft real-time (SRT). As 

stated in [30], a deterministic end-to-end delay bound should be supported in an HRT 

system. Hence, the arrival of a message after its deadline is considered a failure of the 

system. On the other hand, a probabilistic guarantee is required in an SRT system.  

Therefore, some lateness is tolerable.   

Traditional QoS, such as those employed in the Internet, mainly result from the rising 

popularity of end-to-end bandwidth–hungry multimedia applications. On the contrary, 

as can be clearly seen from Table 2-1, the QoS solutions such as IntServ and DiffServ 

[31, 32] developed for traditional networks cannot be easily adopted in WSN. This is 

due to severe resource constraints, and the random deployment of sensor nodes, 

combined with application-specific and data-centric communication protocols in WSNs. 

Indeed, many existing studies have concluded that the end-to-end QoS parameters 

employed in traditional data networks such as the Internet are not sufficient to describe 

the QoS in WSNs [21, 29]. Consequently, in recent years, considerable efforts has been 

directed towards defining WSN QoS, which include QoS strategies through MAC 

protocols, routing protocols, data processing strategies, middleware and cross-layer 

designs. The difference between WSN QoS and Internet QoS must be distinguished to 
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provide end-to-end QoS between WSN and the Internet, as presented in the following 

sub-section. 

2.2.2 The difference between WSN QoS and Internet QoS 

Since WSNs are envisioned to be employed in diverse applications, many researchers 

suggest that different WSN applications impose different QoS requirements. The two 

perspectives of QoS in WSNs are described in [33] to focus on the way the underlying 

network can provide the QoS to different applications: 

Application-specific QoS. Regarding the application-specific QoS, the QoS parameters 

are chosen based on the way an application imposes specific requirements on sensor 

deployments, on the number of active sensors, or on the measurement precision of 

sensors. These attributes are all related to the quality of applications. The following QoS 

parameters may be considered to achieve the quality of applications: coverage, 

exposure, measurement errors, and the number of active sensors. 

Network QoS. From the perspective of network QoS, the QoS parameters are chosen 

based on how data is delivered to the sink and corresponding requirements. The main 

objective is to ensure that the communication network can deliver the QoS-constrained 

sensor data while efficiently utilising network resources. The QoS parameters from this 

perspective include latency, delay, and packet loss, which are similar to traditional end-

to-end QoS metrics. However, since WSNs are envisioned to be employed in diverse 

applications, a number of studies suggest that every different application imposes 

different QoS requirements.  

Regarding the Internet QoS, the RFC 2368 [34] definition of QoS-based routing in the 

Internet characterises QoS as a set of service requirements to be met when transporting 

a packet stream from the source to its destination. Furthermore, Internet QoS refers to 

an assurance from the Internet to provide a set of measurable service attributes to the 

end-to-end users regarding the delay, jitter, and available bandwidth and packet loss. 

Therefore, QoS efforts have been pursued to end-to-end support using a large number of 

mechanisms and algorithms in different protocol layers, while maximising bandwidth 

utilisation. 

QoS support from the Internet can be obtained using an over-provisioning of resources 

and traffic engineering. While traffic bursts in the network could cause congestion, the 

default approach of over-provisioning that treats users as the same service class may not 
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always provide an acceptable solution. As a QoS-enabled network should be able to 

handle different traffic streams in different ways, this necessitates a traffic engineering 

approach that classifies users into classes with different priorities. 

The IntServ model and the DiffServ model are typical QoS models employed in the 

Internet. They employ reservation-based and reservation-less approaches, respectively. 

While network resources are assigned according to an application’s QoS request and 

subject to bandwidth management policy in IntServ, QoS in DiffServ is achieved via 

some strategies such as admission control, traffic classes, policy managers, and queuing 

mechanisms. 

The QoS solutions such as IntServ and DiffServ are developed for traditional networks 

like the Internet. They cannot be easily ported in WSNs because of: severe resource 

constraints in sensor nodes, large-scale and random deployment of sensor nodes, and 

application specific and data-centric communication protocols in WSNs. Therefore, to 

employ network QoS for WSNs, D. Chen and P. K. Varshney [29] classifies WSN 

applications based on the basic data delivery models [35] to map the QoS requirements. 

The data delivery models of the upstream traffic, i.e., from sensor nodes to the gateway 

can be classified into four categories: event-based, continuous, query based, and hybrid. 

In event-based delivery, a sensor node does event reporting if and only if target events 

occur. In continuous delivery, in some cases, sensor nodes need to report to the gateway 

and generate continuous data transmission periodically. In query-based delivery, 

sensory data is stored inside a network and is queried by and then transmitted to the 

gateway on demand. Practical applications might trigger hybrid data delivery including 

event-based, continuous, and query-based. For example, an application would not only 

be interested in all temperature changes (continuous delivery) but also interested in 

some specific temperature change (e.g.: below zero degrees; event-based delivery) as 

well as querying temperature at a specific time (query-based delivery). 

The differences between the WSNs and the Internet network QoS discussed earlier are 

illustrated in Table 2-2 below. 
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Table 2-2 Comparisons between the WSN and the Internet network QoS  

 WSN Network-QoS Internet QoS 

 End-to-end QoS Reliability Assurance End-to-end QoS 

QoS Target - Network lifetime 

- Cost and energy 
efficiency 

- Timely response 

- Speed of packet delivery 

 

Data Reliability: 

- Loss sensitive 

- Successful transmission 
of all packets 

Event Reliability: 

- Successful event 
detection (successful 
transmission of all 
packets not required) 

- Provides services to 
bandwidth-hungry 
multimedia applications 

 

QoS 
Parameter 

- Delay 

- Throughput 

- Bandwidth 

 

- Reliability 

- Throughput 

- Packet Loss 

- Delay 

- Latency 

- Bandwidth 

- Delay 

- Jitter 

- Packet loss 

Approach/ 
Technology 

- Routing protocol 

- Service differentiation 

- Traffic priority 

- Transport protocol 

- Service differentiation 

- Data aggregation 

- Congestion control 

- Data criticality 

- Over-provisioning of 
resources 

- Traffic engineering 
(admission control, 
policy managers, traffic 
classes, queuing 
mechanism) 

QoS Efforts - SAR 

- SPEED 

- MMSPEED 

- Other PHY and MAC 
protocols for energy 
efficiency 

- ESRT 

- ReInForm 

- Reliable information 
forwarding 

- Information assurance 

- IntServ 

- DiffServ 

- MPLS 

 

 

It is evident that the QoS mechanisms proposed for WSNs are different from traditional 

end-to-end QoS employed in the Internet. Nevertheless, in an environment of 

interconnected WSNs whereby the Internet plays an integral role as the backbone of the 

interconnections, network QoS shall be considered to achieve the QoS. This can be 

done by giving close attention to the related QoS factors related to the applications of 

interest, and the network requirements imposed by both the Internet and WSN. Hence, 

Section 2.3 presents an overview of service differentiation, which is a predominant 

approach in managing heterogeneous data traffic in WSNs. 

2.2.3 Performance Measure in End-to-End Communication 

The end-to-end data flows from a WSN to its users impose various transmission times 

in different communication layers. As mentioned earlier in Section 2.2.1, a WSN-IoT 

service model such as the Supple Service Model [16], which provides periodically 
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collected sensorial or geographical information, can be either interactive if it is query-

based, or non-interactive if the user subscription defines a semi-continuous flow of data 

at regular intervals. Therefore, the transmission time includes the communication 

between a sensor node to the gateway, gateway to the Internet router, and the Internet 

router to another WSN gateway. Apart from these transmission times, processing delays 

and queuing delays within gateway devices further augment the communication time.  

Table 2-3 illustrates end-to-end communication in the network. The table depicts the 

steps involved in different layers of the network, i.e. ranging from requests initiated by a 

user, to communication between nodes which are constituents of different WSNs, until 

a response is received by the user. 

Table 2-3 End-to-end communication in the WSN-IoT network 

 Source and Destination Communication 
Layers 

Description 

1 

 

 

 

Local user  
and  
Gateway 

Local users initiate requests and gain 
responses to/from sensor nodes through 
WSN gateway 

2 

 

 

 

Gateway  
to  
Sensor node 

The gateway device acts as the sink that 
has a direct connection with the sensor 
nodes 

3 

 

 

 

Sensor node  
to  
Gateway 

Sensor node sends captured data to the 
gateway device  

4 

 

 

 

Gateway  
to  
Internet router 

Gateway device passes data to an 
Internet router 

5 

 

 

 

Internet router  
to  
Internet router 

Internet propagation based on no. of 
hops 

6 

 

 

 

Internet router  
and  
Remote user  

Remote users’ communication via 
Internet routers 

 

Several studies have demonstrated the network performance testing and QoS 

measurements of WSN-Internet integration. One of the main challenges concerning 

WSN-Internet interconnection is in providing access to each sensor node through the 

TCP/IP based network where the end-to-end communication time is commonly 

investigated.  

In [36], Su and Almaharmeh proposed an integration module that can ensure QoS for 

different network applications. The QoS is provided by an integration controller that 
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runs software modules and can reconfigure the QoS parameters on the network edge 

router. In this application-level gateway approach, the performance is evaluated in terms 

of inter-arrival time (the time between adjacent packets), packet delay, round-trip time 

(RTT) and cumulative distribution function of the RTT.  

Similarly, the RTT measured in [37] is defined from the time the user issues a request 

(e.g. GET/mode_id/light) until the actual light value appears on the user’s screen. The 

overhead included in this period is analysed as follows, starting from the point at which 

the request arrives at the gateway: 

RTT = 2 x (tjava + tserial + tair) + tprocessing    (2.1) 

where tjava is the Java gateway overhead, tserial is the gateway to the base station 

communication time via the serial interface, tair refers to the base station to 

sensor/actuator over-the-air communication at 256Kbps, and tprocessing is the request 

service time by sensor/actuator. In other words, the latency or RTT is measured from 

the time the user issues a request to the sensor node until the actual response is received 

if the lengths of messages travelling to and from the sensors/actuators are equal. 

Furthermore, by distinguishing sensor nodes as TCP/IP addressable units, the work in 

[38] aimed to reduce the node access time and increase data transfer efficiency by 

employing a translation table within the gateway architecture that can provide multiple 

node addresses for a single node. In this work, ‘successful data transfer’ of one message 

between two nodes (message transfer and response) depends on the shortest end-to-end 

delay. This kind of communication delay includes transmission delay, propagation 

delay, processing delay, and queuing delay.  

The total communication time is defined as: 

Ttotal = 2(m +1)hTc + 2(m + h −1)Tt + 2hTp + 2m(h −1)Tq                             (2.2) 

where m is a number of transferred messages, and h corresponds to a number of hops. 

Tt (transmission delay) – time for the transmission of one message. (It depends on the 

channel bandwidth, bit rate, message length, and coding techniques), 

Tp (propagation delay) – signal propagation time between two sensor nodes,  

Tc (processing delay) – the time needed for processing one message, and 
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Tq (queueing delay) – average time a message waits in queue for transmission. 

It is evident that one of the main contributing factors of the end-to-end communication 

is the queuing delay within the gateway. The next sub-section explains the role of the 

gateway that acts as the IoT access point of the WSN-Internet integration.  

2.2.4 QoS Over Heterogeneous Networks 

In a gateway-based integration network, the QoS implementation is commonly provided 

on the gateway side of the WSN. Indeed, being in the unique position of having the full 

knowledge and control over both the WSN and the Internet, the gateway that acts as the 

IoT access point plays a vital role guaranteeing QoS for the integration.  

As the QoS employed in WSN differs greatly from that of the Internet, interconnectivity 

issues between the two domains are inevitable. Hence, the QoS provisioning becomes 

increasingly important as the network is made up of heterogeneous components. The 

challenge for generic heterogeneous networks is to offer an end-to-end QoS guarantee 

transparently. 

The overall problem of QoS interworking may be structured into two different actions; 

vertical QoS mapping and horizontal QoS mapping [39]. The concept of vertical QoS 

mapping [40] is based on the idea that a telecommunication network is composed of 

functional layers and that each single layer must have a role in end-to-end QoS 

provisions. The overall result depends on the QoS achieved at each layer of the network 

and is based on the functions performed at the layer interfaces. On the other hand, the 

concept of horizontal QoS mapping refers to the need to transfer QoS requirements 

among network portions that implement their technologies and protocols. 

A cross-domain QoS that provides some integrated QoS mapping mechanism between 

both varying WSN QoS and the Internet QoS may be employed to address the end-to-

end QoS. The WSN gateway links the QoS models employed in the WSN with the QoS 

employed by the Internet. A framework to address the cross-domain QoS problem is 

proposed in [41, 42]. The proposed framework is designed to facilitate a seamless QoS 

interaction between an ad-hoc network and an access network, i.e., the Internet. While 

the QoS solutions for the ad-hoc network are defined to solve specific problems such as 

mobility and the fading of wireless channels, the common QoS solutions such as 

DiffServ, on the access network are designed to address the issues of fixed structure 

networks.  
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Figure 2-2 depicts the cross-domain QoS interaction that can be addressed in the WSN-

IoT application. As shown in the figure, the WSN implements a service differentiation 

QoS solution, whereas the Internet that acts as the access network implements a typical 

model like DiffServ or IntServ.  

 

Figure 2-2 Cross-domain QoS mapping between different QoS mechanisms  

 
Thus, a framework that runs on a QoS driven gateway may be employed to solve the 

interconnectivity issues between two different domains. The model may rely on the QoS 

models implemented on each side of the gateway to provide detailed services in the 

relevant domain while focusing on QoS concatenation issues. From the end-to-end 

viewpoint service quality can be measured in terms of four comprehensive parameters, 

namely end-to-end bandwidth, end-to-end delay, end-to-end jitter, and end-to-end loss 

rate. 

2.3 Service Differentiation QoS in WSN 

This section presents the related work on WSN QoS, which addresses the QoS 

requirements of the timeliness and reliability domains. It also discusses the approach of 

service differentiation in WSN through the priority-based scheduling approach 

established in previous studies. 

2.3.1 Related Work on Timeliness and Reliability QoS 

QoS solutions through service differentiation [43, 44] algorithms for WSN have been 

proposed in previous studies. Service differentiation has become a common approach to 

achieve the QoS for real-time WSN applications. Starting with one of the earliest works 

in differentiated service-based QoS in [45], subsequent efforts in this area of research 

have demonstrated this approach to QoS provisioning, specially designed to suit 

resource constraint WSN [24, 43, 46-51]. While the proposed mechanisms involve 

different aspects of service differentiation, namely, QoS-aware routing, priority-based 

scheduling, probabilistic QoS guarantee and MAC protocols, the works are based on the 
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common nature of WSNs – the network is comprised of different data types, hence the 

demand for different levels of QoS from the network. However, like many other real-

time QoS solutions in WSNs [30], the differentiated service strategy gives the primary 

attention to delay-sensitive [44] packets – the aim is mainly to cater for real-time 

packets that need to arrive at the sink in a required time frame, ensuring low latency and 

low delay. Nevertheless, there has been limited work [25, 43, 52] that addresses the 

varying QoS requirements of different traffic classes. 

In contrast to real-time systems, a delay-tolerant WSN [53] is characterised by long-

delay and intermittent connectivity. The main feature of the QoS provisions in delay-

tolerant applications, for example, in sparse mobile sensor networks such as vehicular 

networks [23] and wildlife tracking networks [54], is reliable message delivery. In 

addition, the delay-tolerant network (DTN) concept [12], which makes use of store-and-

forward techniques within the network, is employed to compensate for unstable 

connectivity. Research activities in this area are mainly focussed on routing protocols 

[25, 55-57] geared towards minimising delivery delay. 

Studies of the domains of timeliness and reliability were demonstrated in other previous 

studies on WSN QoS. The work in [25, 52] is geared to address both timeliness and 

reliability QoS requirements. In [25], to route packets through a WSN with mixed 

priorities traffic, the real-time packets are allocated more bandwidth, whereas the delay 

tolerant data with reliability constraints are allocated more storage in the buffer within 

sensor nodes. The work is designed to represent a farm with tagged animal with sensor 

nodes. In this work, two types of packets are generated – one for the environmental data 

of the surrounding environments and the other for the health condition of the herds. The 

former is considered to be delay-tolerant data while the latter must be sent quickly, 

especially during emergencies; hence, it is assumed to be real-time data.  
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Figure 2-3 Comparison of delivery times between real-time and delay-tolerant packets 
[25] 

 
Figure 2-3 shows the different ways that the real-time (Q packets) and delay-tolerant (R 

packets) are delivered to the base station in the service differentiation protocol in [25]. 

Points in the graph indicate the percentage of packets that are delivered to the station in 

a time bound scenario, for example, the first two points mean that around 12 percent of 

Q packets and three percent of R packets reach the base station in 1,000-time units. 

These results show that both Q and R packets achieve their QoS requirements. The Q 

packets arrive relatively quickly, typically before 4,738-time units. However, they are 

often lost before delivery, and the overall packet delivery ratio (PDR) is as low as 

40.75%. R packets travel much more slowly to the base station, many of them not 

arriving until 10,000 or even 50,000-time units after being generated. However, these 

packets are delivered with much higher reliability, and the final PDR is as high as 

95.05%. The total PDR is less than 100% because of extreme buffer capacity 

constraints, and so some R packets are evicted due to high storage pressure. With larger 

packet buffers, the reliability of both the R and the Q packets would increase.   

The work in [1] investigates the performance of a network with the co-existence of 

heterogeneous data traffic. The aim of the study is to point out the pitfalls of integrating 

the WSN to the Internet without considering the QoS requirements of packet timeliness 

and reliability. Network traffic was simply categorised as high and low priority. For its 

resource allocation scheme, the network gateway implements some queuing discipline 

that governs how packets are buffered while waiting to be transmitted. Two typical 

scheduling schemes, i.e., priority queuing (PQ) and weighted fair queuing (WFQ) were 

employed to treat packets with high and low priority differently. In the PQ policy, all 

high priority packets are sent before any low priority packets. In the WFQ policy, one 
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queue is maintained for each priority class, and weights are associated with the traffic 

classes based on their importance.  

Figure 2-4 shows the amount of dropped traffic, due to buffer overflow, when typical 

PQ and WFQ scheduling is used within the gateway. The traffic dropped for both 

schemes occurs at almost a similar rate. This is due to the small weight difference 

between packet types. Since packets are categorised merely as high and low priority, the 

high priority queue shows a lower drop rate than the low priority queue. However, this 

should not be the case for reliability-constrained packets, mainly because these types of 

packets cannot tolerate or can only tolerate a small percentage of loss. Hence, they 

should have a high packet delivery percentage.  
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Figure 2-4 Traffic dropped for PQ and WFQ scheduling 

 

2.3.2 Packet Scheduling in WSN Gateway 

As mentioned in the previous Section, the network gateway implements a queuing 

discipline to control the resource allocation. Different priority traffic or traffic with 

different QoS requirements is placed in different queues in the network gateway. An 

ideal queuing approach could contribute to the success of the QoS solution. An 

overview of queuing disciplines and packet scheduling mechanisms in a WSN gateway 

is presented herein. 

Classifying network traffic is the foundation for enabling the service differentiation in a 

network. This is particularly vital for wireless multimedia sensor networks (WMSN) 
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[22, 58] where different types of data traffic are organised into traffic classes based on 

their QoS requirements. Grouping network traffic based on user-defined criteria is a 

means of classifying the network traffic. Hence, the resulting groups of network traffic 

can be subjected to specific QoS treatments. The treatments include faster forwarding 

by network nodes for high priority real-time traffic or reducing traffic drop due to a lack 

of buffering resources for traffic that does not tolerate packet loss.  

An illustration of heterogeneous traffic flows arriving at a gateway is shown in Figure 

2-5. Different types of traffic sources, i.e., traffic source 1, 2, 3…. n  are generated by 

the sensor nodes. Packets arrive at the gateway, which typically has a QoS function 

such as packet classification and access control to support the service differentiation. 

Traffic classification will enable placing the traffic into specific queues. Consequently, 

packets can be scheduled more efficiently.  

 

Figure 2-5 Packet scheduling in WSN gateway 

 
As illustrated in the figure, the queuing model implemented in the gateway governs the 

way packets of different traffic classes are buffered while waiting to be transmitted. 

Once data arrives at the gateway, it will be allocated to buffer queues, depending on the 

scheduling algorithm implemented on the gateway. Various queuing disciplines can be 
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used to control which packets are transmitted (using the bandwidth allocation scheme) 

and which packets are dropped (depending on buffer space allocation). The queuing 

discipline also affects the latency experienced by a packet by determining how long a 

packet waits to be transmitted. Examples of the common queuing disciplines are priority 

queuing (PQ), and weighted-fair-queuing (WFQ).   

PQ is a simple variation of the basic First-in-First-out (FIFO) queuing. The idea of 

FIFO queuing is that the first packet that arrives at the gateway is the first packet 

transmitted. In FIFO, given that the amount of buffer space at each gateway is finite, if a 

packet arrives and the queue (buffer space) is full, then the router discards that packet. 

This occurs without regard to which flow the packet belongs to or how important the 

packet is. On the other hand, in PQ policy, all high priority packets are sent before any 

low priority packets. The low priority transmission will be pre-empted if any new, high 

priority packets arrive. Each packet is treated according to its marked priority, 

potentially using the IP Type of Service (ToS) field. The gateway then implements 

multiple FIFO queues, one for each priority class. Within each priority, packets are still 

managed in a FIFO manner.  

The idea of the fair queuing (FQ) discipline is to maintain a separate queue for each 

flow currently handled by the gateway. The gateway then services these queues in a 

round-robin manner. On the other hand, in WFQ [59], weights are associated with the 

classes based on their importance. The WFQ scheduling discipline is an important 

method for providing bounded delay, bounded throughput and fairness among traffic 

flows [51]. The weights are assigned to each flow (queue). Hence, one queue is 

maintained for each priority class. This weight effectively controls the percentage of the 

link’s bandwidth each flow will get. ToS bits can be used in the IP header to identify 

that weight. Queues are then serviced (i.e., packets are taken from the queues and sent 

on the outgoing line) at rates based on their weights. For instance, if the high priority 

queue was assigned a weight of ‘2’, and the low priority queue was assigned a weight of 

‘1’, then two packets will be sent from the high priority queue for every one sent from 

the low priority queue. 

WFQ is commonly referred as "bit-by-bit round robin," because it implements a 

queuing and scheduling mechanism in which the queue servicing is based on bits 

instead of packets. Weighted Round Robin (WRR) is a scheduling discipline that 

addresses the shortcomings of priority queuing and fair queuing. The basic concept of 
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WRR is that it handles the scheduling for classes that require different bandwidth. WRR 

accomplishes this by allowing several packets to be removed from a queue each time 

that queue receives a scheduling turn. WRR also addresses the issue with PQ in which 

one queue can starve queues that are not high-priority queues. WRR does this by 

allowing at least one packet to be removed from each queue containing packets in each 

scheduling turn.  

The main difference between WFQ and WRR is that WFQ services bits at each 

scheduling turn, whereas WRR handles packets in each scheduling turn. The number of 

packets to be serviced in each scheduling turn is decided by the weight of the queue. 

The weight is usually a percentage of the interface bandwidth, thereby reflecting the 

service differences between the queues and the traffic classes assigned to those queues. 

WRR has no knowledge of the true sizes of the packets in the buffers that are to be 

scheduled. The queues and scheduling are generally optimized for an average packet 

size. However, the sizes are all just estimates and have no true meaning with regard to 

the actual traffic mix in each queue. This operation of WRR is both an advantage and an 

issue. Because WRR has no complex resources that demand state computation as with 

WFQ, which must transform bits to bandwidth scheduling, it is fairly simple to 

implement WRR. The result is a solution well-suited for handling a large number of 

flows and sessions, making WRR into something of a core QoS solution that can deal 

with large volumes of traffic and with congestion. The drawback of WRR is that it is 

unaware of bandwidth because it does not handle variable-sized packet. 

The main benefit of WFQ is that its implementations provide service differentiation 

between classes and their aggregated traffic, rather than merely differentiating between 

individual flows. A weight allocated to each class divides the scheduling and bandwidth 

ratio for each class. In addition, because WFQ is bits aware, it can handle packets of 

variable lengths. However the limitation of WFQ is that the original WFQ design is 

more of a queuing theory. The existing implementations do not follow the original 

concept in which each flow is allocated a weight. Instead, flows are aggregated by being 

classified into different service classes, and these classes are then assigned to queues.  
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2.3.3 Congestion Control 

Network congestion occurs when offered traffic load exceeds the available capacity at 

any point in a network [60]. Congestion in WSN [61]  causes overall channel quality to 

degrade and loss rate to rise, leading to buffer drops and increased delay. Provisioning a 

WSN so that congestion is a rare event is extremely difficult. Sensor networks deliver 

myriad types of traffic, from simple periodic reports to unpredictable bursts of messages 

triggered by the external events that are sensed. Even under a known, periodic traffic 

pattern, and a simple network topology, congestion occurs in the WSN. This is because 

radio channels often vary in time and concurrent data transmissions over different radio 

links interact with each other, causing channel quality to depend not just on noise but 

also on traffic densities. Moreover, the addition or removal of sensors or a change in the 

report rate can cause previously uncongested parts of the network to become under-

provisioned and congested. Furthermore, when sensed events cause bursts of messages, 

congestion becomes even more likely.  

Two types of congestion could occur in WSNs [62]. The first type is link-level 

congestion. For WSNs where wireless channels are shared by several nodes using 

Carrier Sense Multiple Access (CSMA) protocols, collisions could occur when multiple 

active sensor nodes try to seize the channel at the same time. Link-level congestion 

increases packet service time, and decreases both link utilisation and overall throughput, 

and wastes energy at the sensor nodes. The second type is node-level congestion, which 

is common in conventional networks. A node-level congestion is caused by buffer 

overflow in the node, which can result in packet loss and increased queuing delay. 

Packet loss will degrade reliability and application QoS, and waste the limited node 

energy and degrade link utilisation. When packet arrival rate exceeds the packet service 

rate, buffer overflow may occur. This is more likely to occur at the sensor nodes close to 

the gateway, or the gateway itself, which carries the combined upstream traffic. 

Upstream traffic could have high bit rate with the introduction and development of 

wireless multimedia sensor networks (WMSNs) [22]. Such high-speed upstream traffic 

is prone to cause congestion, which will impair QoS of multimedia applications in 

WMSNs. 

Both node-level and link-level congestions have direct impact on energy efficiency and 

QoS. Therefore, congestion must be efficiently controlled. Congestion control protocol 

efficiency depends on how much it can achieve the following potential objectives [63]: 

The first objective pertains to energy efficiency for extending a system lifetime. 
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Congestion control protocols need to avoid or reduce packet loss due to buffer overflow 

and remain lower control overheads that consume less energy. Secondly, some fairness 

needs to be guaranteed so that each node can achieve fair throughput. Most of the 

existing work [60, 62] guarantees simple fairness in that every sensor node obtains the 

same throughput to the sink. In fact, sensor nodes might be either outfitted with 

different sensors or geographically deployed in different places, and therefore they may 

have different importance or priority and need to gain different throughput. In this 

perspective, weighted fairness is required. Thirdly, it is also necessary to support 

traditional QoS metrics such as packet loss ratio, packet delay, and throughput. For 

example, multimedia applications in WMSNs require not only packet loss guarantee 

(timeliness requirement) but also delay guarantee (reliability requirement). Congestion 

control methods involving heterogeneous data traffic have been studied in previous 

literature [28, 64, 65]. [28] proposed a weighted priority-based rate control scheme to 

control congestion by adjusting transmission rates relative to various data types. 

The two general approaches to control congestion are through network resource 

management and traffic control [63]. The first approach tries to increase network 

resources to mitigate congestion when it occurs. In the wireless network, power control 

and multiple radio interfaces can be used to increase bandwidth and weaken congestion. 

With this approach, it is necessary to guarantee precise and exact network resource 

adjustment to avoid over-provided or under-provided resources. However, this is a hard 

task in wireless environments. Unlike the approaches based on network resource 

management, traffic control implies controlling congestion through adjusting traffic 

rates at source or intermediate nodes. This approach is helpful for saving network 

resources and more feasible and efficient when the exact adjustment of network 

resources becomes difficult. Most existing congestion control protocols belong to this 

type. According to the control behaviour, there are two general methods for traffic 

control in WSNs: end-to-end and hop-by-hop. The end-to-end control can impose exact 

rate adjustments at each source node and simplify the design at intermediate nodes; 

however, it results in slow response and relies highly on the round-trip time (RTT). In 

contrast, the hop-by-hop congestion control has a faster response. However, it is usually 

difficult to adjust the packet-forwarding rate at intermediate nodes mainly because the 

packet-forwarding rate is dependent on MAC protocols and could be variable. 

A congestion control solution may consist of three important components: congestion 

detection, congestion notification, and rate adjustments [28]. Congestion detection in 
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WSNs often makes use of a congestion indicator, which has been proposed in terms of 

buffer occupancy, queue length [60, 66], packet service time [62], or the ratio of packet 

service time over packet inter-arrival time at the intermediary nodes [63]. Typically, 

when detecting congestion in the network, the transport protocol needs to propagate 

congestion notifications from the congested node to the upstream sensor nodes or the 

source nodes that contribute to the congestion. This can be done explicitly by sending a 

special control message to the other sensors or implicitly using the piggy-back technique 

in data packets. Hence, when a node receives the congestion notification message, it 

should adjust its transmission rate using a rate control technique.  

2.3.4 Adaptive Service Differentiation 

In a service differentiation approach, adaptive QoS may be used to maintain QoS relative 

to the dynamics of the sensor network. As mentioned in Section 2.3.1, sensor network 

dynamics may include the change of network parameters through a course of time, which 

may include the intensity of traffic flows due to bursts of traffic, the number of active 

sensor nodes and gateway devices, and bandwidth availability.  

Related work in adaptive service differentiation is demonstrated in [28], by adopting 

congestion control [61] and rate adjustment solutions. The work shows that using a 

weighted priority-based rate control scheme; congestion can be controlled by adjusting 

transmission rates relative to various data types. Furthermore, an adaptive system for 

service differentiation through the fuzzy logic controller was proposed in [67]. The 

work introduced an extension from the service differentiation in [28] as it includes a 

fuzzy logic controller for traffic load parameters with priority-based rates in the 

network. It is reported in [67] that the adaptive QoS system supports prolongs the system 

lifetime as adjustments to the network can be performed to enhance system performance. 

2.4 Envisioned QoS Framework 

The QoS requirement and literature analyses facilitate the formulation of our envisioned 

QoS concept. This section discusses the components of the QoS framework. 

2.4.1 Management of Timeliness and Reliability Traffic Requirements 

The main drawback in the service differentiation QoS according to previous studies is 

that primary attention is predominantly given only to the real-time packet with low 

bound delay [28, 67], while the desired QoS of the delay-tolerant packet is not taken 

into consideration. In fact, it is a common notion that the timeliness constraints of real-
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time traffic are of greater concern than the reliability constraints of the delay-tolerant 

packet [58]. However, we argue that both QoS domains are equally vital [1]. Thus, both 

timeliness and reliability requirements need to be carefully considered in the adaptive 

QoS mechanism. 

Most of the work in previous studies only supports two major types of traffic classes, 

i.e., real-time traffic and non-real-time traffic, hence only considers the QoS associated 

with timeliness requirements [28]. To improve the QoS for co-existing real-time and 

delay-tolerant traffic, the proposed model should provide service differentiation for 

traffic classes possessing timeliness and reliability constraints. In addition, the model 

should potentially take into account the timeliness and reliability requirements with 

multiple levels of tolerance and priorities. We aim to devise a service differentiation 

model that explicitly deals with different QoS requirements for different types of data 

by applying a prioritisation scheme among WSN traffic. 

2.4.2 End-to-end Service Differentiation 

The service differentiation mechanism discussed in the literature review was adopted in 

the WSN sensors level. However, further attention is required to enable the QoS for 

WSNs that is part of the IoT domain [17]. In this perspective, it is an interesting 

challenge to define a QoS mechanism that involves components beyond the scope of 

sensors - potentially the management of heterogeneous traffic from the gateway level 

which acts as the IoT access point.  

As discussed in Section 2.3.3, due to the convergent nature of upstream traffic, 

congestions are more likely to appear in the upstream direction [63]. The upstream 

traffic from sensor nodes to the gateway is a many-to-one communication. Particularly, 

at the IoT access point side, congestion occurs due to the lower capacity of the access 

point’s outgoing link when compared to incoming traffic. Furthermore, being in a 

unique position with full knowledge of and control over both the WSN and the Internet, 

the IoT access point plays a vital role guaranteeing QoS for the integration. The QoS 

requirements of different traffic types need to be carefully considered in the traffic 

management running within the network especially within the IoT access point. This 

will facilitate a seamless QoS interaction between both the WSN and the Internet. 

Furthermore, the network QoS shall be measured and analysed by giving close attention 

to the various QoS requirements imposed by both the Internet and WSN. Therefore, the 
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application-specific QoS requirements of WSNs and the end-to-end QoS requirements 

of the Internet must be well distinguished. 

Since the QoS mechanism employed in WSNs and the Internet differs greatly, the 

interoperability between both networks may also influence the network performance. A 

mechanism for an end-to-end service differentiation will be able to preserve the QoS 

implemented between different network layers. Due to distinguishable characteristics of 

WSN QoS and Internet QoS, a mechanism to communicate the varying QoS should be 

made available. A QoS mapping framework will facilitate a seamless QoS interaction 

between both networks built over heterogeneous components. The motivation lies in 

having seamless QoS interaction between these two networks. The IoT access point 

needs to preserve the WSN QoS employed. If the ordinary access point is employed, an 

Internet QoS such as DiffServ will potentially be used. The proposed QoS concept is to 

make sure that service differentiation is preserved when integrating WSNs to the 

Internet. 

2.4.3 Adapting to Traffic Dynamics 

The buffers required for QoS traffic may suffer the same issue of scarcity as other WSN 

network resources. Not having adequate buffer sizes would complicate traffic 

classification, introduce delays, and reduce the possibility of granting QoS guarantees. 

Therefore, due to limited resources and to ensure optimum resource utilisation (in terms 

of buffer usage and bandwidth allocation), a congestion control algorithm and efficient 

resource allocation will also be major components of the QoS framework. The 

congestion control algorithm will adapt to the event of burst traffic when the 

accumulation of packets in the buffer becomes more rapid. This imposes the 

requirements of adaptivity to the QoS framework. 

The QoS framework should comprise of an adaptive QoS mechanism that is capable of 

reacting to dynamic changes in the network to ensure seamless QoS interactions 

between the WSN and the Internet. Specifically, the service differentiation scheme may 

be featured with adaptive capabilities as it reacts to traffic dynamics. Furthermore, it is 

also important to gain real-time and continuous assessment of the current QoS 

conditions to ensure the required application-specific QoS is always met. With 

knowledge of QoS performance such as queuing delay and traffic drop, informed 

adaptations can be made to the network. This can potentially be done through 
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reconfigurations of node attributes such as buffer size, service rates, and bandwidth 

allocations. 

2.5 Summary 

In this chapter, a QoS requirement analysis and a literature review pertaining to WSN-

IoT integration are presented. A literature analysis of WSN with heterogeneous data 

traffic and service differentiation of QoS to accommodate traffic dynamics has been 

presented. It is evident that there is a glaring lack of research in the area of end-to-end 

QoS support, particularly as a means of ensuring the preservation of WSN QoS, 

especially concerning the timeliness and reliability of QoS imposed by heterogeneous 

data traffic.  

The literature analysis also focused on WSNs’ ability to adapt and react to the dynamic 

changes of the network, potentially via a resource control mechanism. In this 

perspective, the capacity of the network including the resources within the network 

gateway needs to be considered carefully. Since upstream packets are queued at the 

gateway, which also acts as the IoT access point, it has complete knowledge about 

them. As a consequence of the unique position of full knowledge and control over both 

the WSN and the Internet, the IoT access point plays a vital role guaranteeing QoS for 

the integration.  

Therefore, an integrated QoS framework is envisioned, encompassing an IoT access 

point that runs a QoS mechanism that links the network-level QoS mechanism from 

both WSN and the Internet. While most of the differentiated services in previous 

literature has operated at the sensor node level, the envisioned QoS framework will 

focus on enabling QoS in the domain of WSN-IoT. The QoS framework will have the 

following components:  

i) A QoS model that explicitly deals with different QoS requirements for different 

types of data by applying a prioritisation scheme among WSN traffic 

ii) An adaptive QoS mechanism that is capable of reacting to dynamic changes of 

the network to ensure seamless QoS interactions between the WSN and the Internet 

Firstly, the QoS framework should be able to address the varying QoS requirements 

imposed by heterogeneous data traffic and their association to timeliness and reliability 

domains. While it is typical that timeliness is of greater concern than reliability, we 
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argue that both QoS domains are equally vital. It is imperative to consider both domains 

in an application, especially with the emergence of more complex sensor network 

applications that may need some support for multiple traffic types. Secondly, the service 

differentiation scheme features adaptive capabilities to react to application-specific 

traffic dynamics within the network.  
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Chapter 3  Modelling and Implementation Tools 

3.1 Introduction 

This approach to studying the QoS of WSNs was selected by considering factors related 

to the research aim of assessing the integrated influences of WSNs and the Internet on 

the QoS. In this research, it is of vital importance that the selection of tools and methods 

are based on investigating the envisioned QoS framework. As discussed at the end of 

Chapter 2, this research is inspired by two major goals. Firstly, to provide a solution for 

QoS provisioning that satisfies the QoS requirements for the mixed traffic nature of 

WSNs connected to the Internet. Secondly, to devise a scheme for validating and 

verifying network performance under the modelled QoS.  

Generally, the approach for investigating networking protocols and evaluating network 

performance may fall into 1) Analysis and mathematical modelling, 2) Simulation –

typically time-based simulation or discrete event-based simulation (DES), 3) Hybrid 

simulation, i.e., simulation using both mathematical modelling and simulation, and 4) 

experimentation using a locally established testbed. Modelling and simulation are 

means of verifying the working and measuring the effectiveness of different techniques 

proposed for WSNs. As a representation, analytical modelling provides quick insights 

about the ideal techniques developed for WSNs. Simulations provide a good 

approximation to verify the different schemes and applications developed for WSNs at 

low cost and in less time. They cannot offer real results because of the imprecise 

representations of WSN-specific constraints such as limited energy and the sheer 

number of sensor nodes. On the other hand, real-world implementation and testbeds 

offer more accurate data to verify the concepts, but they are restricted by size, costs, 

effort and time factors. Repeating environmental conditions are also challenging for a 

physical WSN testbed.  

One of the main objectives of this research is to design a QoS model based on service 

differentiation and congestion control. The literature investigates congestion control 

through traffic control and resource control protocols’ performance using simulations, 

experimentation and by modelling their behaviour [68]. The congestion control protocol 

is evaluated to identify its efficiency in the presence of overload traffic. The pre-

dominant metrics used by congestion control protocols are packet drop, packet delivery 

ratio, end-to-end delay, throughput and queue length. The choice of models and the 

simulation environment is important for credible results through simulation. The 
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selection of the simulation tool will also be based on the capabilities of the available 

simulation tools.  

This chapter begins with an overview of the currently available simulation tools, along 

with a review of related work in WSN QoS studies. An overview of related work 

involving interactions between network modelling tools and computation tools will be 

discussed next, drawing attention to the complexity of the investigation. Drawing from 

the analysis, selected tools and approaches to designing and evaluating the integrated 

QoS model are presented. Important features of the selected tools are highlighted to 

reflect the research activities. Finally, some state-of-the-art WSN testbeds are presented, 

followed by an overview of the testbed architecture used for QoS model validation. 

3.2 Related work on QoS in WSNs and the Internet 

The study of WSNs and QoS have mostly been performed using simulators, particularly 

in the domain of service differentiation and priority-based schemes. Simulators are 

normally chosen as they do not require hardware for testing purposes, which means that 

thousands of nodes can be simulated. Since the simulation depends on machine 

processing capabilities, complex simulations are made possible with high-performance 

computers. Tools that can be used to study WSNs include J-Sim, NS-2, OMNeT++, 

GlomoSim, Riverbed Modeler (formerly known as OPNET Modeler), SENSE, Ptolemy 

II and VisualSense. 

Typically, these simulation tools support the network simulation steps which have been 

discussed by S.A. Madani [69]. The spiral cycle approach with an incremental 

development process for WSN modelling and simulation includes: 1) Conceptual 

model, 2) Collection and analysis of input/output data, 3) Modelling, 4) Simulation, 5) 

Verification and validation, 6) Experimentation and 7) Output analysis. Transitions to 

the opposite direction can appear, and some steps can be skipped, depending on 

complexity. One important criterion is the tool’s capabilities to facilitate the 

measurement of QoS metrics. In addition, the domain of node and network modelling, 

heterogeneous traffic modelling, queue management and QoS attributes will be 

highlighted. 

J-Sim has an autonomous component architecture-based simulation environment written 

in Java. The simulator has components as basic entities that are assembled to design 

nodes and scenarios. It offers support to languages such as Perl, Tcl (Tool command 



37 

language) or Phyton. J-Sim [70] was used by Martinez et al. [26] to study the QoS 

related to an unbalanced mixture of traffic in forest surveillance application scenarios. 

By considering two traffic priorities, namely reliability and timeliness, the authors used 

J-Sim to compare three QoS routing protocols for WSN as the candidates for their forest 

surveillance network model. The study of MAC and network layer protocols defined to 

provide QoS in WSNs has been presented to various QoS routing protocols. Apart from 

predominant parameters such as the number of sensor nodes, bandwidth and radio 

range, the simulation environment setting included terrain size and morphology. In this 

work, J-Sim is primarily chosen due to its ability to model the node’s deployment 

around a mountain distributed across four sectors - north, south, west and east. Another 

reason is due to the simulator’s component-based feature, which enables users to 

modify or improve it. 

NS-2 [71] is a discrete event simulator specifically designed for network research. It 

uses C++ for protocol designing and Tcl for scripting the interconnections in a scenario 

that includes detailed scripting. Its focus is the IP network. In the domain of QoS via 

congestion control protocol [68], the researchers in [72-74] employed NS-2 for their 

work on resource control protocol.  The performance parameters obtained included 

dropped packets, power consumption [72], packet loss rate [73], throughput and packet 

delivery ratio [74].  To simulate WSNs with more or less 100 nodes, NS-2 can be a 

good choice because of its large community, but it is not scalable for 100+ nodes [75]. 

One of the disadvantages of ns-2 is its object-oriented design, which imposes 

unnecessary interdependence between modules. Such interdependence makes the 

addition of new protocol models extremely difficult as they can only be mastered by 

those who have intimate familiarity with the simulator. Another drawback is that it does 

not have a native graphical editor for scenario deployment, which is very important for 

WSN study. 

A good graphical editor helps in the visualisation of deployment and facilitates 

researchers to maintain focus on the core idea and its performance analysis, rather than 

the coding and implementation of network deployment scenarios. Several WSN 

simulators has been identified with a good graphical editor. Some of the simulators are 

Global Mobile Information System Simulator (GlomoSim), OMNET++ and Riverbed 

Modeler.  
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GlomoSim [76] is a library based general purpose parallel simulator which can simulate 

up to 10,000 nodes [77] and can be very useful in studying large-scale WSNs. 

GlomoSim is superseded by QualNet, a commercial network simulator. sQualNet [78], 

an evaluation framework for sensor networks based on QualNet was released later. The 

QoS model SPEED [49] and interference-minimised multipath routing (I2MR) protocol 

[79] with congestion control in WSNs were simulated using GlomoSim. The evaluation 

parameter includes control packet overhead, throughput and energy consumption. 

OMNeT ++ [80] is a discrete event, component-based, general purpose, public source 

modular simulation framework written in C++. It provides a strong GUI support for 

animation and debugging. The lack of a WSN-specific module library [81] may be a 

problem, but many research groups have been working to add WSN specific additional 

modules. SenSim [82] is an OMNeT-based simulation framework for WSNs. It 

provides for the basic implementation of different hardware (e.g., basic radio and CPU) 

and software (simple routing schemes) modules for WSNs. It provides a template with 

basic implementation or empty body, which can help anyone to jumpstart simulating 

WSNs. A QoS study for a priority-based scheme for delay-sensitive data transmission 

over WSN by Safaei et al. [44] was conducted in OMNeT. A priority-aware congestion 

control mechanism and a queue model to support bursty data were created using the 

software tools. The QoS performance was demonstrated regarding packet delay, packet 

drop and throughput.  

Riverbed Modeler (formerly known as OPNET Modeler) is a network simulator tool. 

C.Wang et al. [65] used the OPNET Modeler to simulate a QoS model called the 

priority-based congestion control protocol (PCCP). In Riverbed Modeler, the packet 

inter-arrival time and packet service time was manipulated to produce a measure of 

congestion. The main performance parameter, namely queue length and node/system 

throughput were retrieved using Riverbed Modeler graphing tools. Another advantage 

of the Riverbed Modeler is the ability to implement queue management +[83]. Riverbed 

Modeler is used to conceive, develop and test new schemes, models and algorithms for 

improving the performance of queue management. Active queue management schemes 

and algorithms can be developed and deployed within the tool.  

3.3 Selected Tools 

Among the discussed network simulators, NS2, OMNET++ and Riverbed Modeler are 

the preferred simulators. From the above analysis, the simulation tools chosen for this 
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work are Riverbed Modeler and MATLAB. Network scenarios and QoS attributes are 

implemented in Riverbed Modeler, while further data analysis will be done using 

MATLAB. 

Riverbed Modeler is selected as it comes with the Internet components that are needed 

for the architecture studied. Another reason is its queue management capability. 

Riverbed Modeler allows the creation of a custom queue model, which is one of the 

primary contributions of the research. Riverbed Modeler can be used to conceive, 

develop, and test new schemes, models and algorithms for improving the performance 

of queue management required in this study.  

In service differentiation, adaptive QoS can be achieved through various approaches. 

Tools are needed to help to monitor the QoS performance continuously. Therefore, the 

simulation data  from Riverbed Modeler needs to be analysed in an analytical tool such 

as MATLAB to support the adaptive QoS. The features of the selected tools used to 

implement the QoS concept are presented in the next section. 

3.3.1 Features of Riverbed Modeler 

Riverbed Modeler models the network in different layers. ‘Network model’, ‘Node 

model’ and ‘Process model’ are used to specify the network and nodes and to define the 

QoS concept respectively. The compartmentalisation of different models allows models 

to be easily reused and duplicated.  

The QoS model, which employs a queuing discipline on the IoT access point, is 

designed using Riverbed Modeler. The service differentiation QoS model governs the 

way that heterogeneous data packets are buffered while waiting for transmission. Once 

data arrives at the IoT access point, it will be allocated to buffer queues depending on 

the scheduling algorithm implemented on the coordinator. This model can be designed 

and simulated in Riverbed Modeler. Furthermore, the QoS performance of the 

heterogeneous data traffic of a sensor network is computed in the network simulation 

tool.  

 Figure 3-1 shows the Riverbed Modeler environment in which the queue model is 

developed.   
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Figure 3-1 Queue model design in Riverbed Modeler environment 

 
The figure shows the hierarchical structure of Riverbed Modeler node models. At the 

lowest level, the behaviour of an algorithm or a protocol is encoded by a state/transition 

diagram, called state machine. This includes embedded code based on C-type language 

constructs. At the middle level, discrete functions such as buffering, processing, 

transmitting and receiving data packets are performed by separate objects. Some of 

these objects rely on underlying process models. In Riverbed Modeler these objects are 

called modules and they are created, modified, and edited in the Node Editor. Modules 

are connected to form a higher-level node model. At the highest level, node objects are 

deployed and connected by links to form a network model. The network model defines 

the purpose of the simulation. The design and development of protocols require the 

creation of a node model that is simulated as scenarios in the network model. The 

lower-level objects for the queue are provided by Riverbed Modeler, but they need to be 

combined to form a node model. 

Networks for different applications can be set up using Riverbed Modeler. ‘Application 

Config’ and ‘Profile Config’ [84] can be configured in Riverbed Modeler to represent 

the application associated with the network. In the simulation, a traffic generator is 

simulated to represent steady traffic flows in one-hop transmitting data directly to the 

IoT access point. Therefore, multiple classes of traffic can be generated to simulate the 

co-existence of real-time and delay-tolerant traffic required to conduct this research. 

Riverbed Modeler has a large database of nodes for different hardware and protocols 

that can be selected from the ‘Object Palette Tree.’ The WLAN nodes available within 
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Riverbed Modeler allow complete access to all the models, i.e., the node model, process 

model and objective C-code. Riverbed Modeler also comes with Internet and cloud 

components making it ideal for implementing the proposed QoS model and then 

running it on the IoT-WSN scenario. 

3.3.2 Node and Queue Model Implementation in Riverbed Modeler 

The Node Editor within Riverbed Modeler allows users to create and edit modules for 

the node model. The modules include a processor module, queue module, transceiver 

module, antenna module and an external system module. These modules can be 

connected by packet streams and statistic streams. The queue module is used to model a 

buffer. The node is configured to switch data packets at a predefined rate. Incoming data 

packets will first be pushed into the buffer. Data packets stored in the buffer will be sent 

out or serviced at another predefined rate. In the research, we need to investigate the 

way the buffer queues grow to ensure optimum resource consumption. If the incoming 

packet rate is greater than the service rate, then the transitional size of data stored in the 

buffer will grow until the incoming packet rate is reduced.  

3.3.3 Co-Simulation between Riverbed Modeler and MATLAB to Support 
the Adaptive QoS 

The network simulation tools discussed in the previous topic are ideal for developing 

node and network model solutions. A simulator such as Riverbed Modeler models the 

WSN network satisfactorily in most cases. However, it is inherently an event-driven 

simulator, which leads to compromises in simulating an environment with periodic and 

continuous monitoring of the QoS condition. Moreover, network attributes such as 

buffer size and transmission rates in the simulator editor are limited to a one-off setting; 

and the attribute cannot by default be changed from its initial value during a simulation 

run. This is worth improving, especially considering that research in WSN QoS is 

shifting more and more weight on the adaptive QoS model. 

One of the features of the QoS model is to make it adaptive to the dynamic changes of 

network traffic. For this purpose, continuous and real-time analysis of the QoS 

condition is needed. In addition, the associated QoS performance computed by Riverbed 

Modeler needs to be analysed, and the results need to be used to perform 

reconfigurations of the traffic attributes to ensure QoS is maintained. While Riverbed 

Modeler is an ideal option to simulate the network, and collect performance statistics, 

analytical tools such as MATLAB can be used for the QoS analysis. 
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A mathematical analysis model within a tool such as MATLAB can use the 

performance data for analysing the QoS condition and identifying the corresponding 

adaptive QoS parameters that need to be altered. For this purpose, a co-simulation 

between a network modeler and a mathematical tool can be set up using external 

interfaces or API references. MATLAB will use the performance data to analyse the 

QoS condition and identify the corresponding adaptive QoS parameters. An adaptive 

QoS parameter represents the necessary adjustment made to network configurations to 

meet the QoS requirements of the application. For this purpose, co-simulation between 

Riverbed Modeler and MATLAB can be established using MATLAB MX functions and 

Riverbed Modeler APIs [85, 86].  

The co-simulation between a network simulation tool such as Riverbed Modeler and 

MATLAB is greatly beneficial. While users may benefit from Riverbed Modeler as a 

tool that strives for closer representation to real network devices, the control 

mechanisms and decisions to support adaptive QoS are happening in MATLAB. 

MATLAB also supports high-level analysis, which enables future network complexity 

to become more manageable.  

3.3.4 MATLAB Neural Network Tools for QoS Model Validation 

The performance of the service differentiation can be further improved with a more 

powerful self-adaptation mechanism. This can be done potentially by adopting 

continuous learning and prediction of network parameters via the neural network [87]. 

The continuous learning achieved from neural network serves as an added-value to the 

proposed QoS model. For this purpose, the neural network tool in MATLAB is selected. 

Continuous learning may also constantly create awareness of network conditions. 

Hence, adaptation will be based on the QoS parameters resulting from a traffic 

dimensions such as traffic distributions and network load.  

The system would be designed so that as new scenarios are experienced by the network 

the event neural network would be updated accordingly and the information could be 

used to predict future QoS parameters as the system evolves. This would lead to the 

creation of an unsupervised learning tool for maintaining the network QoS. It is 

envisioned that the approach will overcome the repetition of adjustment calculations for 

the adaptive QoS, contributing improvement to the system’s latency.  
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3.4 Physical WSN-IoT Testbed 

One of the objectives of this research is to validate the QoS model under a WSN-IoT 

environment. As explained in the chapter introduction, physical testbeds offer the most 

accurate method of verifying WSN concepts [88]. Therefore, a real-setting of physical 

infrastructure, i.e., the WSN-IoT test environment has been set up. The test environment 

serves as an avenue for the validation and verification of the modelled QoS.  

As most WSN deployments involve the placement of hundreds or thousands of nodes, it 

may be impractical to test and evaluate the sensor network on real WSN deployments 

due to complexity, cost and time consumption. Nevertheless, it is apparent that research 

activities in coordination and communication among sensors within WSN are of great 

importance. Thus, one of the main attentions of the present WSN research community is 

the development of WSN testbeds – established to provide avenues for 

experimentations. WSN testbeds have been developed to support the experimental 

research of WSN, equipped with the real world setting of sensor nodes in a controlled 

environment. These testbeds are shielded from hazards or external, uncontrollable 

factors, thus allowing optimum focus on the observation of a WSN’s behaviour. 

Typically, the WSN testbeds are integrated to the Internet to allow remote access to its 

users. Furthermore, these testbeds allow job submissions through web-interface, sensor 

reading visualisation, the remote programming of nodes and command line tools to 

control testbed nodes. 

Physical WSN-IoT testbeds [89] offer great benefits to researchers when evaluating 

WSN design as they gather real-life data from physical settings. However, when testing 

new algorithms and protocols, the process of experimenting with different scenarios and 

performing comparisons amongst these scenarios can be quite challenging. In this case, 

simulators offer capabilities and features that make them favourable for the design and 

testing of new protocols. It is envisaged that a better analysis of WSN applications can 

be facilitated by exploiting the advantages of both virtualisation and real-life testbeds. 

Therefore, we propose an IoT-based WSN test environment that offers interactions 

between the behaviour of the physical environment as it interacts with the phenomenon 

and necessary analysis in a virtual remote environment. 

An overview of a test environment architecture is presented in [4]. The test environment 

has been established by the Sensor Network and Smart Environment Research Centre 

(SeNSe) [90] laboratory research team. The effort of the SeNSe team aims to enable the 



44 

implementation of several use-cases on the same testbed. The primary idea is to allow 

for a reconfiguration of the physical sensor nodes flexibly to adapt to the network’s QoS 

condition. The reconfiguration is based on the QoS evaluation by the software that 

resides on the server and analyses recent historical data. The architecture allows user-

driven QoS-related experimentation and works on a case-by-case basis. As part of our 

continued investigation, we are looking at the applicability of the models by testing with 

application-specific WSN QoS parameters. Therefore, in this paper, the implementation 

of a proposed adaptive QoS model that serves as a use case on the test environment is 

presented. 

The implementation of a virtual sensor network (VSN) as a software replicated image of 

the corresponding physical sensor network (PSN) is demonstrated by Barbato et al. 

[91]. The VSN contains all the metadata of the PSN. Data processing takes place within 

the virtualised network to cater for the different requirements of the users/clients. This 

covers the need for any data storage, processing or computation on PSN hardware. The 

large-scale IoT testbed implementation of  SmartSantander [92] reaps the benefits of 

virtualisation hosted within a cloud infrastructure and provides experimentation and 

testing facilities to end users. Therefore, an extended function of specialised network 

modelling tools, such as Riverbed Modeler, within the cloud may facilitate an 

environment for hosting the QoS controller models on the virtualised network. It serves 

as a testing environment, i.e. to observe the impact of modifying virtual sensor node 

parameters such as data rate, service rate, buffer size and other functionalities of the 

network protocol on network performance before implementation on PSN hardware.  

The virtualisation level within the Lysis platform [93] comprises of abstractions of the 

functionalities of the real world objects/devices such as smartphones, as well as their 

social capability. The virtualisation layer present within the iCore [94] architecture 

consists of virtual objects and facilitates the exposure of a virtual interface from the real 

object (either sensor or actuator). The first approach considerably reduces latency, 

whereas the second approach results in the decoupling of real objects, thus allowing for 

reuse of the virtual interface hardware implementation undergoing alteration. 

A continuous QoS monitoring calls for a more involved IoT-based sensor network 

infrastructure that enables the virtualisation of the real physical world. With a test 

environment infrastructure, the adaptive QoS algorithm may be extended to allow 

informed adjustments of the IoT access point, which is highly desirable to ensure 
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seamless interconnection with the Internet and to provide better balance to adaptive QoS 

strategies. With a software-based network modelling that provides virtualisation of the 

real physical world, important performance parameters related to the application of QoS 

requirements can be considered without having to make major changes to the physical 

setting. 

3.5 Summary 

The envisioned QoS model involves management of heterogeneous data traffic through 

queue management, which impacts on the performance of traffic types. Therefore, this 

thesis necessitates using a network simulator tool that supports the allocation of 

priorities to different traffic types, queue management and simulation of the Internet 

network. This chapter has given an overview of commonly-used and available 

simulation tools including OMNET, NS-2 and Riverbed Modeler. Riverbed Modeler 

has a complete graphical user interface and a hierarchical design methodology which 

are convenient when designing and debugging the network model. Riverbed Modeler 

also comes with an analysis tool that facilitates the statistics collection and 

investigations of pre-dominant QoS metrics such as packet delay, packet drop and 

throughput. One of the features of the QoS model is to make it adaptive to the dynamic 

changes of network traffic. For this purpose, continuous and real-time analysis of the 

QoS condition is needed. Co-simulation between Riverbed Modeler and MATLAB is 

chosen to perform simulations of the network and to collect the performance statistics, 

as well as continuous QoS analysis. The neural network tool in MATLAB is also 

chosen to introduce a value-added validation of the QoS model through continuous 

learning and the prediction of network adjustment parameters to maintain network QoS 

conditions. 
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Chapter 4  Integrating WSN to the Internet: ADHERE QoS 
Concept for Heterogeneous Data Traffic 

4.1 Introduction 

This chapter presents the concept of Adaptive Service Differentiation for 

Heterogeneous Data in WSN (ADHERE) QoS framework. ADHERE is proposed based 

on the identified QoS factors and requirement analysis presented in Chapter 2. The aim 

of the QoS framework is to achieve an adaptive service differentiation in integrating 

WSN with mixed traffic requirements with the Internet. ADHERE QoS preserves the 

QoS mechanism of both WSN and Internet through seamless service differentiation on 

the network’s IoT access point.  

The objective of the QoS framework is to meet the requirements of heterogeneous data 

traffic in the WSN both in the domain of timeliness and reliability. Another objective is 

to implement a scheme of an adaptive QoS that is capable of reacting to dynamic 

network changes.  

This chapter is organised as follows: The next section provides an overview of the QoS 

framework, along with the presentation of the network model. The sub-components of 

the ADHERE QoS model, namely the queuing model, congestion control unit, and rate 

adjustment scheme are presented in section 4.3. Then, an overview of neural network 

learning tools for the proposed ADHERE QoS concept is presented in section 4.4. 

Finally, section 4.5 concludes the chapter. 

4.2 Overview of ADHERE QoS Framework 

The proposed ADHERE QoS framework combines a service differentiation model with 

an adaptive scheme. The primary QoS target is to ensure that real-time traffic with 

timeliness requirements arrives to the end users with low delay, while delay-tolerant 

traffic with reliability requirements achieves a high throughput and high packet delivery 

ratio.  

4.2.1 Network Model 

It is assumed that the application running over the heterogeneous traffic data represents 

the Supple Service Model [17], as discussed in Chapter 2. In the Supple Service Model, 

sensor nodes generate a continuous flow of data at regular intervals, forming a many-to-
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one line of convergent traffic in the upstream direction. Figure 4-1 shows the network 

model with heterogeneous traffic classes received at the network IoT access point. 

 

Figure 4-1 Network Model with heterogeneous traffic classes 

 
We assume that the sensor nodes have a two-way communication with the IoT access 

point. However, no sensor-to-sensor communication is assumed. Each node generates 

packets of different types, depicted by different colours in the figure. The IoT access 

point, which acts as the IoT access point to the sensor network, relays the received 

packet to users through the Internet. The IoT access point may also act as a cluster head 

for a particular physical space, hence the assumption of a multiple IoT access point 

network. The figure shows the incoming traffic flows. Once they arrive at the IoT 

access point, they are allocated to buffer queues. Within the IoT access point, the 

weighted fair queuing (WFQ) model is employed. The WFQ scheduling discipline is an 

ideal method for providing bounded delay, bounded throughput and fairness among 

traffic flows [51, 95].  

As shown in Figure 4-1, we consider the WSN network from the point of view of 

distributed clusters network. Each of the distributed clusters would be IoT-driven. This 

means, each sensor network has a cluster head that become the IoT connectivity to the 

Internet. Taking this nature of the sensor network into consideration, the architecture of 

the IoT-based WSNs adapted in this research is a single hopping network. 
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4.2.2 Queuing System 

Figure 4-1 shown previously also illustrates a queuing model for regulating the buffer 

for data packets queued for transmission at the IoT access point. Upon arrival at the IoT 

access point, the data will be allocated to different buffer queues based on service 

differentiation, which runs from the IoT access point. As shown in Figure 4-1, different 

traffic types are buffered in separate queues in the IoT coordinator.  

To discriminate traffic classes from each other, we assume that each sensor node adds a 

traffic class identifier to its local sensor packets and puts them in proper queues. This 

identifier represents the traffic class of each packet. A buffer is allocated for each traffic 

class; hence, increasing the number of traffic classes imposes a greater number of 

required buffers as well as hardware requirements [28].   

 

Figure 4-2 WFQ queuing system 

 
Figure 4-2 illustrates a WFQ queuing system. Each traffic class is served on a fixed 

weight assigned to the related queue. The weight is determined according to the traffic’s 

QoS requirement, such as its delay deadline. For instance, let’s consider a four classes 

job system with a finite buffer with size K [59]. This means, the maximum number of 

packets that can be in the system at any time is K, and any additional packet are refused 

entry to the system and will depart immediately without service. Packets of class 1 to 

class 4 arrive with rate λi (where i = 0,1,2,3) and require exponential service times with 

a mean 1/µi . The queue i is served at rate wi for some wi > 0. The coefficient wi is such 

that w0 + w1 + w2 + w3 = 1 [51, 59].  

Each queue of finite size serves packets, and the inter-service arrivals are exponentially 

distributed with an average service rate, which is synonymous with the capacity of the 

outgoing link to the IoT access point. This assumption allows us to apply M/M/1 

queuing theory to analyse the WFQ scheduling [59]. An M/M/1 queue consists of a 

First-in-First-out (FIFO) buffer queue with each packet arriving according to the 

Poisson arrival process, and a processor that retrieves packets from the buffer at a 
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specified service rate. The three main parameters that affect the performance of an 

M/M/1 queue are packet arrival rate, packet size, and the service capacity. 

The M/M/1 model is used as an approximation of delay, which is the key application-

specific QoS parameter for delay-tolerant data. Despite being an infinite buffer model, 

M/M/1 is deemed to be appropriate model as its adoption for the purpose of delay 

bound approximation only takes place during the initialization phase. Furthermore, it is 

appropriate due to the nature of lightly-loaded queue coming from the delay-tolerant 

traffic. 

4.2.3 Traffic Classes and QoS Requirements 

It is assumed that the network contains different classes of traffic, namely real-time 

traffic classes with and without reliability constraints, and multiple priority delay-

tolerant traffic classes. The system can support several different types of traffic classes, 

for example: 

1. Real-time and reliable traffic class (RT-Rel class) 

2. Real-time traffic class (RT class) 

3. High priority, delay-tolerant traffic class (DT1 class) 

4. Lower priority, delay-tolerant traffic classes (DT2… DTn class) 

The RT-Rel class is the highest priority traffic class. It imposes both timeliness and 

reliability QoS requirements. From the application point of view, the RT-Rel traffic 

class can be categorised as alarm data or real-time data that is part of an integrated data 

stream that does not tolerate delay, such as audio/video data. This critical data needs to 

reach the users with a low bound delay. It cannot tolerate packet drop and needs to stay 

longer in the buffer for future retrieval. On the other hand, the RT class represents real-

time (RT) traffic, which has timeliness QoS requirements but has no reliability 

constraint. The RT class is the second highest priority traffic and needs to have high 

throughput and low delay bound. Furthermore, there is also delay-tolerant traffic, which 

is divided into several classes according to its priority. For this kind of traffic, having a 

low delay is not too important, but information needs to be reliably sent to the users. 

Typically, delay-tolerant data types with reliability constraint are allocated more storage 

in the buffer within the IoT access point. Note that in a typical WSN, each node may not 

be having the same sensors. This means, one node may be having all possible traffic 

classes (RT-Rel, RT, DT1, DTn), while another node may contain only two types of 

traffic classes. 
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The QoS requirement for a specific traffic class must be explicitly defined to ensure 

achievement of the QoS target. For example, to accommodate the timeliness QoS 

requirements for real-time traffic, a key parameter such as ‘delay bound’ must be 

observed. The performance of the queuing system is analysed with the aim of 

minimising the average queuing delay through the buffer. 

The delay of a single queue can be expressed using the M/M/1 system delay formula 

[96]: 
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where λ is the arrival rate of packets into the service queue and c is the service rate, 

which is equal to the capacity of the outgoing link. The delay bound is vital information 

that offers accurate values in the initialisation phase. This will be explained in the next 

section. 

4.2.4 ADHERE QoS Architecture 

Table 4.1 shows the ADHERE QoS architecture. In the initialisation phase, the model 

identifies the data rate of the traffic sources and their QoS requirements, namely the RT 

packet’s tolerable delay and the DT packet’s tolerable packet loss. The algorithm also 

estimates the required buffer size [25] of different traffic types based on this 

information. The required buffer size is estimated to ensure that reliability-constraint 

DT packets can take up more space in the IoT coordinator’s buffer. Therefore, in the 

QoS model, more bandwidth is allocated to RT traffic to meet low delays. In addition, 

buffer storage is allocated to DT traffic to avoid buffer overflow, which may result in 

higher traffic drop. 
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Table 4-1 ADHERE QoS Architecture 

Function/Task Related Parameter 

QoS requirement identification delay bound, loss tolerance, buffer usage 
requirements 

Initialization source data rate, calculate required buffer size 

Queue System *arrival and departure of packets using WFQ 
scheduling 

QoS Monitoring (Congestion Control and Rate Adjustment Unit 

Calculate Performance Indicator congestion degree, traffic dropped, queue size, 
buffer usage, ratio between packet inter-arrival 
time over packet service time 

Adjustment Decision e.g., if queueThreshold==TRUE 

          data_rate = new_rate 

e.g., if bufferusage < 80%  

          buffer_size = new_buffer_size 

e.g., if traffic_dropped > 30% 

          data_rate= new_rate 

Implementation of New 
Adjustment Parameter 

Adjustment parameters include new data rate 
and new buffer size 

 

To ensure optimum resource utilisation (regarding buffer usage and bandwidth 

allocation), a congestion control algorithm is proposed as one of the major components 

of the QoS framework. Combined with a proposed rate adjustment unit, the ADHERE 

QoS model adapts to the network dynamics typically in the event of burst and higher 

intensity traffic, where the accumulation of packets in the buffer becomes more rapid. 

These QoS components are proposed to react to these changes and maintain the QoS 

requirements of all traffic classes in the network. 

Network performance is monitored continuously, and the QoS condition is determined 

using the congestion control unit. Congestion detection in WSN has been proposed in 

the literature using indicators such as buffer occupancy, queue length, packet service 

time, and the ratio of packet service time over packet inter-arrival time at the 

intermediary nodes. In addition, parameters such as traffic drop or packet delivery rate 

[25] can also be used to decide the adjustment as these parameters are closely related to 

the buffer’s congestion degree. The rate adjustment unit calculates the new data rate of 

the traffic source, using the results of the congestion index [63] and the predefined 

source traffic priority [28]. Then, the adjustment parameter, i.e., data rate and buffer 

size, is calculated. This approach will ensure that the QoS requirements for different 
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traffic classes are met while maintaining steady queues in the IoT coordinator buffer. 

This also ensures that allocated buffer resources are utilised efficiently.  

The major components of the ADHERE QoS model, namely the queuing system and 

the congestion control and rate adjustment unit are presented in detail in the following 

section. 

4.3 ADHERE QoS Components 

This section describes the major components of the ADHERE QoS framework. A 

heterogeneous traffic class queuing model that encompasses the service differentiation 

policy of ADHERE is discussed first. Then the congestion control and rate adjustment 

scheme that supports the adaptive mechanism within ADHERE is presented. 

4.3.1 A Heterogeneous Traffic Classes Queuing Model 

The first component of the ADHERE QoS model is the service differentiation model 

which manages the heterogeneous data traffic with varying timeliness and reliability 

requirements. The IoT access point addresses upstream and downstream traffic flow of 

real-time and delay-tolerant packets between the sensor nodes and the IoT access point. 

The continuous delivery of packets creates multiple queues in the IoT access point, as 

shown in Figure 4-3.  

There are two main types of network models which have been proposed in the literature 

for analysing network performance. They are packet-level and flow-level models. The 

proposed ADHERE QoS is a packet-level model, which considers a fixed number of 

flows, each with an infinite stream of packets. These packets are injected into the 

network according to a process that is governed by a congestion control mechanism. 

The packets are often approximated to explicitly model the relationships between 

round-trip times, packet drop probabilities and rate-allocation among the flows. 

Consequently, they capture the role of buffers as well as queing and packet delay. 

Packet-level models are also useful to estimate quantities such as queue sizes at buffers 

and throughput, hence is used study the stability of congestion control algorithm. Since 

only long-lived flows are considered, packet models do not capture flow-level dynamics 

such as flow transfer durations  or the number of active flows resulting from flow 

bandwidth allocation procedure. 
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Figure 4-3 Queuing model for heterogeneous traffic classes 

 
The generation of a WSN traffic load heavily depends on the application, which can be 

categorised as event-driven or periodic data generation. The event-driven scenario such 

as intruder detection and tracking generates bursty traffic. In the WSN literature, the 

constant bit rate (CBR) data traffic and the variable bit rate (e.g., Poisson distribution) 

are commonly employed [16, 97, 98]. Each traffic class is exponentially generated with 

an average packet generation, typically using packets per second. 

Traffic flows are fed into the IoT access point buffer, which in turn serves the packets 

based on predefined service rates and using the WFQ algorithm. In WFQ policy, each 

traffic type is maintained in separate queues. Weights are associated with the traffic 

classes based on their importance and QoS requirements. Queues are then serviced 

using FIFO at rates based on their weights. The weights are associated with the traffic 

classes and their priority index. For instance, in a two-classes system with RT and DT 

traffic, the RT queue may be assigned a weight of two, and queue DT may be assigned a 

weight of one. Hence, two packets would be sent from queue RT for every one sent 

from queue DT. Figure 4-4 illustrates the working of the two separate and independent 

shift buffers for the incoming RT and DT data traffic.  
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Figure 4-4 An example of two-classes shift buffers in an IoT access point 

 
In the service differentiation algorithm, the source data rate is first initialised. The queue 

model is designed by taking into account the QoS requirements of the different traffic 

type. Typically, the QoS requirements of the RT packet is defined as delay bound, 

whereas the DT packet QoS requirement is defined using packet loss tolerance. This 

application-specific QoS requirement is used to calculate the data rate of the traffic 

sources, using the M/M/1 queuing formula: 

   mean delay = 1 / (service rate – arrival rate)                             (4.2) 
 

Next, by considering the expression in [25], the expected buffer requirements for a 

system with multiple traffic types can be defined. The expected buffer storage 

requirements for real-time (RT) and delay-tolerant (DT) traffic types can be estimated 

using the following expressions: 

RT_buffer	ൌ	ሺdatarate_RT/ሺ2*Nሻሻ*ሺN‐1ሻ*logሺሺN/ሺ1‐0.99ሻሻ‐ሺN‐1ሻሻ						(4.3) 

DT_buffer	ൌ	SERV_RATE_DT*ሺdatarate_DT/ሺ2*Nሻሻ*ሺN‐1ሻ*logሺሺN/ሺ1‐0.99ሻሻ‐ሺN‐1ሻሻ	

(4.4)   

where N is the number of sensor nodes.  

The required buffer size is estimated to ensure that DT data with a reliability-constraint 

is allocated more storage in the buffer. Therefore, in the QoS model, more bandwidth is 

allocated to RT traffic (by setting higher weights) to meet the low delay bound. In 

addition, more buffer storage is allocated to DT traffic to avoid buffer overflow which 

may result in a high traffic drop. 
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It is assumed that each node in the WSN, indicated as i, has different kinds of traffic 

sources. Let j represent the traffic class. Hence, j represents one of the traffic classes 

RT-Rel, RT, DT1, DT2 and so on. Then, let SPi
j denote the traffic source priority in 

sensor node i. The value of SPi
j could be set manually to achieve service differentiation. 

Ideally, the value of SPi
j is set high enough for high priority traffic, so that it can be 

discriminated against the other low priority traffic.  

Each sensor node, i, has a priority index, traffic class priority, ்ܲ஼
௜ , defined as the sum 

of the traffic source priority. This can be expressed as follows: 

்ܲ஼
௜ ൌ ∑ ܵ ௝ܲ

௜																																																													ሺ4.5ሻ௝    

where j is the traffic class, represented by RT-Rel, RT, DT1… DTn. 

As each sensor has different traffic classes, each node’s global priority associated to 

each traffic classes RT-Rel, RT, DT1 and DT2 can be expressed as follows: 

ܩ ோ்ܲିோ௘௟
௜ ൌ 	 ܵ ோ்ܲିோ௘௟

௜ 																																																									ሺ4.6ሻ 

ܩ ோ்ܲ
௜ ൌ 	 ܵ ோ்ܲ

௜ 																																																																ሺ4.7ሻ 

ܩ ஽்ܲଵ
௜ ൌ 	 ܵ ஽்ܲଵ																																																																																									

௜ (4.8) 

ܩ ஽்ܲ௡
௜ ൌ 	 ܵ ஽்ܲ௡

௜ 																																																															(4.9) 

Note that ܩ ௝ܲ
௜ is calculated only for active traffic sources. If a traffic source is not 

active, then regardless of its type of traffic class, the value of SPi
j is set to zero. This is 

applicable when some nodes do not have certain traffic classes. This setting ensures that 

the algorithm will share the existing network capacity only between active nodes.  

4.3.2 Congestion Control and Rate Adjustment Scheme 

A congestion control approach through flexible and distributed rate adjustment in the 

IoT access point is proposed to introduce the adaptive approach of the proposed scheme. 

The ADHERE QoS model avoids congestion in the network by determining the traffic’s 

data rate, which is appropriate to the network condition. It acts as a scheduler between 

the network layer and the MAC layer, which maintains queues according to traffic 

types. Figure 4-5 shows the architecture of the congestion control and rate adjustment 
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scheme. It consists of three major parts; namely, congestion detection unit, rate 

adjustment unit, and congestion notification unit. 

 

Figure 4-5 Structure of congestion control and rate adjustment scheme 

 
The congestion detection unit is responsible for detecting any congestion in advance. It 

measures the input rate determining the congestion intensity. Each sensor node 

measures its input traffic load and calculates the difference between its input rate and its 

maximum allowable transmission rate. The output of this unit is the difference between 

the input rate and the output rate. This can be of a positive or a negative value. In each 

predefined time interval, the IoT access point calculates the sending rates of all sensor 

nodes’ traffic sources as well as its local traffic source.  

The rate adjustment unit calculates the new rate for each sensor node’s traffic source, as 

well as the local traffic source. The computation is based on the current congestion 

index and the source traffic priority. The new rate will be sent to the congestion 

notification unit. 

 The congestion notification unit is responsible for notifying all sensor nodes of the 

newly computed rate. The unit uses an implicit congestion notification by adding the 

new rate of each sensor node to the sending data of the IoT access point. When a sensor 

node detects any congestion, it will adjust its traffic source rate accordingly.  

A congestion indicator strategy similar to the RED active queue management algorithm 

[30, 99] is employed in each network node. In each queue associated to a particular 

traffic class, two different fixed thresholds are defined. When the queue length is less 

than a minimum threshold, it implies that there is no congestion in the queue. Hence, 

the congestion index is set to 0. In this case, the sampling rate can be modified. On the 
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other hand, when the queue length exceeds the maximum threshold, there is a 

significant congestion in the queue. Thus, the congestion index is set to 1.  In this case, 

the sensor node should decrease its transmission rate to avoid any packet loss. 

Furthermore, whenever the queue length is between the two thresholds, the congestion 

index is set to a value between 0 and 1, depending on the queue length. 

A. Initialisation phase: 

In the initialisation phase, the output rate of the IoT access point is measured. Let ௦ܶ
஺௉

 

denote the service time of the packet in the IoT access point. Using the exponentially 

weighted sum, the average service time തܶ௦஺௉	is calculated as follows: 

തܶ௦஺௉ ൌ ሺ1 െ ሻߙ തܶ௦஺௉ ൅ .ߙ ௦ܶ
஺௉																														ሺ4.10ሻ 

where α is a constant, 0 ൑ ߙ ൑ 1.  

The average service time is the time taken to transmit a data packet over the MAC layer 

successfully. It is measured starting from the time when the network layer first sends the 

packet to the MAC layer to the time the MAC layer notifies the network layer that the 

packet has been transmitted. 

After computing the average service time, the IoT access point output rate, ݎ஺௉, can be 

obtained: 

஺௉ݎ ൌ
1
തܶ௦஺௉

																																																														ሺ4.11ሻ 

Then, the IoT access point calculates the maximum transmission rate for each sensor 

node, ݎ௠௔௫
௜ . This is computed based on the sensor node’s global priority ሺܲܩ௜ሻ and the 

IoT access point’s global priority ሺܲܩ஺௉ሻ, as shown below: 

௠௔௫ݎ
௜ ൌ .஺௉ݎ

௜ܲܩ

஺௉ܲܩ
																																																			ሺ4.12ሻ 

where ܲܩ஺௉ is the sum of the global priority of all of the sensor nodes sending their 

packets to the IoT access point. This step is repeated for each of the sensor nodes in the 

network to assign the nodes with an initial maximum transmission rate. 
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B. Calculate new transmission rate of the IoT access point at each periodic time 

interval ࢋ࢛࢙࢘ࢇࢋ࢓ࢀ  

The total input rate at the IoT access point ሺݎ௜௡
஺௉ሻ is computed as the sum of output rates 

from the sensor nodes. Let ܥሺܲܣሻ be the set of sensor nodes connected to IoT access 

point. Then ݎ௜௡
஺௉ is calculated as follows: 

௜௡ݎ
஺௉ ൌ ෍ ௢௨௧ݎ

௞ 																																																						ሺ4.13ሻ
௞∈஼ሺ஺௉ሻ

 

where ݎ௢௨௧
௞  is the output rate of the kth node from the IoT access point. 

Then the transmission rate difference at the IoT access point is computer as follows: 

஺௉ݎ∆ ൌ .ߚ ஺௉ݎ െ ௜௡ݎ
஺௉																																																		ሺ4.14ሻ 

where ߚ is a constant close to 1. 

Using the value of ∆ݎ஺௉, the IoT access point calculates and propagates the new 

maximum transmission rate for the sensor nodes as follows: 

௢௨௧ݎ
௜ ← ௢௨௧ݎ

௜ ൅ .஺௉ݎ∆
௜ܲܩ

஺௉ܲܩ
																																							ሺ4.15ሻ 

The congestion control and rate adjustment unit provide continuous monitoring of a 

WSN-IoT network performance through assessment of the QoS on the IoT access point 

and makes necessary adjustments to the network configuration. 

4.4 Adaptive QoS Proof of Concept  

A test of an adaptive QoS concept was conducted as part of the proof of concept. A 

sample of ADHERE QoS outcome is illustrated in Figure 4-6. To demonstrate the 

continuous monitoring of the QoS condition, an adaptive QoS concept was 

implemented to react to the data flow dynamics close to WSN applications in the 

physical world. The figure shows the performance of three source variables with 

different priority levels and different QoS requirements.  
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Traffic Class Weightage Buffer size 

(packet) 
Data rate (kbps) 

Initial rate Adjusted rate 

RT1 0.5 20 32 16, 8 

RT2 0.3 20 32 19.2, 12.8 

DT 0.2 30 32 16, 12.8 

Figure 4-6 An example of ADHERE QoS outcome within three adaptive cycles 

 
In this example, RT1, RT2, and DT represent real-time traffic with high priority, real-

time traffic with low priority and delay-tolerant traffic, respectively. The figure depicts 

the traffic performance during three QoS monitoring cycles. In each cycle, a 

performance indicator is given by average traffic dropped. Based on the status of traffic 

dropped, the system’s QoS controller reacts by setting a new traffic source data rate. As 

shown in the figure, although the traffic drop of all traffic types increased in the first 

cycle, the rate adjustments managed to reduce the traffic drop of DT and RT traffic in 

the second and third cycle. The test shows that continuous network improvement and 

traffic reliability can be achieved through the adaptive approach. It also highlights the 

impact of the interaction of the WSN with the dynamics of the phenomenon monitored.  

4.5  Adaptive QoS using the Neural Network 

To provide a verification and added-value to the ADHERE QoS model, we propose the 

use of neural network for developing the learning concept that provides an extension to 

the proposed ADHERE QoS framework. The aim is to design a neural network-learning 

algorithm for the developed adaptive QoS provisioning model. Using neural network 

tools in MATLAB, a learning algorithm to complement and improve the developed 

adaptive QoS framework is developed. The learning capabilities in ADHERE should 

optimise the QoS framework’s performance by accommodating the QoS requirements 

of the network through the dynamic changes of a particular application scenario.  
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Indeed, there is a need for building intelligence within the network such that it can adapt 

to the network dynamics. This can be achieved through learning and prediction of the 

network behaviour in relation to network dynamics. These techniques can follow and 

learn the known variation in a system and retrain when unknown information occurs. 

Soft computing techniques like Fuzzy Logic, Neural Network, Bayesian Networks and 

Evolutionary Algorithms enable finding solutions for complex problems with 

incomplete definitions and do not require a system definition. The use of a fuzzy logic 

controller in a service differentiation [67] indicates that the performance of the service 

differentiation algorithm can be further improved through the learning cycles. A fuzzy 

logic controller is adopted to determine the optimal traffic load parameter in a service 

differentiation scheme, which features a priority-based rate control system. The 

transmission performance in the wireless multimedia sensor network (WMSN) was 

improved in terms of a significant reduction of traffic delay and packet loss probability.  

The assumption in the knowledge-based fuzzy logic is that the relationship between the 

input and output is known, whereas our assumption behind the use of the neural 

network model is that the relation between the input and output is vaguely known. This 

is because neural networks do not need a system model for prediction. Based on their 

training requirements, neural networks are classified into two categories; unsupervised 

and supervised artificial neural network. The supervised neural network needs to be 

trained before use. The neural network prediction capability is limited to trends, which 

are an extrapolation of the network’s training. Unsupervised neural networks have the 

capability to learn and adapt to trends that they have not been trained within. This is 

ideal when dealing with WSN applications that have complex system behaviours and 

unpredictable traffic dynamics.  

4.5.1 Learning and Prediction 

The network QoS conditions are learnt to predict the required adjustments parameters to 

ensure the QoS is maintained. Figure 4-7 shows the organisation adopted for continuous 

learning and prediction of the neural network [85]. Continuous learning is required to 

constantly create awareness of the network dynamics due to the ever-changing 

transmission rates from different traffic types. The artificial neural network algorithm 

goes through three stages of the continuous learn, predict and adapt to the changing 

requirements of the network. The following explains the discreet processes of training, 

prediction and retraining: 
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Figure 4-7 Parallel model for learning and prediction 

 
Training: For training the neural network, the complete QoS condition is created as a 

map and fed to training. The neural network is trained once it discovers the adjustment 

parameters to the associated QoS condition. 

Prediction: During the prediction, the input data comprises a subset of the QoS 

condition at the end of a monitoring cycle.  

Retraining: A retraining is required when new and unknown QoS conditions occur, 

hence new adjustments are discovered. The retraining module is connected to the 

continuous learning module, which transfers collected data to the training module for 

adding new information to the neural network. 

The sets of results obtained from modelling and simulation activities on the Riverbed 

Modeler form the basis of the neural network algorithm. In the formulated ADHERE 

algorithm, the network’s QoS performance is observed periodically, i.e., for a 

predefined adjustment cycle. Based on the QoS condition, adjustments are made to the 

network parameters to maintain QoS requirements. The QoS condition parameters and 

the adjustment parameters form the neural network input and output categories, as 

shown in Table 4-2. 
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Table 4-2 Neural Network input and output parameters 

 NN Input NN Output 

Definition The performance 
indicator of the network 

The adjustment parameter (determined 
based on the network’s QoS condition) 

Parameters Traffic delay Buffer size 

 Traffic drop Source data rate 

 Delivery ratio  

 Buffer usage  

 

The input is defined as the behaviour of the network, i.e. the QoS performance indicator 

of the network. The parameters are traffic delay, traffic drop, delivery ratio and buffer 

usage. On the other hand, the output is defined as the adjustment parameter that has 

been determined using the QoS algorithm by taking into account the network’s QoS 

condition. These control values are used to improve the network performance. The 

output parameters are buffer size and source data rate.  

As discussed earlier in Figure 4-6, the traffic performance of heterogeneous data traffic 

are determined during each monitoring cycle. These traffic flows are generated under an 

initial data rate and serviced through queues on a predefined buffer size. The dynamics 

of different traffic classes, for example, in an event of an emergency which generates a 

burst of data, may cause the increase of traffic drop in the high priority queue as the 

allocated buffer size is not sufficient for the higher intensity traffic. Consequently, 

buffer usage will increase accordingly. Therefore, rate adjustments in the ADHERE 

algorithm should be able to reduce the traffic drop. While network improvement and 

traffic reliability can be achieved through these monitoring cycles, continuous 

monitoring and repetitive QoS evaluation are required. On the other hand, the use of a 

neural network will facilitate the system’s learning of network behaviour which will be 

useful as the system evolves and more complexity is expected. The proper system 

learning, prediction and retraining in neural network will enable seamless adjustment of 

decision in future events, hence will accommodate the maintenance of traffic QoS 

requirements more efficiently without undergoing repetitive QoS evaluations. 

4.6 Summary 

In this chapter, the proposed ADHERE QoS framework for integrating WSN to the 

Internet is discussed. ADHERE is a service differentiation-based QoS framework 

handling various levels of real-time traffic and delay tolerant traffic within WSN. In 
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addition, the service differentiation scheme is designed to function in the IoT access 

point that interconnects a WSN and the Internet. The model’s main objective is to 

preserve the service differentiation employed by the sensor network by adapting to 

changes in the network traffic.   

The ADHERE QoS framework is encompassed by two major components. The first 

component of the framework is the heterogeneous traffic queuing model that defines the 

way separate queues are used for each type of traffic class. The model is designed to 

function on different traffic classes with different QoS requirements, i.e., the timeliness 

and reliability QoS domain. The traffic classes are broadly categorised as real-time 

traffic classes with or without reliability constraints, and multiple priorities delay-

tolerant traffic classes. The other major component is a service differentiation-based 

QoS mechanism to manage the heterogeneous data traffic. An adaptive QoS scheme is 

proposed by implementing a congestion control unit and a rate adjustment unit, which 

reacts to dynamic changes in the network.  

This chapter also presents the use of neural network to offer a means of validation and 

optimisation for the proposed adaptive QoS mechanism. The concept of learning and 

prediction is presented along with a discussion of the input and output parameters of the 

neural network. It is targeted that the proper learning through ADHERE neural network 

can optimise the QoS framework’s performance by providing a seamless QoS 

maintenance of the network with unpredictable traffic intensity. 
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Chapter 5: Modelling and Simulation of ADHERE QoS 
Framework 

5.1 Introduction 

This chapter presents the modelling of the Adaptive Service Differentiation for 

Heterogeneous Data in WSN (ADHERE) QoS ideology proposed in Chapter 4. A 

detailed description of the modelling of key components of the ADHERE QoS concept 

is also presented herein. The model implementation and the testing of the individual 

components are presented, followed by the results from the modelling and simulation 

activities.  

The network models and main components of the service differentiation algorithm were 

designed and analysed using Riverbed Modeler and MATLAB. As explained in Chapter 

3, the Riverbed Modeler is a good discrete event-based network simulator, but it lacks a 

strong mathematical simulation framework. MATLAB, on the other hand, offers a 

better mathematical environment. Therefore, the characteristics of the service 

differentiation model were gained through MATLAB to anticipate the QoS framework 

performance.  The service differentiation algorithm was initially implemented in 

MATLAB to understand and investigate its characteristics. MATLAB provides visual 

output for users to validate and debug the algorithm studied. The service 

differentiation’s response to continuously streaming data with different QoS 

requirements (i.e. real-time or delay-tolerant) was then analysed.  

5.2 Modelling and Simulation Phases 

The modelling of ADHERE was separated into several phases. Figure 5-1 shows an 

overview diagram of the modules involved in the simulation planning phase.  

 

Figure 5-1 ADHERE system organisation 
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The queue model was initially developed in MATLAB. The aim was to understand and 

investigate the characteristics of the model when service differentiation is used to treat 

heterogeneous data traffic with different QoS requirements. The queue model was 

modelled with a clear abstraction from reality, and its formal specifications of 

conceptualisation were based on queuing theory and associated, underlying 

assumptions. Based on the model produced, the queue components were implemented 

on the Riverbed Modeler using the process editor in the simulation tool. The queue 

model, along with the QoS profile created in the Riverbed Modeler, was then embedded 

in the node and access point model. Then, network simulation was based on the 

proposed network architecture, and the simulation results provided an understanding of 

the overall model performance. In addition, the MATLAB-Riverbed Modeler co-

simulation was established to provide an avenue for a real-time QoS monitoring system 

that adapted to the dynamic changes of the simulated network. A mathematical analysis 

model within a tool such as MATLAB used the performance data derived from a 

network simulator, such as the Riverbed Modeler, for analysing the QoS condition and 

identifying the corresponding AQoS parameters for alteration. For this purpose, a co-

simulation between a network modeller and a mathematical tool was set up using 

external interfaces or API references [85].  

In addition, using the simulated data sets and the simulation results gained from the 

Riverbed Modeler, system training was conducted in MATLAB neural network tools. 

As discussed in Section 4.5, the neural network potentially offers a value-added and 

validation to the ADHERE model. In the neural network activity, the adaptive 

component of ADHERE has undergone a learning process, and the outcomes are 

envisaged to be a great potential for the seamless adjustment decisions in future events. 

The work on the neural network will be presented in Chapter 6. 

5.3 Development of the Queue Model 

The development of the queue model on which the service differentiation algorithm 

runs was initially implemented in MATLAB. MATLAB provides visual output for 

users to validate and debug the algorithm studied. The aim was to understand and 

investigate its characteristics. The service differentiation’s response to continuously 

streaming data with different QoS requirements (i.e. real-time and delay-tolerant) was 

analysed. In this phase, the main constraints of buffer usage were considered [1] before 

porting the algorithm as an embedded task suitable for the next simulation phase (i.e. 
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through the implementation of the queue model and custom QoS profile in the Riverbed 

Modeler).  

In the simulation, two types of heterogeneous traffic were first defined - real-time traffic 

and delay-tolerant traffic denoted as RT and DT, respectively. The purpose of the 

simulation was to investigate the way heterogeneous traffics’ arrival and service rate, as 

well as the IoT access point’s buffer size influence the traffic performance in the 

network. The predominant performance parameters observed were buffer usage, delay, 

and the drop in traffic.  

The parameters associated with a WSN application with RT and DT traffic were first 

defined. Based on the application’s QoS requirements, the following were initialised: 

(i) the RT and DT sources data rate  

(ii) the required buffer size (in the coordinator) for both RT and DT data traffic  

In the simulation, RT and DT traffic flows were fed into the IoT access point buffer, 

which in turn served the packets based on a predefined service rate and using a 

weighted fair queuing (WFQ) algorithm. In WFQ policy, each traffic type is maintained 

in separate queues. Weights are associated with the traffic classes based on their 

importance and QoS requirements. Queues are then serviced (i.e. packets are taken from 

the queues and sent to the outgoing line) using First-In-First-Out (FIFO) at rates based 

on their weights. For instance, if queue RT was assigned a weight of two, and queue DT 

was assigned the weight of one, then two packets would be sent from queue RT for 

every one sent from queue DT. Figure 5-2 illustrates the working of the two separate 

and independent shift buffers for the incoming RT and DT data traffic.  

Riverbed Modeler supports several mechanisms for providing QoS guarantees, 

including Traffic Scheduler, which determines how the packets buffered in the logical 

queues are scheduled for departure, including WFQ and WRR. As discussed in Section 

2.3.2, the main benefit of WFQ is that its implementations provide service 

differentiation between classes and their aggregated traffic, rather than merely 

differentiating between individual flows. In addition, because WFQ is bits aware, it can 

handle packets of variable lengths, which are more practical in WSN scenarios. 

Therefore WFQ is adopted in the simulation activity to offer more extensive future 

work. The configuration and deployment of the QoS support through the QoS Attribute 

Config within Riverbed Modeler is discussed in Section 5.4.3.  
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Figure 5-2 Shift buffers at the IoT access point 

 
In the service differentiation algorithm, the source data rate is first initialised. The queue 

model is designed by taking into account the QoS requirement of the different traffic 

types. Typically, the QoS requirement of the RT packet is defined by the delay bound, 

whereas the DT packet QoS requirement is defined using packet loss tolerance. This 

application-specific QoS requirement is used to calculate the data rate of traffic sources 

using equation 4.1, i.e., the M/M/1 queuing formula.                                             

The pseudo codes for deadline and service rate definition and data rate initialisation in 

MATLAB are shown below: 

 

 

 

 

 

 

 

 

 

 

Algorithm 5-1 Pseudo-code for deadline, service rate and data rate initialisation in 

MATLAB 

Initialise application-specific RT deadline 

Initialise application-specific DT deadline  

Set buffer service rate for RT queue 

Set buffer service rate for DT queue 

Initialise data rate based on M/M/1 queuing formula 

datarate_RT = SERV_RATE_RT -(1/RT_deadline);                 (5.1)   

datarate_DT = SERV_RATE_DT -(1/DT_deadline);                 (5.2)   
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After obtaining the data rate initialisation based from the user-specific delay 

approximation, next is to determine the required buffer size for both RT and DT traffic. 

For this purpose, the required buffer size was estimated by using the delay tolerant 

sensor networks expression by Liu et al. [25], i.e. equation 4.3 and 4.4. The required 

buffer size is estimated to ensure that DT data with a reliability-constraint is allocated 

more storage in the buffer. Therefore, in the QoS model, more bandwidth is allocated to 

RT traffic (by setting higher weights) to meet low delay bound. In addition,  more 

buffer storage is allocated to DT traffic to avoid buffer overflow, which may result in 

high traffic drop. 

5.4 Development of Node and Network Simulation Models 

In this section, the simulation work conducted on the Riverbed Modeler is presented. In 

the simulation, the overall network components were modelled in such a way that the 

node and network models represent real infrastructures in real network settings. The 

similar queue model, which had been tested in MATLAB, was implemented using the 

Riverbed Modeler. The implementation of heterogeneous traffic sources and the 

simulation setup are discussed. The simulation cases and associated design parameters 

of the study are also presented. 

5.4.1 WSN-IoT Network Simulation Setup 

We first present the simulation from the preliminary simulation setup using standard 

network models in the Riverbed Modeler, as shown in Figure 5-3. The network model 

was generated based on the reference architecture presented in Chapter 4. A WSN with 

all sensor nodes communicating directly with the IoT access point were organised in a 

star topology. 
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Figure 5-3 Riverbed Modeler network simulation environment 

 
A network carrying different applications was setup. Application Config and Profile 

Config [84] were defined to represent the application associated with the network. The 

simulated application service was comparable to the Supple Service Model architecture 

discussed by M.Nef et al. [17] in enabling QoS in the IoT. The Supple Service Model in 

the IoT provides periodically collected sensory or geographical information to users. In 

this architecture, there are also query-based user interactions when real-time 

information is needed.  

In the preliminary test, a traffic generator is simulated to represent steady traffic flows 

in one-hop transmitting data directly to the gateway. A service differentiation model 

that supports two major types of traffic classes was implemented [1] to simulate the co-

existence of real-time and delay-tolerant traffic. The traffic classes were Expedited 

Forwarding (EF), which was assigned to real-time traffic, and Assured Forwarding 

(AF), which was assigned to delay-tolerant traffic. As shown in Table 5-1, EF traffic is 

generated using User Datagram Protocol (UDP) and Constant Bit Rate (CBR) traffic. 

AF traffic is provided using Transmission Control Protocol (TCP) and File Transfer 

Protocol (FTP) traffic. UDP is usually preferred over TCP in typical multimedia 

applications where timeliness is of greater concern than reliability [58].  

Upper Level: 

User 

Intermediate 

Level: 

Internet 

Lower Level: 

Gateway tier 

Lower Level: 

Sensor tier 
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Table 5-1 Simulation parameters to test a network with different traffic distributions 

Parameters Value 

Topology Star 

Simulation time 1 hour  

Buffer Size 50 kBytes  

Traffic characteristic EF AF 

Traffic types CBR FTP 

Traffic distribution  20%  80% 

Inter-arrival time 50 sec. 20 sec. 

Traffic distribution 50% 50% 

Inter-arrival time 20 sec. 20 sec. 

Traffic distribution 80% 20% 

Inter-arrival time 20 sec. 50 sec. 

Packet size 40 bytes  

 

The effect of differentiated service was investigated by observing the network’s ability 

to meet different QoS requirements. The performance was assessed by monitoring the 

packet queues under different traffic distribution (i.e. the different percentage of EF-AF 

traffic). In the simulation, EF-AF distributions of 50%-50%, 20%-80% and 80%-20% 

were generated. An inter-arrival data rate of 20 seconds was used for an equal EF-AF 

distribution, while 20 seconds and 50 seconds were set to simulate the 80%-20% traffic 

distribution. Simulation time was set to one hour, and a relatively small 50kBytes buffer 

size was configured. The results of the test are discussed in Section 5.6.1.  

5.4.2 Node and Queue Model Implementation in the Riverbed Modeler 

Node Editor within the Riverbed Modeler allows users to create and edit modules for 

the node model. As discussed in Section 3.2 of Chapter 3, the modules include the 

processor module, queue module, transceiver module, antenna module and the external 

system module. Packet streams and statistical streams can connect these modules. The 

queue module is used to model a buffer. The node is configured to switch data packets 

at a predefined rate. Incoming data packets will first be pushed into the buffer and data 

packets stored in the buffer will be sent out or serviced at another predefined rate. If the 

incoming packet rate is greater than the service rate, then the transitional size of data 

stored in the buffer will grow until the incoming packet rate is reduced.  
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5.4.3 Modelling Heterogeneous Data in the Network Model 

Two traffic generators for the respective RT and DT traffic sources were first simulated. 

RT requires bounds on the delay that a packet will experience, whereas DT has a 

predefined loss tolerance value. To implement these bounds, RT and DT packets were 

treated differently within the IoT access point queues. To introduce heterogeneous 

traffic flow into the queue model, the following scenario was constructed in the 

Riverbed Modeler.   

 

Figure 5-4 Testing the heterogeneous data in the queue model at the IoT access point 

 
In this test, both the ‘RT Source’ and ‘DT Source’ nodes shown in Fig. 5.4 were 

standard node models in Riverbed Modeler (i.e. the ppp_wkstn). They are configured 

with FTP-based applications, which are identical except for the priorities associated 

with them. Service differentiation among RT and DT traffic was introduced by 

implementing the weighted fair queuing (WFQ) policy proposed in the ADHERE 

model. The access point handled separate queues for each of the RT and DT flows. 

Each traffic source can be assigned a weight that effectively controls the percentage of 

the link’s bandwidth each flow will get. A traffic source with a higher weight will 

receive more bandwidth than those with less weight [28].  

The Application Config tool in Riverbed Modeler, discussed in Chapter 3 is used to 

create the applications associated with the RT and DT traffic. The QoS Config tool 

discussed in Chapter 3 is used to deploy the WFQ queuing in the IoT access point 

buffers. QoS Config is also the tool used to specify the priority level and service 

differentiation among RT and DT sources. Each WFQ profile configuration consists of 

attributes for specifying the profile name and configuration of the logical queues. In the 
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simulation, a QoS profile, named “RT DT” was created and is deployed on the IoT 

access point’s interface attached to the link between the access point and Destination. 

Figures 5-5 and 5-6 show the RT DT Profile definition using QoS Config and the 

configuration of the access point node supporting the WFQ scheme, respectively. 

 

Figure 5-5 QoS Confiq definition in the Riverbed Modeler 

 

 

Figure 5-6 Configuration of ‘RT DT Profile’ in the access point node 

 
As shown in the figures, the WFQ profile contains the following attributes:  
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 Buffer Capacity - specifies the buffer size in packets on the interface where the 

corresponding WFQ profile is deployed 

 Max Queue Size (pkts) – determines the maximum number of packets that can be 

accumulated in the logical queue when the number of packets in the physical queue 

reaches the value of the attribute Buffer Capacity 

 Weight – specifies the share of the allocated bandwidth for the corresponding queue 

For example, using expressions 4.3 and 4.4, by letting N=15, the required buffer size of 

RT and DT yield to 27 packets and 69 packets, respectively. These values are set to the 

Max Queue Size (pkts) attribute, as shown in Figure 5-5. The buffer size represents the 

expected storage requirements for the different traffic types and their associated data 

rate.  

The application supported by both ‘RT Source’ and ‘DT Source’ in Figure 5-4 were 

configured to transfer streams of data with predefined intervals between the transfer of 

subsequent files. The configuration was set on the attribute’s dotted lines shown in 

Figure 5-4, which represented the traffic Demand Objects, used to specify traffic flows 

between two nodes. The traffic flow attribute of the Demand Objects, namely Traffic 

(packets/sec), specifies the transmission rate of the traffic flow. In addition, each traffic 

demand object was also specified with the type of traffic carried by them, by setting the 

Type of Service attribute accordingly to the defined Application Config. The Type of 

Service associated with the applications were set to Excellent Effort (highest priority 

level) and Standard (lower priority level), for RT and DT traffic, respectively. 

Furthermore, as discussed through Algorithm 5-1, the service differentiation was also 

defined by setting different service rate parameters for both RT and DT using 

expressions (2) and (3). The configurations of these parameters will be discussed in the 

next section.  

5.4.3.1 Test Cases to Study the Effects of Service Rates 

The aim of the simulation was to identify the impact of service rate to network 

performance. Five experiment cases were set up – all of which were differentiated by 

the values of packet arrival rate and the access point’s service rate. Arrival rate and 

service rate were defined as the number of packets that arrived at the buffer and are 

served by the buffer per second, respectively. 

Table 5-2 shows the associated settings for the Demand Object and Type of Service 

attributes of the DT and RT sources in all experiment cases. 
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Table 5-2 Demand Object, Type of Service and transmission rate configuration 

Demand Object Attributes Value 

DT Source  Destination Type of Service  Excellent Effort traffic 

 Traffic (packets/sec) 5 packet/sec 

RT Source  Destination Type of Service  Standard traffic 

 Traffic (packets/sec) 8 packets/sec 
 

The application supported by both RT Source and DT Source was configured to transfer 

streams of 42-byte files with predefined intervals between the transfer of subsequent 

files. The arrival rate was set by defining the attribute Traffic (packets/sec) of the 

traffic sources, as shown in Table 5-2. The arrival rate of RT and DT was constant at 

eight and five packets per second, respectively. The packet size and data rates were 

inspired by a typical WSN intruder detection system [100], where RT data was 

represented by light sensory data whereas DT data was represented by temperature 

sensory data. 

Table 5-3 shows the experiment case with different service rates. Five cases were set up 

– all of which had different service rates (SR), but the packet arrival rate (AR) and the 

buffer size was kept constant. The cases were: 

- Case 1 when SR is equal to AR (SR=AR), 

- Case 2 and Case 3 when SR is greater than AR (SR>AR),  

- Case 4 and Case 5 when SR is less than AR (SR<AR) 

 

Table 5-3 Test cases with different service rates 

 Service Rate (SR), pkt/s 

Experiment Cases RT Source DT Source 

Case 1 SR = AR 8 5 

Case 2 SR > AR 16 10 

Case 3 SR > AR 9 7 

Case 4 SR < AR 4 2 

Case 5 SR < AR 7 4 
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A relatively small buffer size of 20 packets was configured for each of the RT and DT 

buffers. The small buffer size was set to allow seeing the results of different arrival and 

service rates more easily. The experiment was conducted for 10 minutes.  

As discussed through Algorithm 5-1, the service differentiation was also defined by 

setting different service rate parameters for both RT and DT using expression (2) and 

(3). The packet service rate is an important factor that determines the packet service 

time, which is the primary requirement of RT packets. Packets arriving at separate 

queues feeding into the IoT access point will be served at a predefined service rate. In a 

steady state, the service rate must be the same or higher than the packet arrival rate at 

the buffer. This will ensure that packets are not kept waiting to be served at the outgoing 

queue. On the other hand, when the packet arrival rate exceeds the packet service rate, a 

buffer overflow may occur. This is very likely to occur at the access point carrying the 

combined upstream traffic. However, the available service rate depends on the capacity 

of the access point nodes. Therefore, service rates for different queues need to be 

considered, especially when the traffic load increases due to the occurrence of an 

important event that generates bursts of RT data or when the total number of nodes 

increases.  

If RT and DT have the same packet arrival rate, the trends of the buffer usage and 

serviced packets will show significant difference, especially if the access point’s buffer 

size is set to a small value. RT packets are anticipated to have lower queuing delay, and 

DT traffic will be higher. The statistics serviced packets, buffer usage and packet drop 

are observed in this experiment.  

5.4.4 Real-time QoS Monitoring using the MATLAB-Riverbed Modeller 
Co-Simulation 

A mathematical analysis model within MATLAB can use the performance data for 

analysing the QoS condition and identifying corresponding ADHERE parameters that 

need to be adjusted. For this purpose, a co-simulation between a network modeller and a 

mathematical tool was set up using external interfaces or API references [85].  

Figure 5-7 shows the ADHERE concept implementation on MATLAB-Riverbed 

Modeler co-simulation environment. It shows the service differentiation QoS model and 

a Congestion Control Unit run in Riverbed Modeler and MATLAB, respectively. 
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Figure 5-7 ADHERE implementation on the MATLAB-Riverbed Modeler co-
simulation 

 
The QoS algorithm shown in Table 4-1 in Chapter 4 was implemented. The Riverbed 

Modeler runs the queuing and heterogeneous traffic models, which were discussed in 

Sections 5.3 and 5.4. The network performance indicators derived from the model 

hosted by the Riverbed Modeler are queuing delay, buffer usage and traffic drop for all 

traffic types. These are defined as follows: queuing delay is the duration packets have to 

wait in the queue before being sent; buffer usage is defined as the number of packets 

waiting in the queue at any time during the simulation, and traffic drop is defined as the 

number of packets dropped due to buffer overflow. These parameters represented the 

QoS condition of the network passed to the Congestion Control Unit hosted by 

MATLAB. The Congestion Control Unit analysed the QoS condition and identified the 

corresponding network parameter for adjustment to maintain the required QoS. The 

Congestion Detection Unit first calculated the congestion index and the outcome was 

used by the Rate and Buffer Adjustment Unit to determine the new data rate for each 

traffic types and the buffer size for different queues at the access points. The aim was to 

ensure the QoS requirements for different traffic classes were met while maintaining 

steady queues at the access point buffer. 

The simulation activity discussed in Section 5.4.1 was conducted to investigate the 

model performance discussed above and is based on predefined traffic distribution. This 

exercise investigated the way traffic dynamics affect the network. Sensor network 

dynamics are the effects of the change of certain network parameters through a course 

of time. These may include changes in intensity to traffic flows especially due to bursts 

of sensed data when an event is triggered, changes in the numbers of active sensor 

nodes and gateway devices, and bandwidth availability.  

5.4.4.1 Test Cases to Study the Traffic Dynamics and Buffer Size 

To investigate the network performance under different traffic load, simulation cases 

with varying data rates were conducted during this simulation phase. Varying traffic 
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intensity is simulated to demonstrate traffic dynamics. To introduce greater traffic 

intensity, the value of Traffic (packet/sec) attribute in the Demand Object for both RT 

Source and DT Source are increased over the course of simulation time. This is to 

represent bursts of traffic for an event or network with greater number of sensor nodes. 

Figure 5-8 is an example of the way the traffic data rates change with time. 

 

Figure 5-8 Defining different rates of traffic intensity 

 
Figure 5-8 shows the approach used to increase the arrival rate of DT traffic. The arrival 

rate is in packets/s. A simulation on Riverbed Modeler involving 15 nodes was 

conducted to investigate the behaviour of the network under varying data rates and 

buffer sizes. Over the period of one-hour simulation, the RT and DT packets’ data rates 

were increased every 15 minutes. The following table shows the arrival rate values for 

RT and DT traffic over the simulation time. 

Table 5-4 Arrival rate change over one-hour simulation 

 Arrival Rate (AR), pkt/s 

Simulation Time (min) RT Source DT Source 

0 - 15 8 5 

16 - 30 40 25 

31 - 45 80 50 

46 - 60 120 75 

 

A low buffer size of 30 packets was initially set. Then, during the simulation run-time, 

the ADHERE QoS model estimated the required buffer size for heterogeneous traffic. 

The estimated buffer size was then allocated to the associated RT and DT traffic. 
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ADHERE aims to allocate sufficient buffer storage to DT traffic to avoid buffer 

overflow, which may result in a high traffic drop, and to allocate more bandwidth to RT 

traffic to meet low bound delay. This will accommodate the timeliness and reliability 

QoS requirements of RT and DT traffic.  

Buffer usage, queuing delay and traffic drop statistics were observed in this experiment. 

The required performance of the ADHERE QoS model to meet the timeliness and 

reliability requirements of both RT and DT packets was analysed. 

5.5 Results and Evaluation 

This section presents the performance measures and behavioural characteristics of the 

simulation cases. 

5.5.1 Queue Model Performance under Different Traffic Distributions 

As discussed in Section 5.4.1, the network performance under different real-time and 

delay-tolerant traffic distributions was investigated. The network performance was 

assessed by monitoring the packet queues in the gateway’s buffer under different kinds 

of traffic distributions. In the simulation, EF-AF distributions of 50%-50%, 20%-80% 

and 80%-20% were generated. The service differentiation’s ability to meet both types of 

traffic QoS requirements was investigated through buffer usage, queuing delay, and the 

amount of traffic dropped. 
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  Simulation time  
  (c) 80% - 20%  

Figure 5-9 Buffer usage (packet) vs simulation time for different modes of EF-AF 
traffic distributions  

 
The first statistic was buffer usage, defined as the number of packets waiting in the 

queue at any time during the simulation. As shown in Figure 5-9, there were 

significantly greater AF packets waiting in the queue for the entire simulation, while EF 

packets were seldom kept waiting. However, the buffer usage of the EF traffic increased 

for the 80%-20% distribution due to a higher data rate that introduced a greater volume 

of data in the buffer. While EF packets were forwarded to the output traffic, the AF 

packets occupied larger buffer space. Hence, the results indicate that both EF and AF 

packets achieved their QoS requirements. 
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  Simulation time  
  (c) 80% - 20%  

Figure 5-10 Queuing delay (sec) vs. simulation time for different kinds of EF-AF traffic 
distributions 

 
The second statistic is queuing delay (i.e. the duration that packets have to wait in the 

queue before sending). As shown in Figure 5-10, due to service differentiation, the AF 

traffic experienced a longer queuing delay than the EF traffic, especially in the 80%-

20% distribution. The result also showed that the differentiated service provided a low 

delay bound for EF traffic and all traffic distribution. This indicated that the EF traffic 

with timeliness requirements was first to be forwarded to the external network, 

regardless of the order of arrival. 
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  Simulation time  
  (c) 80% - 20%  

Figure 5-11 Traffic drop (packet/sec) vs. simulation time for different EF- AF traffic 
distributions 

 
Last to be investigated is the traffic drop, defined as the number of packets dropped due 

to buffer overflow. As shown in Figure 5-11, the AF traffic has a lower drop rate than 

the EF queue. Although the EF traffic was serviced first, it was often lost before 

delivery. This was acceptable as the EF traffic had more tolerance to packet losses 

compared to the AF traffic. On the other hand, while the AF packets travel slower (due 

to higher queuing delays), they are delivered with much more reliability. In addition, 

due to constrained buffer capacity, a small percentage of EF packets were evicted due to 

high storage pressure. The reliability of both AF and EF packets can be improved with 

larger gateway buffers.  

The results suggest that when the service differentiation and buffer eviction policy are 

used, both the timeliness and reliability of QoS requirements imposed by different 

packet types can be met. The scheme ensures low delay bound for EF packets while 

maintaining low packet loss for AF traffic. Hence, the framework is suitable for a 

network with mixed priorities and varying QoS requirements regarding timeliness and 

reliability.  
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5.5.2 Effect of Service Rate 

Network performance in the simulations for Cases 1 to 5, as outlined in Table 5-3, is 

observed in this section. 

The effect of the service rate was investigated through the amount of serviced packets 

by the IoT coordinator. It was observed that RT traffic and DT traffic are served 

according to assigned serviced rates for the different buffer queues.  

 

 

 
(a)   (b)  

 

 

 

 

  (c)   

Figure 5-12 Serviced packets vs. received packets for (a) Case 1 (SR = AR), (b) Case 2 
and Case 3 (SR > AR), (c) Case 4 and Case 5 (SR < AR) 

 
When SR and AR were equal (Case 1), more than 97% packets were served through the 

outgoing buffer queues for both RT and DT traffic. The small buffer size gradually built 

up the queues, but incoming packets were steadily served into the outgoing queues 

under SR=AR. Better performance was shown in Cases 2 and 3 when SR>AR. A 100% 

delivery rate is shown as all packets were successfully served. However, as shown in 

Figure 15-12 (c), it is observed that much less than 100% packets were served when SR 

<AR. The delivery rate for Case 4 was 50.1% and 39.8% for RT and DT traffic, 

respectively. Traffic was also dropped in Case 5, as only 86.5% and 78.9% was served 

for RT and DT traffic, respectively. The DT traffic reliability requirement was not 
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addressed due to insufficient buffer size. It is expected that even with a larger DT buffer 

size, traffic will eventually be dropped at a certain point with higher intensity incoming 

traffic. This suggests a need for continuous monitoring and network adjustments to 

accommodate the trade-offs between RT and DT QoS requirements. 

As shown in Figure 15-12 (b), Case 2 and 3 had a 100% delivery rate, which indicates 0 

buffer usage and 0 packet drop for the entire simulation time. This also indicates that 

when the packet rate for traffic source nodes is increased, the IoT access point is not fast 

enough to remove the packets in the buffer, which leads to continuous build ups of 

buffer occupancy. Consequently, once the buffer usage has reached its maximum 

capacity, packet starts to be dropped. Subsequently, more incoming packets will be 

dropped due to buffer overflow. A solution is to adjust the buffer size to match the 

requirements of the RT and DT traffic, which will be discussed in the next section.  

5.5.3 Effect of Buffer Size and Arrival Rate 

The results of incorporating the QoS model into our network modelling and simulation 

on the Riverbed Modeler are described in this section. A simulation on Riverbed 

Modeler involving 15 nodes was conducted to investigate the behaviour of the network 

under varying data rates and buffer sizes. Service differentiation among RT and DT 

traffic was introduced by implementing a WFQ policy, whereby each traffic source was 

assigned a weight. Traffic sources with higher weight receive more bandwidth than 

those with less weight. For this purpose, the normalized weight assigned to RT and DT 

traffic classes are set to to 0.7 and 0.3, respectively. In addition, a low buffer size of 30 

packets and estimated buffer size were allocated for RT and DT traffic, respectively. 

Over the period of a 1-hour simulation, the RT and DT packets data rate were increased 

every 15 minutes. Sufficient buffer storage was allocated to DT traffic to avoid buffer 

overflow, which could result in a high traffic drop. In addition, higher bandwidth was 

allocated to RT traffic to meet low bound delay. This would accommodate the 

timeliness and reliability of QoS requirements associated with RT and DT traffic. The 

queue performance at a range of traffic intensities was investigated and the way suitable 

estimated buffer size could accommodate the traffic’s QoS requirements was observed. 
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Figure 5-13 Buffer usage (packets) vs. simulation time 

 

 

Figure 5-14 Queuing delay (seconds) vs. simulation time 

 



85 

 

Figure 5-15 Traffic drop (packets) vs. simulation time 

 
Figures 5-13 to 5-15 show the performance for varying RT and DT data rates in terms 

of buffer usage, queuing delay and traffic drop, respectively. It shows that when the 

arrival rate is increased, the estimated buffer can accommodate the traffic burst, even 

when the service rate for the IoT access point remains constant. The results confirm that 

by introducing service differentiation among traffic as well as estimating the required 

buffer size, both RT and DT traffic met their QoS requirements. As shown in Figure 5-

14, by setting higher weights to the RT traffic, more bandwidth was allocated, and the 

low delay requirement of RT traffic was met. Furthermore, as shown in Figure 5-15, by 

estimating sufficient buffer size to DT traffic, traffic drop can be minimised. Hence, 

both timeliness and reliability requirements are accommodated. 

5.6 Summary 

The modelling and simulation of the ADHERE QoS model are presented in this chapter. 

A detailed description of simulation and experiment cases on Riverbed Modeler and 

MATLAB has been given. The network models and main components of the service 

differentiation algorithm are designed and analysed using Riverbed Modeler. The 

service differentiation’s response to continuously streaming data with different QoS 

requirements (i.e. real-time or delay-tolerant) has been analysed.  

Several design parameters have been discussed and implemented in the experiment case 

studies. The network model was tested under several design parameters; namely, traffic 

distribution, buffer size, traffic arrival rate, traffic service rate and WSN node density. 

The performance parameters analysed are queuing delay, packet drop, buffer usage and 
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delivery rate. Results show that the varying timeliness and reliability QoS requirements 

of RT and DT traffic can be met with the ADHERE QoS concept. Our findings show 

that the service differentiation among traffic and estimation of sufficient buffer size can 

accommodate the RT traffic timeliness and DT traffic reliability QoS requirements. 

Particularly, the low delay requirement of RT traffic was met through sufficient 

bandwidth allocation. In addition, the higher delivery rate requirement of DT traffic was 

achieved by using the ADHERE estimation of sufficient buffer size.  

The network modelling using the Riverbed Modeler simulation indicates the overall 

system performance and provide QoS-based design guidelines for an actual WSN-

Internet integration system. Furthermore, the co-simulation concept of the Riverbed 

Modeler and MATLAB was viable and could facilitate analysis of the network when 

complexity takes place as the network evolves. 
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Chapter 6: ADHERE Validation and Optimization using a 
Neural Network 

6.1 Introduction 

This chapter presents the implementation of a neural network concept which offers an 

extension to the simulated ADHERE QoS framework. The objective is to provide a 

value-added feature of the ADHERE QoS model as well as to observe similar results of 

the initial observation from the modelling and simulation activities. The aim is to design 

a neural network learning algorithm for the developed adaptive QoS model. Using 

neural network tools in MATLAB, a learning algorithm to complement the proposed 

adaptive QoS framework is developed. The adaptive component of ADHERE 

undergoes a learning process, whose outcomes will be used for seamless adjustment of 

decisions in future events. The learning capabilities in ADHERE optimizes the QoS 

framework’s performance by seamlessly accommodating the QoS requirements of the 

network which experience unpredictable dynamic changes in certain application 

scenarios.  

6.2 Learning and Prediction Process 

As introduced in Chapter 5 (refer Figure 5-1), using the simulated data sets and the 

simulation results gained from the Riverbed Modeler, a system training is conducted 

using MATLAB neural network tools. The network QoS conditions are learnt to predict 

the required adjustments parameters, to ensure that the QoS is maintained. Figure 6-1 

shows the organisation adopted for continuous learning and prediction of the neural 

network. Continuous learning is required to constantly create awareness of the network 

dynamics due to changes of transmission rates from different traffic types. The neural 

network algorithm goes through three stages of the continuous learning, predicting and 

adapting to the changing requirements of the network. The following explains the 

discrete processes of training, prediction and retraining: 
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Figure 6-1 Parallel model for learning and prediction 

 
Training: For training of the neural network, the complete QoS condition is created as 

a map and fed to training. The neural network is trained once it discovers the adjustment 

parameters to the associated QoS condition. 

Prediction: During prediction, the input data comprises a subset of the QoS condition 

at the end of a monitoring cycle.  

Retraining: Retraining is required when new, and demand for unknown changes in 

required QoS conditions occur. The retraining module is connected to the continuous 

learning module, which transfers collected data to the training module for adding new 

information to the neural network. 

The method used for ADHERE Neural Networks concept is based on back-propagation 

neural network. In the formulated ADHERE algorithm, the WSN network performance 

is observed periodically, i.e., for a predefined adjustment cycle. Accordingly, 

adjustments are made to the network parameters to maintain the QoS requirements. The 

input parameters and output parameters of the neural networks in MATLAB are shown 

in Figure 6-2. The sets of results obtained from modelling and simulation activities on 

the Riverbed Modeler are collected, forming the basis on which the proposed ADHERE 

algorithm is implemented.  
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Figure 6-2 ADHERE neural network organisation 

 
The neural network input is defined as the QoS instance of the network, which has been 

collected through the simulation activities. The input parameters are: traffic delay, 

delivery ratio and buffer usage, which are the QoS performance indicator of the 

network. On the other hand, the output is defined as the adjustment parameters which 

have been determined using the QoS algorithm by taking into account the network’s 

QoS condition. These are the control values that are used to improve the network 

performance. The output parameters are buffer size and source data rate.  

As discussed in Chapter 5, the queuing delay is defined as the duration packets have to 

wait in the queue before being sent. In addition, the buffer usage is defined as the 

number of packets waiting in the queue before being sent. A new QoS parameter 

observed in the neural network learning and prediction process is the delivery ratio - 

defined as the number of packets successfully serviced by the IoT access point over the 

packets that arrived at the queue. 

In the simulation activities, the way different buffer buffer sizes accommodate different 

traffic QoS requirements has been observed. The initial observations indicate that when 

source data rate is increased, traffic drop is likely if the IoT access point’s buffer size is 

small. As such, the delivery ratio and buffer usage are the main performance indicators 

for DT traffic. As discussed in the simulation results in Chapter 5, once the buffer usage 

has reached its maximum capacity, packets start to be dropped. Subsequently, more 

incoming packets will be dropped due to buffer overflow. When this happens, buffer 

usage is high and delivery ratio is very low. Hence by estimating the required buffer 



90 

size, higher intensity traffic can be accommodated. In other words, the delivery ratio can 

be optimised with adequate buffer size. On the other hand, the indication from traffic 

delay is used to accommodate the timeliness requirements for RT data. Adjustment to 

the source data rate of the RT traffic is done to maintain the required timeliness QoS 

requirement. Therefore, by adjusting the RT source data rate and estimating the required 

buffer size for DT traffic, the timeliness and reliability QoS requirements can be met.  

6.3 Data Collection 

Data collection in MATLAB involves the following 5 steps, which are 1) Data 

selection, 2) Validation and test data, 3) Network architecture setup, 4) Train the 

network and 5) Evaluate the Network 

Step 1: Data Selection 

The selection of data is comprised of two major data – input data and target data. All 

data are collected from the statistics obtained from Riverbed Modeler of various 

network scenarios. The input data presented to the network are queuing delay, buffer 

usage and delivery ratio performance under a range of traffic intensity. On the other 

hand, target data defines the desired network output. The parameters are source data rate 

and buffer size. 

The training samples have been selected to ensure that the network conditions would 

have adequate parameters variations, hence providing sufficient and proper training 

during the neural network learning. Network cases with different network attributes are 

simulated to represent the possible states of the network, from steady condition to 

extreme cases where congestion is likely due to high traffic intensity and insufficient 

buffer size. From the collected data, a number of network cases are categorised to 

represent different network conditions. The network cases are categorised as 1) settled 

cases, 2) high traffic intensity cases, 3) extreme cases and 4) very extreme cases. These 

categories will be discussed in detail in Section 6.4. 

Step 2: Validation and Test Data 

The samples for training, validation, and testing are formulated to represent different 

training cases. Each data set is comprised of 70% training samples, 15% validation 

samples and 15% testing samples. The training cases will be discussed in detail in 

Section 6.4. 
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Training samples are presented to the network during training, and the network is 

adjusted according to its error. Validation samples are used to measure network 

generalization, and to halt training when generalization stops improving. Testing 

samples have no effect on training and therefore provide an independent measure of 

network performance during and after training. 

Step 3: Network Architecture  

In this step the number of neurons in the fitting network’s hidden layer is set. It is 

recommended to change the number of neurons if the network does not perform well 

after training. 

Figure 6-3 shows a two-layer feed-forward network with sigmoid hidden neurons and 

linear output neurons which can fit multi –dimensional mapping problems. The network 

should be provided with consistent data and enough neurons in its hidden layer. As 

described in Section 6.2, the input parameters are packet delay, delivery ratio and buffer 

usage whereas the outputs are source data rate and buffer size. 

 

Figure 6-3 Neural network layers 

 

Fitting networks are feedforward neural networks used to fit an input-output 

relationship. Feedforward networks consist of a series of layers. The first layer has a 

connection from the network input. Each subsequent layer has a connection from the 

previous layer. The final layer produces the network's output. 

Feedforward networks can be used for any kind of input to output mapping. A 

feedforward network with one hidden layer and enough neurons in the hidden layers, 

can fit any finite input-output mapping problem. Specialized versions of the 

feedforward network include fitting and pattern recognition networks in MATLAB. A 

variation on the feedforward network is the cascade forward network in MATLAB, 
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which has additional connections from the input to every layer and from each layer to 

all the following layers. 

Step 4: Train the Network 

As mentioned in Step 1 (Data selection) the scenario cases are selected based on several 

categories of network conditions. Data are selected to introduce a balance of variation 

for the training purpose. However, extreme cases are introduced later in the training. 

This means that on-going training will occur as a proper training to the system, as it 

would ensure smooth network parameter adjustment. The system should also be trained 

based on unknown conditions and should cope with extreme conditions that may occur 

in the future, hence it should be able to react to certain incoming conditions as expected.  

The aim of this training strategy is to ensure that retraining is included and to 

demonstrate that the system is working in an adaptive manner.  

The network is trained with Levenberg-Marquardt backpropagation algorithm (trainlm), 

which is often the fast backpropagation algorithm in the Neural Network Toolbox in 

MATLAB. It is highly recommended as the first-choice supervised algorithm. This 

algorithm typically requires more memory but less time.  Training automatically stops 

when generalization stops improving, as indicated by an increase in the mean square 

error (MSE) of the validation samples. Conducting the training for multiple times will 

generate different results due to different initial conditions and sampling. Furthermore, 

retraining optimizes the network on inputs and targets. 

Step 5: Evaluate the Network 

After the neural network performance is observed to obtain an MSE value that indicates 

good training, the network can optionally be tested on more data. Iterating for improved 

performance includes doing the training all over again if the first attempt did not 

generate good results or if marginal improvement is required. In addition, the network 

size can also be adjusted by changing to higher neurons if the retraining did not help. A 

larger data set will need to be used if higher neurons did not offer any improvement. 

6.4 Training and Testing Process 

6.4.1 Data Sets 

The behaviour of the model is evaluated using different traffic load by setting a range of 

packet arrival rates. Arrival rate ranging from 2 to 20 pkt/s at the IoT access point for a 
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given buffer capacity has been collected using Riverbed Modeler. For the training data, 

the values of the inputs (traffic delay, delivery ratio and buffer usage) of the network 

have been obtained with 99% confidence level and 0.05 maximum relative error using 

the Riverbed Modeler simulator. 

The training samples have been selected to ensure that the network conditions cover 

adequate parameters combinations, hence providing sufficient and proper training 

during the neural network learning. These cases differ in terms of the arrival rate of RT 

and DT traffic classes, queue conditions (SR=AR, SR>AR, SR<AR) and buffer service 

rates. Based on the arrival rates values of the RT and DT data, these cases are 

categorised into 4 categories, namely Settled Cases, High Traffic Intensity Cases, 

Extreme Cases and Very Extreme Cases. The following table shows the values range 

for the parameters used in the data collection. 

Table 6-1 Network performance categories and related parameters for training data 

WSN Network 
performance 
categories 

Arrival rate (AR) 
values  range 

Queue Condition 
(SR/AR) 

Service rate (SR) 
values range 

Category 1: 
Settled Cases 

RT = DT 

2 to 13 pkt/s 

SR=AR 

SR>AR 

SR<AR 

(SR=AR, SR>AR, 
SR<AR) 

Range: 1 to 15 
pkt/s 

Category 2: 
High Traffic 
Intensity Cases 

RT =DT 

14 to 16pkt/sec 

SR=AR 

SR>AR 

SR<AR 

(SR=AR, SR>AR, 
SR<AR) 

Range: 7 to 18 
pkt/s 

Category 3: 
Extreme Cases 

RT > DT 

RT: 13 to16 pkt/s 

DT: 9 to 10 pkt/s 

SR<AR (SR<AR) 

RT: 3 to 11 pkt/s 

DT: 1 to 6 pkt/s 

Category 4: 
Very Extreme 
Cases 

RT > DT 

RT: 6 to 12 pkt/s 

DT: 5 to 9 pkt/s 

SR<AR (SR<AR) 

RT: 4 to15 pkt/s 

DT:1 to 9 pkt/s 

 

Category 1 until 4 defines the QoS condition of the network, starting from steady 

condition up to the condition when the network performs very poorly due to limited 

buffer space and high traffic rates. For example, the drastic reduction of the delivery 

ratio after the value of 16 pkt/s is due to the network congestion, as confirmed also by 

the increment of the drop rate for the corresponding values of arrival rate. Traffic drop, 

which increases as the arrival rate increases, is defined as the number of packets 
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dropped due to buffer overflow. This increment is almost linear till the arrival rate 14 

pkt/s and after the value of 16pkt/s it jumps up from 60% to 90%. This results in a huge 

reduction of delivery ratio for the corresponding arrival rate.   

6.4.2 Training Samples 

The system is trained using different training sets. The training sets are formulated to 

represent different data coverage. The aim is to compare the neural network 

performance using different training sets. 

The training sets are distinguished by having different data coverage of the network 

variation. They represent the poor, moderate and good training data, which contain 

30%, 60% and 100% data coverage, respectively. For example, the poor training data, 

only consists of part of the QoS condition category (Category 1 and Category 2 

explained in Section 6.4.1). The initial neural network training includes this data set. On 

the other hand, the good training data set consists of all of the 4 categories. This data set 

is used in the later stages of the training. 

Table 6-2 Definition of Training Sets 

Training Set 
Coverage/ No. 

of samples 

No. of cases selected from WSN Network Performance 
Categories 

Category 1 Category 2 Category 3 Category 4 

30% /23 20 3 0 0 

60% / 47 30 5 12 0 

100% /78 36 9 21 12 

 

Within the MATLAB environment, the two variables that are loaded from the data set 

are QoSConditionInputs and AdjustmentParameterTarget. They represent the input data 

(3xm matrix) and target data (2xm matrix). 

The QoSConditionInputs is a data matrix of 3 x m defining 3 QoS conditions under m 

different network cases. The QoS condition values are data from network simulation 

statistics taken every T interval at the end of a monitoring cycle. They represent the 

neural network input values as described in Section 6.2, which are: 

1. packet delay 

2. delivery ratio and 

3. buffer usage 
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The AdjustmentParameterTarget is a matrix containing the associated adjustment 

values for the network cases. The data set is used to train the neural network to estimate 

the adjustment parameters from the QoS conditions. As explained in Section 6.2, the 2 x 

m matrix of the adjustment parameters to be estimated given the inputs are: 

1. source data rate 

2. buffer size 

The three sets of training which have been conducted are summarized in Table 6-3. For 

instance, for the initial training which is Training 1, the input is a 3 x 23 matrix 

representing 23 samples of 3 elements. Furthermore, larger data sets are used for 

retraining, which are Training 2 and Training 3. Both of them consist of better coverage 

of QoS condition categories. In addition, validation and test samples are also set aside in 

the simulation training. As shown in the table, 70% of the Training 3 data (54 samples) 

was used for the retraining of the neural network, 15% (12 samples) was used for the 

validation and the remaining 15% (12 samples) was used for the testing of the network. 

Table 6-3 Input and output data matrix 

Training 
/Coverage 

Input data 
matrix 

Target data 
matrix 

70% 
Training 
samples  

15% 
Validation 

samples 

15% 
Testing 
samples 

Training 1 
(30%) 

3 x 23 2 x 23 17 3 3 

Training 2 
(60%) 

3 x 47 2 x 47 33 7 7 

Training 3 
(100%) 

3 x 78 2 x 78 54 12 12 

 

The following codes are used to design a fitting neural network with 10 hidden neurons   

with this data at the command line.  

LOAD QoS_dataset.MAT; //loads these two variables     
[x,t] = QoS_dataset; //loads the inputs and targets into chosen 
variables 
net = fitnet(10); //Function fitting neural network 
net = train(net,x,t); 
view(net) 
y = net(x); 
 
The results from the learning process are observed through the error rate. The aim is to 

achieve a low error rate which is within the tolerable value. Function fitting is the 
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process of training a neural network on a set of inputs in order to produce an associated 

set of target outputs. Once the neural network has fit the data, it forms a generalization 

of the input-output relationship and can be used to generate outputs for inputs it was not 

trained on. The dataset is used to train a neural network to estimate the relationship 

between the two sets of data.  

6.5 Neural Network Training Results 

This section presents the results concerning the training of the neural network. In the 

following, the neural network results after training is completed are discussed. The 

training performance are indicated using the mean square error (MSE) and regression 

(R). Regression values measure the correlation between outputs and targets. A 

regression value of 1 means a close relationship, whereas 0 indicates a random 

relationship. 

6.5.1 Training and Validation Performance 

Training automatically stops when generalization stops improving, as indicated by an 

increase in the MSE of the validation samples. The MSE is the average squared 

difference between outputs and targets. While lower values are better, zero MSE means 

no error. The following tables show the results in terms of MSE values for the three 

training sets.  

Table 6-4 MSE values results 
 

Training 1 
30% 

Training 2 
60% 

Training 3  
100% 

 

MSE 

Training 1.97656 1.50532 2.26030 

Validation 4.46077 5.04052 5.38405 

Testing 9.04224 19.85661 5.02986 

 

The performance progress of all the trainings are shown in Figure 6-4 until 6-6. The 

property ‘best epoch’ indicates the iteration at which the validation performance 

reached a minimum. Figure 6-4 shows that validation stops at Epoch 14 when MSE has 

reached a minimum value. The training continued for 6 more iterations before it 

stopped. 
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Figure 6-4 Training performance of Training 1 (Data Set of 30% coverage) 

 

 

Figure 6-5 Training performance of Training 2 (Data Set of 60% coverage) 
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Figure 6-6 Training performance of Training 3 (Data Set of 100% coverage) 

 

Figure 6-4 indicates that the training using 30% coverage of adaptive QoS cases 

generated poor results, as shown by the significant difference on training validation and 

test curves. Improvements are shown during retraining when larger data sets are used.  

Figure 6-5 and Figure 6-6 show improvement on precise data fittings with trainings 

using 30% and 60% coverage. The validation and test curves are very similar, 

particularly in Training 3 in which the data set has complete coverage of all QoS 

conditions’ categories as defined in Section 6.4.2. The results show that by retraining 

using a larger set of training data, the network generalizes well to the new data and 

produces sufficiently accurate results. 

6.5.2 Neural Network Training Regression 

The next step is validating the network through the regression plot. Regression plot 

represents the relationship between the outputs of the network and the targets. If the 

training was good, the network outputs and the targets would be similar. A regression 

value of 1 means a close relationship, whereas a zero value indicates a random 

relationship. 

The following tables show the results in terms of regression values for the network 

trainings.  
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Table 6-5 Regression values results 
 

Training 1 
30% 

Training 2 
60% 

Training 3  
100% 

 

Regression 

Training 0.99490 0.99571 0.99353 

Validation 0.93900 0.98909 0.98496 

Testing 0.96940 0.90392 0.98518 

 

The associated regression plots for training, testing and validation for Training 1, 2 and 

3 are shown in Figure 6-7, Figure 6-8 and Figure 6-9, respectively. 

 

Figure 6-7 Regression values of Training 1 (Data Set of 30% coverage) 
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Figure 6-8 Regression values of Training 2 (Data Set of 60% coverage) 
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Figure 6-9 Regression values of Training 3 (Data Set of 100% coverage) 

 

The dashed line in each plot represents the ideal result – outputs = targets. The solid line 

represents the best fit linear regression between the outputs and the targets. As the 

regression value is an indication of the relationship between the outputs and the targets, 

the value of R=1 shows that there is an exact linear relationship between the outputs and 

the targets. As shown in Figure 6-9, the training with complete QoS network categories 

results in a good fit. The overall R value also has the highest value as compared to 

Training 1 and Training 2 which are trained using smaller data sets and incomplete 

coverage of QoS condition categories. 

6.5.3 Error Distribution 

Figure 6-10 up to Figure 6-12 show the distribution of errors for the training, validation 

and test sets for all neural network trainings. 
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Figure 6-10 Error distribution of Training 1 

 

 

Figure 6-11 Error distribution of Training 2 
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Figure 6-12 Error distribution of Training 3 

 

The figures show that the data fitting errors for Training 2 and Training 3 with a larger 

data set have better error distribution.  However, they are not distributed within a 

reasonably good range around zero. This can be further improved by using larger data 

sets or higher number of neurons. Nevertheless, the drop in error rate in the retraining 

indicates that the training has matured gradually. 

6.6 Summary 

The neural network learning activities in MATLAB provides a comprehensive 

validation to the proposed AQoS algorithm. Using the simulated data sets and the 

simulation results gained from the Riverbed Modeler, a system training is conducted in 

MATLAB neural network tools. In addition, to provide a value-added adaptive feature 

of the QoS framework, as well as to deliver similar results of initial observation from 

the modelling, system training is conducted using neural network on MATLAB.   

The training samples have been selected to ensure that the network condition covers the 

optimum possibility of parameters combinations, hence providing sufficient and proper 

training during the neural network learning. Network conditions are categorised into 4 

categories, namely Settled Cases, High Traffic Intensity Cases, Extreme Cases and Very 

Extreme Cases. The neural network is trained using different data sets, to show the 

impact of using larger data set with better coverage of QoS cases.  

As shown by the results, when larger data set with complete coverage of QoS conditions 

are used to train the network, the values of MSE and R has improved. This means that 
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the data fitting can be quite precise with larger data set. Furthermore, the drop in error 

rate in the retraining indicates that the training has mature gradually.  

It is expected that a WSN with heterogeneous data which also involves dynamic traffic 

will evolve over time and therefore introduce complexity to the system as the network 

grows in size. Additional types of sensor data may also be needed to accommodate the 

WSN application’s requirements. Therefore, the learning capabilities in ADHERE can 

facilitate the optimisation of the QoS framework’s performance by accommodating the 

QoS requirements of the network when the traffic is dynamic, and also when complex 

network behaviour takes place. 
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Chapter 7: QoS Model Implementation and Physical 
Experiment 

7.1 Introduction 

This chapter presents the implementation of the ADHERE QoS model on a physical 

testbed. The physical experimentation serves as a means of verification and validation 

to the computer simulation environment. This environment, which enables the software 

adaptation of the IoT-based-WSN, was thoroughly discussed in an earlier publication in 

[6]. It was highlighted that there is a need for an environment which delivers constant 

monitoring of a WSN-IoT network performance through assessment of the QoS, and 

which ultimately makes required adjustments to a physical network’s configuration. 

Based on historical sensor data captured from the physical network, the chosen 

approach involves modular organization that allows implementation and analysis of 

QoS for WSN. 

The architecture of the test environment is first presented in Section 7.2. The test 

environment offers a system that is flexible enough to be capable of reacting to dynamic 

changes of process demands. By analysing the historical data in the background on a 

network simulator or virtual network, physical network performance can be predicted. 

This allows for estimation of the adjustments needed, which are necessary to improve 

the network performance without disturbing the physical system. Section 7.3 discusses 

the system implementation of the proposed architecture. Furthermore, Section 7.4 

reports the case study and applicability of an adaptive QoS model on the system. The 

comparison between simulation and physical experiment is also discussed in Section 

7.4. 

7.2 Testbed Operational Architecture 

Figure 7-1 depicts the proposed architecture of the test environment [4], which is 

established with a PSN, an IoT interface and a remote server or cloud support.  
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Figure 7-1 Testbed architecture 

 
The PSN is organized in multiple physical sensor cloud (PSC) formations. There is an 

IoT coordinator for each PSC which serves as the access point between the Internet and 

the PSC. The remote server or the cloud hosts the data storage and necessary 

environment for network virtualization, intelligence and other processing that support 

decision-making for managing the PSN operation. 

Upon receiving the sensor data, the IoT access point pushes them to the cloud server, 

which accommodates the database for storing network simulation tools for modelling 

the virtual sensor network (VSN), related historical data and a mathematical modelling 

tool for hosting QoS evaluation models. Moreover, a QoS controller program, which 

runs the QoS algorithm is part of the QoS Provisioning Function. It enables analytical 

activities, whilst suggesting alterations to be made on the sensor nodes’ operational 

parameters to maintain the network’s QoS condition. The alteration is done by 

remotely-configuring the physical leaf nodes. 

Figure 7-1 also depicts a queuing model for regulating the buffer for data packets whilst 

in queue to get transmitted at the IoT access point. When data arrives at the IoT access 

point, it will be allocated to different buffer queues according to the service 

differentiation which runs within the IoT access point. As depicted by the figure, in the 

IoT access point, different traffic types are buffered in separate queues.  

The VSN which resides within the virtualization environment offered by the network 

simulator is an exact replication of the nodes within the PSN. It mimics the network 

data flow which occurs in the actual physical network. Such cloud-level virtualization 
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offers an environment for testing the network performance when subjected to different 

QoS parameters. These parameters are generated by the ADHERE QoS algorithms 

residing within the QoS provisioning function, in an iterative manner. 

Additionally, to increase the level of accuracy of the obtained simulation results, 

historical real-life PSN data accumulated in the remote server can be reused on the VSN 

for simulation purposes. This helps the process of identifying and converging upon the 

required QoS parameters in an adaptive way by closing the loop between VSN and 

PSN. 

PSN data within the database acts as the input for the QoS model residing in the QoS 

model simulators and the network. SQL queries are performed by the simulation tool to 

feed this data to the application layer which belongs to the simulation model. 

Furthermore, the historical data’s associated time stamps can be used by the simulator 

to calculate the service time or other performance measures. Then, the network 

performance indicators that have been derived from the network simulator are passed to 

the analytical tool for further QoS analysis. 

The decisions and control mechanism to support the ADHERE QoS are computed using 

MATLAB functions. The mathematical analysis feature also supports high-level 

analysis, which in turn makes future network complexity more manageable. MATLAB 

does offer various mathematical functions that make the computation easier. MATLAB 

MX permits use of MATLAB functions in C programs [85]. This results in more 

efficient executable functions in either the network edge or the Cloud. 

The co-simulation approach may also ensure QoS for the virtualized environments, 

especially when the PSN application workload increases [101]. Therefore, this structure 

has great potential for solving complexity and for further analysis, while it acts as part 

of the WSN system operational management. 

The performance of the network is continuously monitored, and the QoS condition is 

determined via the QoS provisioning algorithm. When an adjustment decision has been 

made, the adjustment parameters (e.g. buffer size and data rate) are written in a C 

header file, which will be used by the operating system to reconfigure the PSN. The test 

environment architecture is flexible in a way that other parameters related to other 

potential WSN applications can be adopted.  As such, this closed loop conceptual 
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framework supports the architecture in imposing the necessary dynamic changes on the 

PSN adaptively. 

7.3 System Implementation 

This section presents the system implementation of the proposed architecture. The 

selection of software and hardware tools to build the system is discussed in this section. 

The test environment has been established by the research team of the Sensor Network 

and Smart Environment Research Centre (SeNSe) [90] laboratory. The effort given by 

the SeNSe team aims at enabling the implementation of several use-cases on the same 

testbed. 

7.3.1 Physical Sensor Network 

As shown by Figure 7-2, in the PSN setup [3], CC2538 controllers are deployed on a 

functional basis and at different locations within the SeNSe laboratory. A total of 16 

nodes were deployed, from which fifteen nodes act as end devices and one node acts as 

the IoT access point. The end devices sense multiple sensor data, namely, temperature, 

light and received signal strength indicator (RSSI) sensing. The sensed values are 

forwarded to the upper tier of the server database over the Internet. 

 

Figure 7-2 SeNSe laboratory plan showing the deployment of the sensor nodes 

 
In the proposed architectural organization, each of the three sensor data captured by the 

end devices represents different traffic types with different priorities by means of packet 

remarking. Upon transmission of PSN data to the IoT access point, the data is then 

relayed to the cloud server over the Internet, wherein the incoming data is stored and 

organized by the Data Management Services Unit in its database. 
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The MAC protocol of the nodes is implemented with polling based on Time Division 

Multiple Access (TDMA). The end devices transmit their data to the IoT access point 

only when polled. In the current setup, new incoming data automatically updates the 

server database at intervals of 90 seconds. Table 7-1 describes the pseudo codes for both 

the IoT access point and the end devices. 

Table 7-1 Algorithm pseudo codes for operation of IoT access point and end nodes 

Pseudo code for IoT access point node 

While TRUE { 

Initialization: Set and initialize data storage arrays of size n 
light[n] =  {01,02,….0n} 
temp[n] = {01,02,….0n} 
rssi[n] =    {01,02,….0n} 

Polling request: For each ‘n’ end devices: Transmit polling counter messages 
(1, 2,….., n-1,n) to all the end devices. 

INPUT:  

Reception: Keep storing received node data to arrays defined for the 3 sensor 
variables 

 Repeat ‘n’ times{ 
light[n] =  {l1,l2,…ln} 
temp[n] = {t1,t2,….tn} 
rssi[n] =    {r1,r2,…rn} 

} 

OUTPUT: 

Serial data string: Send sensor data received via serial output 
For each ‘n’ end devices 
Node ID: light[l], temperature[t], rssi[r]; 
 

Delay: 
} 

Wait for 45 seconds; 

Pseudo code for end node  

While TRUE { 

- Sampling: 

- Reception: 

- Check condition: 

Sense the 3 sensor values – light, temp and rssi 

Receive polling counter messages i.e. 1,2,….,n-1,n 

Check if the condition (Counter = Node ID) is satisfied 

If Transmit flag is set {  

 Transmit Flag = TRUE; 

- Transmission: Transmit data array to IoT access point; 
light[n] =  {l1,l2,…ln} 
temp[n] = {t1,t2,….tn} 
rssi[n] =    {r1,r2,…rn} 

 
Transmit Flag = FALSE; 
} 

}  
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Grouping of nodes on a functional basis renders a clear demarcation between the 

different sets of groups of nodes. This arrangement facilitates clear and distinguishable 

data plots on the webpage. During the course of our physical experimentation (through 

data logging), grouping of the nodes in separate geographical locations emerged as a 

viable option. 

7.3.2 Test Environment Sensing Data 

The sensor data plots shown in Figure 7-3 represent the samples of the signal trends of 

the captured data, i.e., ambient light, temperature and the RSSI values from a selection 

of nodes in the network.   

 

Figure 7-3 Sensor data representation from the database 

 
The sensory data trends contain the information associated with the layout of the nodes 

deployment, as shown by Figure 7-2. The figure shows the readings for three 

consecutive days. The observation from the light sensor reading indicates that the light 

values are high during sunny parts of the day, particularly on the nodes facing the 

window. In contrast,  a lower light reading is observed from the nodes facing the lab.  It 

is also shown that the temperature increases during the day for those nodes facing the 

window, hence reflecting the internal heat inside the controller chips. Lastly, the RSSI 

data trend exhibits some activities during the day  resulting from people movement 

within the lab. On the contrary, the RSSI values during the night are observed to be 

more stable. 
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7.3.3 Server Implementation 

The server has been implemented to accommodate the major functions as discussed in 

Section 7.2. Figure 7-4 illustrates the inter-working of the three servers, namely, an 

application server, a database server and a web server.  

The application server is installed with Contiki OS, mainly to carry out the physical and 

virtual node configuration. Contiki OS compiles the scheduler to perform network 

operations to the target node. For modelling and provisioning purposes, Riverbed 

Modeler also resides within the application server. Network simulators such as 

Riverbed Modeler allow replication of a PSN to form a VSN. This serves as abstraction 

levels for testing applications or protocols prior to execution on real hardware devices. 

The Riverbed Modeler also offers support for simulation of entire networks and access 

to model parameters, hence having a significant effect on the simulation accuracy. 

 

Figure 7-4 Remote server architecture - Inter-relationship between application server, 
web server and database server 

 
In order to to run the QoS Provisioning module, MATLAB is also installed in the 

Application Server. Therefore, the co-simulation between Riverbed Modeler and 

MATLAB to support the QoS Provisioning takes place in the Application Server. While 

users may benefit from Riverbed Modeler as a tool that strives for closer representation 

to network devices, MATLAB serves as the control mechanism and decisions to support 

the ADHERE QoS.  Future network complexity become more manageable as 

MATLAB also supports high level analysis. The co-simulation approach can also 

ensure QoS for the virtualized environments, especially when the PSN application 

workload increases [101]. Hence this structure offers the environment for analysis and 

solving complex computational requirements.  
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The application server also contains a Contiki-based Cooja simulator, which is a useful 

tool for the development of Contiki-based sensor network implementations. Besides 

serving as a testing environment for code testing [102], it observes the impact of 

modifying network parameters such as data rate and network protocol on network 

performance and power consumption prior to the implementation on PSN hardware.  

The web server is the point of entry for the sensor data. Using a REST API ,  it receives 

data from the IoT access point.  The REST API establishes communication with the 

users and exchanges information between the application server and the database. The 

user selects the nodes using GET and POST. The server uses PHP for scripting, while 

Python is used by the client side for collecting sensor data.  These specific scripting 

languages  are chosen due to a minimal required learning curve for the researchers. Data 

is forwarded by the client to the web server. The web server then forwards the data to 

the MySQL database for processing and determining sensor node statistics using REST 

APIs.   The QoS provisioning module predicts QoS parameters  that serve as inputs to 

the web server that use the Contiki programming interface to update the physical and 

virtual nodes. In the following, the implementations of the main functional blocks of the 

server are discussed. 

For data management services, MySQL is implemented within the database server as 

the Relational Database Management System (RDBMS). The PSN data is retrieved by  

the database queries from the incoming data packet. Having organized the database such 

that each node has its own table,  the SQL queries query the table to get information 

from the node. 

The collected data packets are time stamped and stored in rows within the database. As 

the size of the database increases, the latency of data retrieval increases proportionally. 

This spatio-temporal increase has a performance implication. Our findings [3] show that 

data retrieval can be maintained at a minimal rate. This reflects the independence of 

retrieval rate on the number of nodes when individual tables for every sensor node are 

used. 

Figure 7-6  shows a database table resulted in O(n log (n)) complexity for data retrieval. 

Two operations are required: a search operation of the node and next a read operation to 

fetch the data. The temporal requirement for the search operation was improved from 

O(log (n)) to O(1) by splitting the single table into multiple tables as illustrated in 

Figure 7-6. As shown in the figure, each table represents a specific physical or virtual 
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node. As the complete node data is encapsulated in individual tables, the overall 

retrieval time is reduced from O(n log (n)) to O(n). This has also supported the one-to-

one representation of the nodes within the PSN.  

 

Figure 7-5 Single table database with NodeID and Variables 

 

 

Figure 7-6 Node ID as database tables 

 

7.3.4 ADHERE QoS Model Implementation 

The  implementation  of the proposed ADHERE QoS concept is illustrated by Figure 7-

7  [3]. PSN data within the database acts as the input for the QoS model residing within 

the Riverbed Modeler. The simulation tool performs SQL queries to feed the PSN 

historical data to the application layer belonging to the simulation model. In addition, 

the associated time stamps of the historical data can be used by the simulator to 

compute the service time or other performance measures.  

.  
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Figure 7-7 ADHERE concept implementation 

 
Then, the network performance derived from the model hosted by the Riverbed Modeler 

is passed to the QoS analysis model hosted by MATLAB. MATLAB uses the 

performance data to analyze the QoS condition and identify the corresponding QoS 

parameters. In the system implementation, the co-simulation between Riverbed Modeler 

and MATLAB is set up using MATLAB MX functions and Riverbed Modeler APIs 

[85], as shown by Figure 7-7. 

An example of ADHERE algorithm is shown in Table 7-2. The objective of the QoS 

model is to avoid congestion in the network by determining the traffic’s data rate which 

is appropriate to the network condition. For instance, congestion detection in WSNs has 

been proposed using indicators such as buffer occupancy, queue length [60, 66], service 

time of packets [62], as well as the ratio of service time to inter-arrival time of the 

packets between the intermediary devices [63]. 



115 

Table 7-2 Pseudo Code of Adaptive QoS Algorithm 

Define QoS requirement:  

 RT packet delay bound, DT packet loss tolerance 

Initialization: Identify data rate RT_datarate, DT_datarate,  
Set required buffer size RT_buffer, DT_buffer 

While TRUE {  

Data transmission: Transmit data array to IoT access point 

Queue Algorithm… Arrival and departure of packets in IoT access point buffer using 
weighted priority queuing scheduling policy 

QoS Condition Monitoring and Adjustment (Every T interval) 

- Congestion Control Unit   

 Calculate congestion index 
congestion_index = service_rate/arrival_rate 

- Rate Adjustment Unit:   

 Adjust new RT data rate based on congestion index 
if congestion_index>1 

RT_datarate = new_RT_datarate(priority, datarate) 
else if congestion_index <1 

RT_datarate = new_RT_datarate(priority,datarate) 
else 
Adjust new DT data rate based on congestion index 
if congestion_index>1 

DT_datarate = new_DT_datarate(priority, datarate) 
else if congestion index <1 

DT_datarate = new_DT_datarate(priority,datarate) 
Else 

- Buffer Adjustment Unit:    

 Adjust buffer size based on new data rate 
RT_buffer min (sizeRT) 
DT_buffer min(sizeDT) 

OUTPUT:   

Write new value In c header file (to be read by OS for reconfiguration) 
RT_datarate, DT_datarate 
RT_buffer, DT_buffer 

}  

 

The implemented algorithm supports two types of traffic classes, i.e., real-time (RT) 

traffic and delay-tolerant (DT) traffic. In the initialization phase, the algorithm identifies 

the data rate of the traffic sources and their QoS requirements, namely the RT packet’s 

tolerable delay and the DT packet’s tolerable packet loss. The algorithm also estimates 

the required buffer size [25] of different traffic types based on this information. The 

required buffer size is estimated to ensure that the reliability-constraint DT packets can 

take up more space in the IoT access point’s buffer. Therefore, in the QoS model, more 

bandwidth is allocated to RT traffic to meet low delay. In addition, more buffer storage 
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is allocated to DT traffic to avoid buffer overflow which may result in higher traffic 

drop. 

The rate adjustment unit calculates the new data rate of the traffic source, using the 

results of the congestion index [63] and the predefined source traffic priority [28]. Then, 

the adjustment parameter, i.e., data rate and buffer size, is passed to the WSN 

Configuration Services, to perform the physical nodes reconfiguration. This approach 

will ensure that the QoS requirements for different traffic classes are met while 

maintaining steady queues in the IoT access point buffer. Another aim is to ensure that 

allocated buffer resources are utilized efficiently.  

7.3.5 WSN Reconfiguration Services using Contiki OS 

In the system implementation, the low power wireless transceivers are subjected to 

many reconfigurations over the Internet. In addition, a self-configuring architecture 

[103] which requires no human intervention for the reconfiguration and deployment of 

IoT applications is a desirable approach. To deal with such stringent requirements of an 

IoT-based environment, Contiki OS offers advantages such as flexibility, multi-tasking 

and concurrency [104].  

As shown in Figure 7-8, the QoS parameters predicted by the QoS provisioning module 

are inputs to the web server that uses the flexible and open source Contiki programming 

interface residing within the SeNSe server to update the physical and virtual nodes with 

the QoS parameters. Contiki OS is specifically compiled for the physical nodes and the 

code is in C. The reconfiguration header file generated by the QoS provisioning module 

is integrated into the directory that is compiled into the hex file for the nodes. With the 

current implementation, the reconfiguration file is generated as a C header file that is 

created in the directory where the Contiki OS code resides. Currently, the 

reprogramming of the nodes with the new reconfiguration settings is done manually. 

However, part of our ongoing work involves a fully automated system, whereby the 

VSN would be automatically reconfigured based on the information it received from the 

physical network.  
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Figure 7-8 Passing QoS parameter to Contiki OS 

 

7.4 Case Study and Results 

Comparisons between PSN and simulation behaviour were conducted. The QoS 

performance of the network’s heterogeneous data traffic was studied via the physical 

test environment experimentation and simulation of similar models. This activity also  

ensures a virtualization [6] with the closest replication of the PSN with the Riverbed 

Modeler simulation tool. 

The communication between one IoT access point and the end devices in the PSN 

testbed has been established as a unicast on a single channel using Contiki OS. The 

polling-based network protocol was successfully implemented for the Contiki-based 

PSN setup. In the simulation, two types of traffic have been defined. RT and DT traffic 

flows are fed into the IoT access point buffer, which in turn serves the packets based on 

a predefined queuing policy. Furthermore, the queuing mechanism in the IoT access 

point is observed, and the QoS performance of the traffic is studied.  

7.4.1 Comparison between Physical Sensor Network Experiment and 
Simulation - Effect of Service Rate 

To ensure the comparability of both physical and simulated environments, an 

experiment with a single node communicating with a single IoT access point was done 

first. The aim is to identify the impact of service rate to network performance. Five 

cases have been set up in the PSN experiment – all of which are the simulated cases as 

indicated in Table 5-3 in Chapter 5.  As discussed in Chapter 5, AR and SR are defined 

as the number of packets that arrived at the buffer and are served by the buffer per 

second, respectively. The AR in the PSN is set by defining the sampling rate of the 

traffic sources. This is also indicated in Table 7-1 within the pseudo code for the end 

nodes. Table 7-3 shows the exact parameters used in the simulation cases of SR=AR, 

SR>AR, and SR<AR as indicated in Table 5-3. 
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Table 7-3 Test cases to compare PSN experiment and simulation  

 Service Rate (SR), pkt/s 

Test Cases RT Traffic 

(Light) 

DT Traffic 

(Temperature) 

Case 1 SR = AR 8 5 

Case 2 SR > AR 16 10 

Case 3 SR > AR 9 7 

Case 4 SR < AR 4 2 

Case 5 SR < AR 7 4 

 

To show association with a real WSN application, it is assumed that RT data is light 

sensory data [100], whereas DT data is represented by temperature sensory data. For all 

cases, the arrival rate of RT and DT are constant at 8 packets per second (pkt/s) and 5 

pkt/s, respectively. Furthermore, a relatively small buffer size of 20 packets is also kept 

constant for each of both RT and DT buffers. As explained in Chapter 5, the small 

buffer size was set to allow seeing the results of different arrival and service rates more 

easily. As with the simulation, the PSN experiment was also conducted for a duration of 

10 minutes.  

The traffic performance in both PSN experiment and Riverbed Modeler has been 

observed. Figure 7-9 up to Figure 7-11 show the comparisons between both PSN 

experiment and computer simulation for all cases, i.e. Case 1 to Case 5.  In both PSN 

experiments and simulation, it was observed that RT traffic and DT traffic are served 

according to the assigned serviced rates of the different queues in the buffer. As shown 

by Figure 7-9 to Figure 7-11, the trend of serviced packets against received packets at 

the buffer for all cases shows a good match. The difference between both environments 

was always smaller than 3% for Cases 1, 4 and 5. Furthermore, as shown in Figure 7-

10, when SR>AR, there is very significant similarity in both PSN experiment and 

simulation. 

In the PSN experiment, a small deviation occurs in terms of total packets received at the 

IoT access point. Meanwhile, the traffic generated in the simulation is always ideal 

based on theoretically-calculated values. For example, Figure 7-9 shows that the total 

RT packets received at the buffer was only 3680 packets in the PSN experiment, 

whereas the actual number of incoming packets shown by the simulation is 4800. 
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Figure 7-9 Comparison between PSN and simulation (serviced packets vs received 
packets) for SR=AR 

 

 

Figure 7-10 Comparison between PSN and simulation (serviced packets vs received 
packets) for SR>AR 
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Figure 7-11 Comparison between PSN and simulation (serviced packets vs received 
packets) for SR<AR 

 
The deviation of the packets received in the IoT access point may be due to the 

communication channel’s stability between the sensor node and the IoT access point. 

However, the overall rate at which traffic is served in the RT and DT buffer queues 

through the course of both environments showed a good match. This validates the fact 

that the behaviour of the queue and node model in the simulation closely resembles the 

performance characteristics of an actual IoT access point.  

7.4.2 Buffer Usage and Traffic Dropped 

The buffer usage and traffic drop also showed a similar trend between both PSN 

experiments and simulation. Both Case 2 and Case 3, i.e. when SR > AR, have 100% 

delivery rate and zero buffer usage at all time. This indicates the traffic drop can be 

avoided when packets are served at a higher rate than the arrival rate. Figure 7-12 and 

Figure 7-13 depict the buffer usage and packet drop, respectively. Since Cases 2 and 3 

have 100% delivery rate and zero buffer usage at all time, only the performance of the 

remaining cases, i.e. Cases 1, 4 and 5 are compared in the figures.  



121 

 

Figure 7-12 Buffer usage over 1-minute experiment 

 

 

Figure 7-13 Packets dropped over 1-minute experiment 

 
Figure 7-12 shows that when the packet rate for traffic source nodes is increased, the 

buffer usage of the IoT access point grows steadily. Figure 7-13 shows that once the 

buffer usage has reached its maximum capacity, packets start to be dropped. 

Consequently, more incoming packets will be dropped due to buffer overflow. This can 

be solved by adjusting the buffer size to match the requirements of the RT and DT 

traffic. Automated reconfigurations of the adjustment parameters such as the buffer size 

can be done within the PSN architecture presented in this chapter through continuous 

QoS monitoring.  

7.5 Summary 

In this chapter, the ADHERE QoS model is implemented on a physical testbed. The 

experimentation serves as a means of verification and validation to the computer 

simulation environment. The concept of virtualization has been presented and a  
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conceptual organization targeting an adaptive QoS is presented. The architecture offers 

a system for interactions between the behaviour of a PSN and the necessary analysis in 

a virtual remote environment. The main contribution of the architecture is that it is 

capable of identifying the required adjustment for the PSN in order to enhance the QoS 

performance of the WSN applications.  

The ADHERE QoS algorithm is implemented as a target application of the system. This 

represents a use case, which can provide the requested QoS for different traffic classes 

on the developed physical test environment. In the results section, comparisons of 

traffic QoS on the PSN and computer simulation are presented. The overall rate at 

which RT and DT traffic is served at the buffer queues through the course of both PSN 

experiments and computer simulations showed a good match. This validates the fact 

that the behaviour of the queue and node model in the simulation closely resembles the 

performance characteristics of an actual IoT access point. Therefore, the similarity of 

network performance within the simulation environment and the PSN experiment 

indicates the success of the virtualization concept. 

The techniques for interoperability among the system components, namely PSN and a 

remote database, VSN and QoS provisioning unit, as well as Contiki OS and network 

reconfiguration are also discussed. With the encouraging preliminary outcomes 

between pairing components, the proposed architecture can be used as a test 

environment for experimentation involving other custom adaptive QoS parameters and 

real-time analysis of network performance. The co-simulation concept between network 

simulator and MATLAB is viable and this opens up more future research possibilities 

when more complexity takes place potentially at a business intelligence level.  
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Chapter 8: Conclusion and Future Work  

8.1 Conclusion 

The main motivation behind this thesis is the fact that traffic in WSNs represent two 

kinds of co-existing data packets: those with real-time constraints and those with 

reliability-constraints. By treating these packets that have varying QoS requirements 

differently, the needs of both packet types can be better met. Furthermore, nowadays the 

effort of connecting WSN to remote servers or clouds through the IoT inspires the 

formation of a highly complex system. Therefore, the contribution of the research is 

focused within the area of IoT-based WSNs with heterogeneous data traffic. A QoS 

requirement analysis pertaining to the integration conducted in the study reflects the 

QoS domains related to network and traffic heterogeneity. 

Based on the review of the literature, it is evident that previous studies pertaining to the 

integration have concentrated on issues pertaining to the integration approach and its 

practical implication such as the security related issue. As such, there is a glaring lack of 

studies in the area of end-to-end QoS support for WSN-Internet integration, particularly 

to ensure preservation of QoS mechanism in both network domains. Furthermore, a 

significant research gap which has been highlighted in the literature review is the 

service differentiation mechanism to manage heterogeneous data traffic focused 

primarily on the real-time packets, whereas the QoS requirements of delay-tolerant data 

need to be carefully considered as well.  

The QoS requirement analysis also indicates open research issues related to co-

existence of real-time and delay-tolerant data packets, and the differences between 

WSN QoS and Internet QoS that imposes a mechanism for a seamless QoS interaction 

between both networks. The literature review has provide an insight of the integrated 

QoS components facilitating seamless interaction between both networks. Therefore, an 

integrated QoS framework is envisioned, that also operates on the IoT access point that 

supports the different QoS mechanisms used to manage the hetereogenous data within 

WSNs which are connected to the Internet. 

A service differentiation-based QoS framework is proposed in handling various level of 

real-time traffic and delay tolerant traffic within the sensor network. The proposed 

ADHERE QoS framework is encompassed by two major components. The first 

component of the framework is a service differentiation-based QoS mechanism to 
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manage heterogeneous data traffic. In the proposed model, separate queues are used for 

each type of traffic classes. Secondly, a prioritized buffer eviction policy is proposed to 

support different types of traffic classes, namely real-time traffic classes with and 

without reliability constraints, and multiple priorities delay-tolerant traffic classes.  

The network modelling on Riverbed Modeler simulation indicates the ADHERE model 

system performance and provides a QoS-based design guideline for an actual WSN-

Internet integration system. Several design parameters have been discussed and 

implemented in the experiment case studies. The network model was tested under 

several design parameters; namely, traffic distribution, buffer size, traffic arrival rate, 

traffic service rate and WSN node density. The performance parameters analysed are 

queuing delay, packet drop, buffer usage and delivery rate. Results show that the 

varying timeliness and reliability QoS requirements of RT and DT traffic can be met 

with the ADHERE QoS concept. Our findings show that the service differentiation 

among traffic and estimation of sufficient buffer size can accommodate the RT traffic 

timeliness and DT traffic reliability QoS requirements. Particularly, the low delay 

requirement of RT traffic was met through sufficient bandwidth allocation. In addition, 

the higher delivery rate requirement of DT traffic was achieved by using the ADHERE 

estimation of sufficient buffer size.  

The learning activities through neural network provide a comprehensive validation to 

the proposed AQoS algorithm.  The dropping in error rate indicates that the training has 

matured gradually. It is expected that a WSN with heterogeneous data which also 

involve traffic dynamic will evolve over time and introduce complexity to the system as 

the network grows in size. Additional types of sensor data may also be needed to 

accommodate the WSN application’s requirements. Therefore, the learning capabilities 

in ADHERE can facilitate in optimising the QoS framework’s performance by 

accommodating the QoS requirements of the network through the unpredictable traffic 

dynamics and when complex network behaviour takes place. 

Finally, the ADHERE QoS model is implemented as a use case on a physical testbed. 

The experimentation serves as a means of verification and validation to the computer 

simulation environment. A conceptual organization targeting AQoS is also presented in 

this thesis. The architecture offers a system for interactions between the behaviour of a 

physical sensor network (PSN) and the necessary analysis in a virtual remote 

environment. The main contribution of the architecture is that it is capable of 
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identifying the required adjustment for the PSN in order to enhance the QoS 

performance of the WSN applications. The concept of virtualization has also been 

presented in the implementation activities and the performance of both PSN and 

computer simulation under the QoS model has been distinguished. The virtualization 

has been demonstrated as the network performance shows similarity between the 

developed model in the simulation and the PSN experiment. 

In the viewpoint of the implications of system deployments, we advocate that designing 

and evaluating ADHERE QoS model for an IoT-based WSN addresses the requirements 

for an adaptive WSN network performance matrix, which follows the demands of traffic 

dynamics in numerous IoT-WSN applications. The implementation of the QoS model 

on a physical testbed architecture indicates the potentials for future experimentation 

involving custom adaptive QoS parameters and real-time analysis of network 

performance. System planners would to be able to select relevant QoS parameters for 

certain application scenarios to evaluate the heterogeneous traffic performance as well 

as seamlessly accommodating the QoS requirements through the learning capability. 

8.2 Future Work and Recommendation 

Several future work has been identified from this research study. Firstly, further 

activities involving modelling and analysing a delay tolerant network (DTN) for WSNs 

integration can be carried out. The main activity may also include the validation and 

verification of QoS model under real-setting and open federated WSN testbeds [2, 105], 

in order to test the QoS model for interconnection of multiple WSNs. In this activity the 

influence of Internet propagation, under various number of router hops or 

intercontinental distance can be of interest.  

In this research, a single-hopping network is considered. However, there are many WSN 

applications where multi-hop is involved. Therefore, another future work to be 

considered is to have more involved cases with a multi-hop network model. For this 

purpose, the queuing model components, namely the approximation of delay bound and 

buffer dimensioning will need to be revised to achieve a more suitable model which is 

suitable for multi-hop environment. In addition, the queuing model M/M/1/K, M/D/1 

and M/G/1 can be considered as they correspond to finite buffers, and operate on fixed 

or generally distributed packet lengths. 
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Another aspect of future work recommendation is related to the techniques for 

interoperability among the system components, namely PSN and a remote database, 

virtual sensor network (VSN), QoS provisioning unit, and Contiki OS for network 

reconfiguration presented in Chapter 7. With the encouraging preliminary outcomes 

between pairing components, the testbed architecture can be used as a test environment 

for future experimentation involving custom AQoS parameters and real-time analysis 

of network performance. The co-simulation concept between network simulators and 

MATLAB is viable and this opens up more future research possibilities when more 

complexity takes place at the business intelligence level. Future work may include 

generating incremental outcomes from the modular organization to achieve a 

completely automated system.  This model is well-suited to delay-tolerant applications 

such as this research’s testbed- acquisition-system. In addition, the system may be 

tested under other several design parameters such as WSN node density, traffic 

distribution, network dimension, gateway capabilities and integration standards.  

There are several future works identified from the neural network activities. For 

instance, through the data collection of the learning cycles and events, the information 

can be organised and deposited into a data warehousing architecture [106, 107]. This 

will provide a repository of the learning experiences, through organisations of network 

characteristic and related adjustments parameters adaptation to network dynamics. 

Furthermore, as the information could be used to predict the future QoS parameter as 

the system evolves, the unsupervised learning tool may also be used for controlling a 

physical sensor cloud in a virtualized environment as described in Chapter 5. This 

approach will also overcome the repetition of adjustment calculation for an adaptive 

QoS model like ADHERE, hence will contribute improvement to the latency of a 

virtualization system environment. Another potential work is to study the effect of using 

neural networks in an adaptive QoS from the application perspective. For example, an 

application that requires high resolution of sensor measurements will call for a 

sufficient sampling rate. In this perspective, the application’s performance is influenced 

by the quality of obtained data; hence an adaptive feature which controls the traffic drop 

may give significant improvement to the network performance.  
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