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ABSTRACT

“Data mining” for “knowledge discovery in databasemnd associated computational operations first
introduced in the mid-1990 s can no longer copétlie analytical issues relating to the so-callbig)
data”. The recenbuzzword big data refers to large volumes of diverse, dycarmomplex, longitudinal
and/or distributed data generated from instrumesésisors, Internet transactions, email, video,kclic
streams, noisy, structured/unstructured and/oothkr digital sources available today and in therrfi at
speeds and on scales never seen before in humanyhiShe big data also being described using 3 Vs,
volume, variety and velocity (with an additionah4¥ for “veracity” and more recently with a 5th érf
“value”), requires a set of new technologies, swh high performance computing i.e., exascale,
architectures (distributed or grid), algorithmsr(fdata clustering and generating association rules)
programming languages, automated and scalable a@ftiools, to uncover hidden patterns, unknown
correlations and other useful information latelfereed to as “actionable knowledge” or “data praduc
from the massive volumes of complex raw data. Bwvodf the above facts, the paper gives an intréoloict
to the synergistic challenges in “data-intensiveiesce and “exascale” computing for resolving “digta
analytics” and “data science” issues in four maisciglines namely, computer science, computational
science, statistics and mathematics. For the eglisof vital identified foundational aspects ofeffective
cyber infrastructure, basic problems need to beemded adequately in the respective disciplinesaaed
outlined. Finally, the paper looks at five scieintifesearch projects that are urgently in need igh h
performance computing; this is in contrast to thdier situations where private business enterprigere
the drivers of better modern and faster technofogie
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1. INTRODUCTION future (Fan and Bifet, 2012). The big data alsccdbsed
using 3 Vs for volume, variety and velocity (witm a
“Data mining” for ‘“knowledge discovery in additional 4th V for “veracity” and lately with attbV
databases” and associated computational operdtishs  for “value”) requires a new set of technologies;tsas
introduced in the mid-1990 s can no longer be used high performance computing i.e., exascale,
analyse the so-called “big data’. This more recentarchitectures (distributed or grid), algorithmsr(ttata
buzzword refers to large volumes of diverse, dynamic, clustering and generating association rules deisrib
complex, longitudinal and/or distributed data geied the relationships between different variables),
from instruments, sensors, Internet transactionsile programming languages, automated and scalable
video, click streams, noisy, structured/unstrudure software tools, to uncover hidden patterns, unknown
and/or all other digital sources available todag anthe correlations and other useful information or lately
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referred to as “actionable knowledge” or “data understandable patterns in the raw data (Fayyadl.,

products” embedded in massive volumes of complex1996). The following are the major approaches il

raw data (O'Leary, 2013; Cuzzocrea and Gaber, 2013{;se for DM and KDD.

Chenet al., 2013; Demchenket al., 2013). Classification trees and rules: This is considersa
Up until very recently, business enterprises haenb  popular technique in data mining. It is used tesify a

in the forefront in demanding faster and intelligeiata  dependent categorical variable based on measursment

processing methodologies for producing up-to-the- of one or more predictor variables. The resultsipoed

second information on almost every aspect of theirin a tree form with nodes and links between theesod

business for critical decision making. In contrdastjay can be also converted initcandthen rules.

high performance computing is required for scigntif Logistic regression: This is a statistical techeidhat

research for understanding vital complex phenomengs |ittle different to the standard regression hoeve it

relating to national security i.e., nuclear stobpi extends the concept to deal with classificatione Th

climate change, neutron fission, medical device |ogistic regression produces a formula that predibe

innovations and more than anything else to undetista probability of the occurrence as a function of the
the brain anatomic and physiological functioning independent variables.

(Arocenaet al., 2013; Stevens, 2013; ASCRCM, 2013).  Artificial neural networks (ANNs): ANNs are
These projects are urgently in need of the nexges&  pjglogically inspired networks of basic units calle
development in high performance computing known aspeyrons that mimic animal and human brain structure
Exascale (i.e. 1018 operations per second or 19%&b  5nq functioning to process information. ANNs previ
of storage, 100 times faster than the currentlylahi®  means to incorporate heuristics into conventional
high performance computing). computational modelling. A neural network consisit8

In view of the above facts, the paper looks at somepgsic |ayers (an input, one/many hidden and anutytp
major synergistic challenges we are facing today ingf nodes that are connected to each other basetieon
“data-intensive  science” and “exascale” computing chosen network architecture. By a trial and errethud,
spheres for resolving present/ future global altissues  {he network learns the correlations between thatiapd
relating to new domains called “big data analytiast output pairs and then applies them to predict unkno
“data science”. The issues are described t0 beyytpyt for new sets of input data. There are differ
associated with four main disciplines namely, |earning and recall algorithms to train and use the
computer science, computational science, statistic§nowledge learned by the ANN. The ANN's black box
and mathematics. For the realisation of some vitalapproach to resolving problems came under critisism
identified foundational aspects of an effective @b 544 this major drawback was eventually overcome by
infrastructure, basic problems need to be addresseg¢nethods introduced to extract knowledge from the
adequately in the respective disciplines and areyained networks in the form of rules.
detailed in the paper. Finally, the paper looksiat Clustering techniques: They are useful in identidyi
scientific research projects that are urgently éed of groups of similar records within the raw data. For
high performance computing in contrast to earlier example, the K-nearest neighbour technique cakesilat
situations where private business enterprises were the distances between the record and points in the

drivers of better, modern and faster technologies. historical (training) data and it then assigns teisord to

2 DATA MINING AND KNOWL EDGE the class of its nearest neighbour in the data set.
DISCOVERY OF THE 1990 s 3.BIG DATA ANALYTICSAND DATA

Data mining, first introduced in the mid-1990 s,swa SCIENCE

defined as "...a step in the KDD process that coagit Big data, one of today’s buzzwords and it is being
applying data analysis and discovery algorithmst,tha ysed to describe massive volumes of both structured
under acceptable computational efficiency limitap  and unstructured data. The volume of big data is
produce a particular enumeration of patterns oher t exceptionally large and so it is difficult to presethis

data..”. Meanwhile, Knowledge Discovery in Databases data using traditional database and software

(KDD) was defined as the non-trivial process of techniques (Zikopoulost al., 2012). Big data can be
identifying valid, novel, potentially useful andtinhately defined as large, diverse, complex, longitudinad/an
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distributed data sets generated from instrumentsrespective disciplines. These were described as

sensors, Internet transactions, email, video, clickfoundational aspects of an effective cyber

streams and/or all other digital sources availabtzy infrastructure and these basic problems have to be

and in the future (NSF, 2014). addressed in the respective disciplines urgently to
Meanwhile, the area of study called “data science” overcome some major barriers encountered in

relates to the generalised extraction of knowlefigen contemporary scientific research efforts.

data though it incorporates various elements ariidiu In the above initiatives, the steering committegoal

on techniques and theories from many fields, net ju identified the following as urgently needed for the

statistics. The fields currently used include; sign effective use of big data in biomedical application

processing, mathematics, probability models, maghin

learning, computer programming, data engineering,* Various techniques for analysing structural and

pattern recognition and learning, visualization, functional correlatives, interactions and networks,

uncertainty modelling, data warehousing and high various protein interaction networks, network of

performance computing. The main goal is to extract neurons

meaningful information and hence called as the* Example analysis on social media for understanding

creation of data products. Data Science need not be local, original and national health

always for big data, however, the fact that data is® New techniques for mining literature and other g/pe

scaling up makes big data an important aspect tf da of data to get an understanding of the biomedical
science (Dhar, 2012). In this context, recent daga research landscape, techniques for analysing
initiatives and discipline specific needs and issaee multiple clinical research data sets

discussed here onwards. * Predictive modelling in biology that are related to

Directorate for Computer and Information Science human health and treating disease _
and Engineering (CISE), National Science Foundation® Clinical science to generate hypotheses using

(NSF), USA has recently (2012-2013) initiated furgi already available background knowledge

to boost research in Core Techniques and Techreslogi * New techniques for disseminating scientific

for Advancing Big Data Science and Engineering  knowledge beyond traditional publications.

(BIGDATA) (DCISE, 2014). The BIGDATA solicitation Methods to link the publications to data sets,
program facilitated by CISE described the program a simulations one can actually replicate the study

as “to advance the core scientific and technoldgica  feported in the publication
means of managing, analysing, visualising and etitrg
useful information from large, diverse, distributadd
heterogeneous data sets so as to: Accelerate digecps
of scientific discovery and innovation; lead to nields

An effective use of big data within neonatal infgas
care units has been presented in (McGregor, 201®.
big data has been described as having great palténti
support a new wave of clinical discovery leading to

of inquiry that would not otherwise be possible; ! \ : ;
encourage the development of new data analyticstool earlier detecpon and prevention of a wide range of
deadly medical conditions. The lack of medical

and algorithms; facilitate scalable, accessible and.

. : O . informatics research has hampered progress regurired
sustainable data infrastructure; increase undetstgrof real-time analysis of high-frequency physiologicaita
human and social processes and interactions; anq

: hoand i d health and o further improve healthcare as genomics resedricé.
proT_\totef ﬁ??”om'c growth and improved health and¢,5wing are the areas identified where more reseis
quality of life”.

: : urgently required:
Collaborative environments have been suggested to genty req

direct the big data research for dealing with récen ) ) o )
scientific research specific needs. To achieve esgc * Online extraction, secure transmission, processing

through this proposition the following have been and storage of massive streaming data along with
envisaged; data analytics and interpretation tdighly additional derived datallnfgrmatlon and abs_tract; .
interdisciplinary requiring collaborations that Wwileed *+ [Easy access to retrospective and prospective alinic
techniques for representations, new modelling tiegtes studies using systemic and standardised approaches

and tools that allow for collaborations acrossvidlials *  Better visualizations for the various critical cestes
looking at complex data sets or across disciplurgag + Store and provide as and when needed new
multiple representations that make sense within the  discoveries through clinical trials
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Additional methods to translate extracted knowledge
the patient bedside without much more complications
Additional quality-improvement initiatives to
clinical treatment and training guidelines

Additional tools to monitor healthcare service
through the adoption of new clinical guidelines

In view of resolving the online streaming big data
analysis issues, a conceptual framework for
knowledgediscovery lifecycle for Big DataFig. 1) has
been put forward in (Chest al., 2013). The major stages
in this conceptual framework are:

Data generation

Data processing and organisation

Mining, discovery and predictive modelling
Derive insights, refine, plan and execute

The design of these stages will have to adequateIQ'|

support operations/functions to incorporate thréeeio
online processes in parallel, the other processiemif1)
big data feeder, (2) data management and (3) histor
data analysis, modelling and prediction. The new
knowledgediscovery lifecycle for big data requires the
computeintensive architecture to be datdensive
computer Fig. 2) as suggested in (Chetal., 2013) in
the 2017 timeframe. Accordingly, it requires shiftghe
performance parametensSi§. 3), such as data references,
bus accesses, instruction decodes,
stalls, ALU instructions, L1 and L2 misses, brarcchad
branch mis-predictions.

Finally, the framework as well have to meet the
different data-generation requirements for différen

domains. For example, smaller distributed
instruments, such as field work sensors, i.e.,
atmospheric, environmental monitoring, plant
response sensing, will have to deal with the

processing of a massive number of distributed devic
and sensors. They will require local
processing/derivations/analytics and integration of
massive data (possibly at an exascale system/dat
centres. Storage and post
instruments will have to deal with raw data, dedve

processing of such

such as climate, cosmology, requires Integration of
data generated from simulation and observationsa Da
reduction for post processing, Time series, staisind
advanced analytics will be the processing issues.
Storage and post processing will have to deal vtk
data and well organized DBs both enabled for qserie
Here again, the data storage and sharing requirsmen
will be high involving a large number of
geographically distributed scientists. Visualisatio
will require pattern detection, correlation, clugtg,
ensemble visualisation and uncertainty.

All the above requirements point to the computer
science side of issues, such as constraints rgldtin
hardware which is reaching a critical phase as we
prepare for post Moore Era, in a race for the hexel|
performance/Exascale systems (Shal., 2011).

In view of the above facts, Defence Advanced
Research Projects Agency (DRAPA) and Ubiquitous
igh Performance Computing (UHPC) launched
research aimed at achieving peta-scale performianae
single rack system consuming only 57 KW. Meanwhile,
in 2008 report presented in (Kogge, 2008) lookethat
major constraints with regard to achieving Exascale
X1000 in 2015; not just high end, floating pointeinsive
and supercomputers (“exoflops” machines) but across
the board spectrum of three classes (1) data ceizte
systems (2) departmentsiced systems and 3) embedded
systems and identified the following challenges.

resources drelate

Energy and Power Challenge
Memory and Storage Challenge
Concurrency and Locality Challenge
Resiliency Challenge

The areas suggested for more research in the
co-development and optimization of Exascale were:
e Hardware Technologies and Architectures
Architectures and Programming Models
Algorithms, Applications, Tools and Ruimes
Development of a deep understanding of how to
architect Resilient Exascale Systems.

a

data subsets and distributed copies. Sharing and The report suggested the following phased research

distribution will involve a large number of
geographically distributed scientists. The visuatiien
aspects could be massive, with high dimensionagdar
scale graphs, patterns, clustering and scalability.
Meanwhile, Discovery Oriented Exascale Simulations,
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Parareter Be.nc?unarks :
SPECINT | SPECFP | MediaBench | TPC-H | MineBench
Data References 081 0.55 0.56 0.48 110
Bus Accesses 0.030 0.034 0.002 0,010 0.037
Instruction Decodes 117 1.02 128 1.08 0.78
Resource Relataed Stalls 0.66 1.04 0.14 0.60 0.43
ALU Instructions 0.25 0.20 0.27 0.20 0.31
L1 Misses 0.023 0.008 0.010 0.020 0.016
L2 Misses 0.0020 0.0020 0.0004 0.0020 0.0060
Branches 0.13 0.03 0.16 0.11 0.14
Eranch Mispredictions 0.0080 0.0008 0.0160 0.0006 0.0060

Fig. 3. A comparison of selected performance parametersdéderent benchmarks with data analytics and minimgkloads
(Ozisikyilmazet al., 2006)

The present day Complementary Metal-Oxide- mitigation measure impossible. In the meantimehbot
Semiconductor (CMOS) technology, widely utilized in inaction and inadequate action for mitigating globa
manufacturing digital integrated circuits or IC'sx i warming or adapting to it is estimated costs millicof
microprocessors, memories and digital Applicatipe<Hic lives and trillions of dollars. With Exascale clitea
Integrated Circuits (ASIC) is slowing down with@uviable simulations the error margins can be reduced $ognifly
alternative technology to continue (Snir, 2011)sé&hon  provided that simulation applications are madelalsbd at
Stein’s Law, something cannot go on forever, 7.5 nmaffordable costs and timeframe (running time).
feature size for CMOS is considered as the link getting Continued certification of nuclear stockpile: Theed
there by 2024 is described as “needs several smaltles” to certify the nuclear stockpile based on largelesca
(Snir, 2011). With CMOS Technology, power consuopti  simulations alone has been a main motivator for DOE
is the big challenge, its leakage or static compbnéll (Department of Energy). Such large scale simulatianme
become a major industry crisis between now and ,2024found to be useful when approving the current rarcle
threatening the survival of CMOS Technology itssithilar weapons that are divergent from already testedydesi
to the bipolar technology that was in the end dim@&  They provide a means to overcome the knowledge gap
some decades ago. Even if 7.5 nm feature sizeMt@dEis though more accurate simulations with a broadegeaaf
achieved, the technology will plateau in the needatle or  scenarios and models for better uncertainty queatidn
so without no immediate replacement. The otherhowever, invariably require fast growth in the
technologies being investigated, such asspintroiRepid performance of supercomputers. The other beneftiat
Single Flux Quantum (RSFQ) Logic (requires cryogeni reduction in size of the nuclear stockpile can tieieved
cooling) have their own issues. through large scale simulations.

In this context, one may wonder why we need high  Combustion simulation: A major portion (70%) of the
performance computing. The answer is, the worlddsee crude oil consumed each day is used in internabostion
high level performance systems by the end of thimde or  engines that also produce undesirable emissians nitric
early next the latest to achieve progress in tmelation of oxides, particulates and CO2 production. In an aphere
the following as suggested in (Sdial., 2011). of worldwide pressure to mitigate the negative

Societal impacts of weather, environmental change:environmental and health implications, drastic geanin
Using large scale simulations, it is possible gm#icantly the fuel constituents and operational charactesistf
increase our ability to develop alternative enesgyrces.  automobiles and trucks are expected to take plaeetbe
The high performance computing could aid simulaioh  next few decades. The world is required to tramsiéiway
novel concepts and designs to increase the effizief from petroleum-derived transportation fuels. Thgeut for
current energy consumption in turn reducing global a concerted effort to develop non-petroleum-basels and
warming. Contemporary assessments on the damagtheir efficient, clean utilization in transportatio is
caused by global warming has significant error nmsrg warranted by concerns over energy sustainabilitgrgy
and it has made the implementation of any singlesecurity, competitiveness and global warming. Thiere
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legislation that mandates reductions in fuel ugagrekilo 4. CONCLUSION
meter by 50% in new vehicles by 2030 and greenhouse
gases by 80% by 2050. The paper looked at the major issues relating ¢o th

National security: Continuing the progress towards use of Data Mining (DM) and Knowledge Discovery in
achieving higher performance is essential for maio Databases (KDD) methodologies for big data analysis
Security. In this era, information is considered ths B|g data requires a set of new techn0|ogiesy Ssdhig]
main weapon of war, hence the US and other supeherformance computing i.e., exascale, architectures
powers view that they cannot afford to be out cotagu algorithms, programming languages, automated and
any more than they can afford to be outgunned.uﬁqae scalable software tools, to uncover hidden patterns

of supercomtputlnl? ('jn naﬂon;’;tldsgcu?r:y Is, for I('Ithwt unknown correlations and other useful informatian o
reasons, not well documented In the open Merature., .., pe knowledge” or “data products” from the
when compared with its use in science and engingeri .

massive volumes of complex raw data. The new big da

However, national security agencies are the majOranal ics technologies are needed for five impdrtan
customers of leading supercomputing systems similar yt 9 P

to any other technology and this will continue het scientific research projects in contrast to thelierar
foreseeable future. situations where private business enterprises wheee

To understand brain functioning to learn aboutttzn drivers of better modern and faster technologies.
disorders: The general view of scientists involiedhis
significantly important venture called the HumanaiBr 5. ACKNOWLEDGEMENT
Project (HBP) is that “... current computer technglag
insufficient to simulate complex brain function. tBathin
a decade, supercomputers should be sufficienthegairto
begin the first draft simulation of the human bftain
(Markram, 2014a). The HBP is “... an attempt to build 6. ADDITIONAL INFORMATION
completely new computer science technology that wil
enable us to collect all the information we havdt up
about the brain over the years,” (Markram, 2017bjs is The 2nd International Conference on
anticipated to “...open a whole new array of possisl in Computational and Network Technologies 2013
the diagnosis and treatment of brain disordersdishses, (ICCNT 2013) Organisers are acknowledged for
such as Alzheimer’s, Parkinson's and Schizophrenia’funding the author’s travel to present the papethat
(Markram, 2014a). conference in Perth, Australia.

Meanwhile, US President Barack Obama has launched a .
$100 m project to map the “enormous mystery” of the 6.2. Ethics
human brain. Brain Research through Advancing
Innovative Neurotechnologies (BRAIN) project is bdpo
aid us to understanding how the brain works anam
more about diseases such as Alzheimer’s (Moondy)20

As it appears, as far as brain research is conderne
despite the extensive scientific understanding @i h 7 REFERENCES
the human body works gained over the recent decades )

the brain functioning still remains elusive. Howeve Arocena, P.C., R.J. Miller and J. Mylopoulos, 20T8e
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