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a b s t r a c t 

Artificial intelligence (AI) in the context of customer service, we define as a technology-enabled system for 

evaluating real-time service scenarios using data collected from digital and/or physical sources in order to pro- 

vide personalised recommendations, alternatives, and solutions to customers’ enquiries or problems, even very 

complex ones . We examined, in a banking services context, whether consumers preferred AI or Human 

online customer service applications using an experimental design across three field-based experiments. 

The results show that, in the case of low-complexity tasks, consumers considered the problem-solving 

ability of AI to be greater than that of human customer service and were more likely to use AI while, 

conversely, for high-complexity tasks, they viewed human customer service as superior and were more 

likely to use it than AI. Moreover, we found that perceived problem-solving ability mediated the effects of 

customers’ service usage intentions (i.e., their preference for AI vs. Human) with task complexity serving 

as a boundary condition. Here we discuss our research and the results and conclude by offering practical 

suggestions for banks seeking to reach customers and engage with them more effectively by leveraging 

the distinctive features of AI customer service. 

© 2020 The Author(s). Published by Elsevier Ltd on behalf of Australian and New Zealand Marketing 

Academy. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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Technology is reshaping the nature of service, customers’

ervice experiences, and customers’ relationships with service

roviders ( Bitner, 2017 ; Van Doorn et al., 2017 ). Currently, the de-

and for artificial intelligence (AI) in service is being driven by

oth customers and organisations in search of operational effi-

iency ( Huang and Rust, 2018 ; Wirtz et al., 2018 ). 

A chatbot, for example, can reduce customer queue and wait

imes as well labour costs for an organisation ( Ostrom et al., 2019 ;

urel and Connelly, 2013 ; Xu, 2016 ). However, AI service robots

lso affect customers’ relationships with service providers with

espect to changes in the human touch points along the cus-
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omer journey and perceptions of the social presence of robots

 Van Doorn et al., 2017 ). 

For service organisations, the question is not whether to use

I but to what extent and how to maximise its capacity to im-

rove the efficiency and effectiveness of the services that they

rovide ( Huang anad Rust, 2018 ; Ostrom et al., 2019 ; Rust, 2019 ;

irtz et al., 2018 ). Currently, AI is being utilised in such service

ndustries as education, finance, health care, retailing, and trans-

ortation. More research is required to explore AI as an end-to-

nd service solution rather than simply a component of an organ-

sation’s customer service system ( Xiao and Kumar, 2019 ). There

s also a need for a deeper understanding of customers’ thoughts,

eelings, and actions when they are exposed to AI-enabled front-

ine service interactions ( Ostrom et al., 2019 ). 

For this study, we compared customers’ reactions to a bank’s AI

ustomer service agent (a chatbot) with their reactions to a human

ustomer service employee when using live-chat customer service

ystems for their inquiries. We also considered the influence of the

ask complexity of the inquiries on AI usage intention. In the fol-

owing discussion, we first review the theoretical background on
ew Zealand Marketing Academy. This is an open access article under the CC 
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Table 1 

Definitions of AI. 

Source Definition Context 

Dobrev (2005 , p. 2) “AI will be such a program which in an arbitrary world will 

cope not worse than a human”

Information programming 

Dreyfus and Dreyfus (1989 , p. 125) “autonomous thinking machines that are free of human 

control”

Human cognitive process 

Huang and Rust (2018 , p. 155) “manifested by machines that exhibit aspects of human 

intelligence”

Services 

Kaplan and Haenlein (2019 , p. 15) “a technology system’s ability to correctly interpret external 

data correctly, learn from such data, and exhibit flexible 

adaptation”

Business in general 

Shankar (2018 , p. vi) “refers to programs, algorithms, systems and machines that 

demonstrate intelligence”

Retailing 

Syam and Sharma (2018 , p. 136) “machines mimicking intelligent human behaviour” Sales 

Tegmark (2017 , p. 39) “non-biological intelligence” Social issues (e.g. crime, 

war, justice, jobs, society) 
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the use of AI in customer service and AI problem-solving capabil-

ity in service contexts. Next, we present our theoretical framework

for the mediating effect (i.e., the causal mechanism) of the per-

ceived problem-solving ability of AI and the moderating effect (i.e.,

the boundary condition) of task complexity in the context of AI

customer service usage intention. We then report three field-based

experiments that corroborate our theoretical framework. The paper

concludes with consideration of the general theoretical and man-

agerial implications of our findings and directions for future re-

search. 

Theoretical background 

Defining AI 

We draw on mobile banking literature ( Payne et al., 2018 ),

technology acceptance model theory ( Davis, 1989 ; Davis and

Venkatesh, 1996 ) and diffusion of innovation theory ( Rogers, 1995 )

to provide an overview of AI, its definition, and its context of use. 

The full capabilities and limitations of AI in customer service

are still being discovered, as researchers are just beginning to in-

vestigate consumers’ responses to and preferences regarding AI

and human customer service experiences ( Van Esch et al., 2019 ).

With AI reaching a critical threshold in terms of its implementa-

tion in customer service contexts, there is a pressing need to clar-

ify its place in business, management, and marketing overall and

to arrive at an accepted definition of it ( Table 1 ). For this research,

since we were interested in comparing customers’ service prefer-

ences (AI vs. Human), we developed our own definition of AI in

customer service and we understand it to be: A technology-enabled

system for evaluating real-time service scenarios using data collected

from digital and/or physical sources in order to provide personalised

recommendations, alternatives, and solutions to customers’ enquiries

or problems, even very complex ones . 

AI in service encounters 

We draw on affordance-experiment ation-actualisation theory

( Strong et al., 2014 ; Keller et al., 2019 ) and service robots, cus-

tomers, and service employees literature ( Lu et al., 2020 ), to show

the different types of AI-enabled service encounters and their in-

terplay with the financial and banking sectors ( Foroughi et al.,

2019 ). 

Ostrom et al. (2019) identified three types of AI-enabled service

encounters: AI-supported, AI-augmented, and AI-performed. In AI-

supported service encounters, frontline employees perform a ser-

vice and directly interact with customers while relying on AI for

assistance behind the scenes with decision-making or customisa-

tion of the service experience in real-time, an example being the
Please cite this article as: Y. Xu, C.-H. Shieh and P. van Esch et al., AI

usage intention, Australasian Marketing Journal, https://doi.org/10.1016
se of AI by physicians to diagnose patients. In AI-augmented ser-

ice encounters, AI interacts directly with customers or is used

y frontline employees assisting them (as opposed to behind the

cenes), augmenting the traditional encounter with enhanced in-

ormation or innovative services, for example, real-time language

ranslation. In AI-performed service encounters, AI takes the place

f an employee, interacting directly with the customer to co-create

nd deliver the entire service experience; examples include the

hatbots used in retailing and banking and such virtual assistants

s Apple’s Siri. 

I in customer service 

We draw on customer engagement, consumption and firm per-

ormance literature ( Ho et al., 2020 ), transactive relationship the-

ry ( Tanioka et al., 2019 ), and AI in service literature ( Hui et al.,

001 ; Huang and Rust, 2018 ; Davenport and Ronanki, 2018 ) to

how that as organisations experiment with new touch-points

long the customer journey, they are looking to AI-enabled

echnologies to provide effective and engaging customer service

 Bitner, 2001 , 2017 ; Meuter et al., 20 0 0 ). In particular, through on-

ine customer service, customers are able to contact organisations

t their own convenience, a capability that creates value through

ime-saving and convenience, increases customer satisfaction, and

nhances brand loyalty ( Colwell et al., 2008 ; Negash et al., 2003 ). 

With the advances in AI-enabled technology, many organisa-

ions are now providing online customer support through in-

tant messaging platforms in what are called live chat systems

 McLean and Wilson, 2016 ; Turel and Connelly, 2013 ; Van Esch

nd Black, 2019 ). In addition to its other advantages, this plat-

orm allows customers to seek service-related information from

n organisation by means of web-based synchronous media inter-

ctions that are supported by human service employees engaging

n two-way communication ( Van Gog et al., 2011 ; Turel and Con-

elly, 2013 ). For customers, the most important elements of sat-

sfaction in a service context are connection, response time, and

he quality of the response ( Cheong et al., 2008 ; Verhoef et al.,

009 ). The live chat customer service system facilitates consumers’

ecision-making with respect to searching, guidance, and assis-

ance ( Chattaraman et al., 2012 ). 

Customers often over-estimate their wait time during their ser-

ice experience, and they are especially sensitive to being com-

elled to wait online. Long online wait times, then, contribute to

 negative service experience ( McLean anad Osei-Frimpong, 2017 ;

cLean and Wilson, 2016 ). Alternatively, when customers use a

uman-staffed customer service system, they must often endure

ueuing, connecting, and waiting for a response to resolve their

roblems ( Vandenberghe et al., 2007 ). AI-enabled customer ser-

ice systems, by contrast, can provide immediate responses around
 customer service: Task complexity, problem-solving ability, and 
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Fig. 1. Theoretical framework . 
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he clock to customers’ problems ( Van Esch and Mente, 2018 ).

his advantage explains the implementation of AI customer ser-

ice in the banking and retailing industries. For example, accord-

ng to one study, nearly all (99.78%) of the retailer Uniqlo’s cus-

omer service was provided by AI, with nearly half (48%) of cus-

omers who utilised the AI-enabled service also making a purchase

 Morgan, 2019 ). Likewise, in the banking industry, 6,0 0 0 of the cus-

omers of China Trust Inc. use AI-enabled customer service daily to

esolve 88% of interactions. Therefore, we propose our first hypoth-

sis: 

H 1 : AI customer service has a positive influence on usage in-

tention. 

he problem-solving capacity of AI customer service 

We draw on problem solving with AI literature ( Fox, 1990 ;

irsh, 1991 ; Steels, 2007 ; Jarrahi, 2018 ) to understand that by ex-

loiting such forms of AI as chatbots to replace human employees

n a live system, companies can provide instant customer service

ithout human time and labour constraints ( Shankar, 2018 ). Chat-

ots utilise machine learning, deep learning, and natural language

rocessing to solve problems ( Huang and Rust, 2018 ; Kaplan and

aenlein, 2019 ; Ostrom et al., 2019 ). Machine learning can mimic

he human brain and perform complex computing and decision-

aking tasks that produce the best possible solutions with little

r no error ( Kaplan and Haenlein, 2019 ). 

Thanks to natural language processing, a chatbot can identify

eywords in a customer’s query and respond in kind with a co-

erent message, one often formulated by drawing on a sophisti-

ated data base. Thanks to deep learning, AI can adjust and im-

rove its responses every time it is used and can update and in-

rease the size of the database from which it can select as a future

esource ( Kaplan and Haenlein, 2019 ; McCarthy, 2007 ). These fea-

ures make a chatbot a powerful problem-solving tool for use in a

ustomer service context ( Klie, 2013 ; Ostrom et al., 2019 ; Xiao and

umar, 2019 ). Therefore, we propose our second hypothesis: 

H 2 : Perceived problem-solving ability mediates the relationship

between AI customer service and usage intention. 

ask complexity in customer service 

We draw on task complexity literature ( Byström and

ärvelin, 1995 ; Campbell, 1988 ; Fan et al., 2018 ; Nemati et al.,

002 ;) to show that when customers interact with a customer ser-

ice system, they experience information overload if they receive

oo much information at once ( Xuet al., 2014 ). Wood (1986) in-

roduced the concept of task complexity to describe the amount
Please cite this article as: Y. Xu, C.-H. Shieh and P. van Esch et al., AI

usage intention, Australasian Marketing Journal, https://doi.org/10.1016
f information relevant to the performance of a given task. Task

omplexity has also been identified as the key factor in cognitive

oad, being a measure of the burden that carrying out a given

ask places on an individual’s cognitive system ( Kirschner et al.,

009 ; Klemz and Gruca, 2003 ; Van Gog et al., 2011 ). Consequently,

hen an individual processes information, his or her cognitive

oad is affected by task complexity, so that the simplicity of a task

orrelates negatively with its cognitive load ( Sweller et al., 1998 ). 

Task complexity can affect the knowledge, skills, and motiva-

ion needed for the performance of a task ( Campbell, 1988 ; Hærem

t al., 2015 ; Wood, 1986 ). Thus individuals invest more time and

ffort as t ask complexity increases and adjust their judgment, per-

ormance, and expectations accordingly ( Xu, 2016 ; Lankton et al.,

010 ). Consequently, the high expectations in the high task com-

lexity problems will lead to a potential disappointment towards

I (“AI should be smart” heuristic). Therefore, we could expect the

pposite effects of AI could occur in high vs low complexity con-

ition. In view of these arguments, we proposed the theoretical

ramework illustrated in Fig. 1 and the third hypothesis: 

H 3 : Task complexity moderates the mediation effect of

problem-solving ability on AI customer service and usage in-

tention, resulting in moderated mediation. 

tudy 1 

esign, participants, and procedure 

Study 1 focused on the effects of various customer service

ystems (AI or Human). The 51 participants (male = 51%, fe-

ale = 49%; M age = 26.04, age-range = 17–57 years) who par-

icipated in this field-based experiment were assigned randomly

o one experimental condition, in a two (customer service: AI vs.

uman) within-subject design for which usage intention served as

he focal outcome ( Rindfleisch et al., 2008 ; Young and Selto, 1993 ).

he participants accessed the AI customer service and human cus-

omer service systems of Cathay United Bank, which is located in

he Shinkuchan Commercial District in Kaohsiung, Taiwan, in order

o ask three questions related to credit card use issues (see Ap-

endix). 

The order of the two customer service systems is to adopt a

ounter-balanced method to avoid the order effect. The results of

he order effect for all items are insignificant ( p > 0.1). All of the

tems were measured using a seven-point Likert scale with val-

es ranging from 1 (not at all) to 7 (very much). Usage intention

 α = 0.95) was adapted from Fishbein and Ajzen (1977 ; Table 2). 

esults and discussion 

Manipulation check. A three-item scale was adopted to exam-

ne the manipulation for the comparison of the AI and human
 customer service: Task complexity, problem-solving ability, and 
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Table 2 

Confirmatory factor analysis (all studies). 

Variables Factor loading 

Study 1 Study 2 Study 3 

Online customer service (AI vs. Human) 

After asking my question, this AI/Human customer service can respond immediately. 0.82 0.79 0.87 

After asking my question, I can get a solution immediately from the AI/Human customer service. 0.86 0.93 0.91 

When answering my question, the AI/Human customer service response is logical. 0.74 0.79 0.80 

Problem-solving a bility ( Beldad et al., 2016 ) 

This customer service system fully understands my problems. 0.88 0.86 

This customer service system can respond to the questions I ask. 0.92 0.86 

This customer service system can provide useful answers for me. 0.94 0.92 

Overall, this customer service system is qualified and capable. 0.91 0.91 

Usage intention ( Fishbein, and Ajzen, 1977 ) 

I am interested in using this customer service system. 0.86 0.79 0.70 

This customer service system increases my willingness to use it. 0.94 0.95 0.86 

I would recommend this customer service system to others to use for consultation. 0.97 0.90 0.91 

I will use this AI/Human customer service system for consultation. 0.84 0.91 0.88 

Task complexity ( Gupta et al., 2013 ) 

I think that this is a complicated question. 0.95 

I think that this question is difficult to understand. 0.97 

I need to think through the answer from customer service to understand it fully. 0.95 
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customer service conditions ( α = 0.85). The participants in the

AI condition rated the sufficiency of customer information in the

scenarios significantly higher than those in the human condition

( M AI = 6.50, SD = 0.64 vs. M Human = 4.13, SD = 1.44, t (50) = 72.46,

p < .001). 

Results. We conducted an ANOVA of usage intention with

customer service as the independent variable and age, gender,

and education as covariates. Usage intention was greater with AI

than with human customer service ( M AI = 5.97, SD = 0.92 vs.

M Human = 3.97, SD = 1.72, t (50) = 8.03, p < 0.001). Therefore, H 1 

was supported. 

Study 2 

Design, participants, and procedure 

Study 2 replicated Study 1 but included another objective,

namely to test whether problem-solving ability mediates the re-

lationship between customer service (AI vs. Human) and usage

intention. The 181 participants (male = 43.6%, female 56.7%;

M age = 30.68, age range = 20–53 years) in this field-based ex-

periment were randomly assigned to one experimental condition,

in a two (customer service: AI vs. Human) within-subject design

in which usage intention served as the focal outcome. The partici-

pants asked the same three questions regarding credit card issues

as those asked in Study 1 (Appendix A). The order of the two cus-

tomer service systems is to adopt a counter-balanced method to

avoid the order effect. The results of the order effect for all items

are insignificant ( p > 0.1). The measurement items were usage in-

tention ( α = 0.94) and problem-solving ability ( α = 0.95) ( Beldad

et al., 2016 ). 

We performed a confirmatory factor analysis in order to assess

the psychometric adequacy of the constructs ( Table 2 ). All of the

item loadings of problem-solving and usage intention proved to be

significant ( p < 0.01) and therefore supported the convergent valid-

ity of the experiment. Further, the measurement model provided

good fit with the data ( χ2 /df = 1.66, CFI = 0.99, TLI = 0.99, RMSEA

= 0.06). The discriminant validity of the constructs indicated that

the average variance of each construct extracted was greater than

its squared correlation with any other construct in the model. In

other words, the measures showed that neither discriminant valid-

ity nor multicollinearity had an effect on the model ( Grewal et al.,

2004 ). 
Please cite this article as: Y. Xu, C.-H. Shieh and P. van Esch et al., AI
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esults and discussion 

Manipulation. The manipulation check ( α = 0.87) functioned

s intended ( M AI = 6.20, SD = 0.68 vs. M Human = 4.3; SD = 1.58,

 (180) = 122.02, p < .001). The participants in the AI condition

ated the sufficiency of the customer information in the scenarios

ignificantly higher than the participants in the human condition. 

Results. An ANOVA of usage intention with customer ser-

ice as the independent variable showed a significant main effect

 M AI = 5.12, SD = 1.17 vs. M Human = 4.69, SD = 1.55, t (180) = 2.17,

 < 0.05). Thus, in Study 2, AI customer service led to greater us-

ge intention than human customer service. There were no signifi-

ant differences associated with age, gender, or education ( p > .10).

hese results, like those from Study 1, support H 1 . 

To test the causal mechanism of problem-solving ability, we

sed Hayes PROCESS Model 4 ( Hayes, 2013 , 2017 ). The total effect

Path C) was significant and positive with regard to usage intention

 β = .597, t (179) = 9.37, p < 0.001, CI 95% : 0.47,0.72) and problem-

olving (Path A, β = 0.657, t (179) = 11.34, p < .001, CI 95% : 0.54,

.77). The mediating effect (Path AB) also remained significant ( β
 0.20, t (178) = 2.69, p < 0.05, CI 95% : 0.05, 0.35; Sobel z = 6.66, p

 0.001). The results of Study 2 thus support H2: problem-solving

artially mediated the effect of customer service (for AI vs. human)

n usage intention. 

tudy 3 

esign, participants, and procedure 

Study 3 replicated Study 2 and added another objective, namely

o compare task complexity (high and low) as a boundary condi-

ion of the mediated model. The 100 participants (male = 51%, fe-

ale = 49%; M age = 26.64, age-range = 16–55 years) in the field-

ased experiment were randomly assigned to a 2 (customer ser-

ice: AI vs. Human) × 2 (task complexity: High vs. Low) mixed

actorial design for which usage intention served as the focal out-

ome. Replicating studies 1 and 2, the order of the two customer

ervice systems adopted a counter-balanced method. The results

f the order effect for all items are insignificant ( p > 0 .1). The

easurement items included usage intention ( α = 0.91), problem-

olving ( α = 0.94), and task complexity ( α = 0.90; Gupta et al.,

013 ; Appendix B). 

Confirmatory factor analysis indicated that all of the item load-

ngs of online customer service and usage intention were signif-

cant ( p < .01), thereby supporting convergent validity, and that
 customer service: Task complexity, problem-solving ability, and 
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Fig. 2. Perceived problem-solving ability as a function of customer service (AI vs. 

Human) and task complexity (Study 3). 
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Fig. 3. Usage intention as a function of customer service (AI vs. Human) and task 

complexity (Study 3). 

Table 3 

Regression results (Study 3). 

Independent variable Online customer service 

Problem-solving ability Usage intention 

Constant 2.99 ∗∗∗ 1.29 ∗∗

Online Customer Service (CS) 0.49 ∗∗∗ 0.16 

Task complexity (TC) −0.53 0.04 

CS ×TC 0.07 −0.02 

Problem-solving Ability – 0.50 ∗∗∗

R 2 0.30 0.36 

F 13.50 ∗∗∗ 13.49 ∗∗∗

df 96 95 

Note . Unstandardised coefficients are shown; ∗∗∗ p < .001, ∗∗ p < .05. 
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f  
he measurement model provided good fit with the data for task

omplexity ( χ2 /df = 0.02, CFI = 1.00, TLI = 1.0 0, RMSEA = 0.0 02),

roblem-solving, and usage intention ( χ2 /df = 1.10, CFI = 0.99,

LI = 0.99, RMSEA = 0.03). Again, neither discriminant validity nor

ulti-collinearity affected the model. 

esults and discussion 

Manipulation. The manipulation check ( α = 0.90) functioned

s intended ( M AI = 6.08, SD = 0.91 vs. M Human = 3.94, SD = 1.55;

 (99) = 25.50, p < 0.001). The participants in the AI condition

ated the sufficiency of customer information in the scenarios

ignificantly higher than that in the human condition. The task

omplexity (TC; high vs. low) manipulation check functioned as

ntended: participants in the high-TC condition reported greater

ask difficulty than those in the low-TC condition (AI condition:

 High = 5.71, SD = 1.02, vs. M Low 

= 2.37, SD = 1.08, t (98) = -

5.90, p < 0.001; human condition: M High = 4.28, SD = 1.26 vs.

 Low 

= 2.23, SD = 1.30, t (98) = −8.01, p < 0.001). 

Results. We conducted a two-way repeated ANCOVA of

roblem-solving with customer service as the independent vari-

ble, task complexity as the moderator, and age, gender, and ed-

cation as the covariates. We found a significant main effect of

ustomer service on problem-solving ( M AI = 5.21, SD = 1.40 vs.

 Human = 5.50, SD = 1.44, F (1, 95) = 4.32, partial ŋ 2 = .04, p < 0.05),

ut the effect of task complexity on problem-solving was not sig-

ificant ( M High = 5.31, SD = 0.13 vs. M Low 

= 5.40, SD = 0.13, F (1,

5) = 0.26, partial ŋ 2 = .00, p > 0.1). The participants in the AI con-

ition found the problem-solving more effective than those in the

uman customer service condition. We found significant interac-

ion effects of customer service (for AI compared with human) and

ask complexity on problem-solving ability ( F (1, 95) = 59.59, par-

ial ŋ 2 = 0.38, p < 0.01). For the low task complexity condition,

roblem-solving ability was greater for AI than for human cus-

omer service. For the high-TC condition, problem-solving ability

as higher in the human than AI customer service. Once more, no

ignificant differences were associated with age, gender, or educa-

ion ( p > 0.10; Fig. 2 ). 

Next, we conducted a two-way repeated ANCOVA of usage in-

ention with customer service as the independent variable and task

omplexity as the moderator and with age, gender, and educa-

ion as covariates. The results showed a significant main effect of

ustomer service on usage intention ( M AI = 5.00, SD = 1.38 vs.

 Human = 4.36, SD = 1.34, F (1, 95) = 4.34, p < 0.001), but the effect

f task complexity on usage intention was not significant. The par-

icipants in the AI customer service condition indicated greater us-

ge intention than those in the human customer service condition.

here was a significant interaction effect between customer service

nd task complexity on usage intention ( F (1, 95) = 81.10, partial
Please cite this article as: Y. Xu, C.-H. Shieh and P. van Esch et al., AI
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 2 = 0.46, p < 0.001). For the low task complexity condition, usage

ntention was greater for AI customer service than for human cus-

omer service. For the high-TC condition, the usage intention was

rater for human customer service ( Fig. 3 ). Lastly, we conducted a

ediated moderation analysis (Model 8; Hayes, 2013 ) to determine

hether problem-solving mediated the interaction effect of online

ustomer service and task complexity on usage intention, thereby

esulting in mediated moderation. 

The results showed a significant effect of problem-solving on

sage intention ( β = 0.497, t (95) = 5.14, p < 0.001; CI 95% : 0.305,

.689). The interaction of customer service and task complex-

ty on usage intention, was not significant, nor was the effect

f task complexity on usage intention ( β = 0.04, t (95) = 5.08,

 > 0.1; CI 95% : -1.55, 1.63). We conducted a bootstrapping analy-

is to test the conditional effect (indirect, using 5,0 0 0 samples;

ayes, 2013 , 2018 ) that generated a 95% confidence interval; there-

ore, we were able to determine mediation because zero was not

racketed ( Preacher and Hayes, 2008 ; Zhao et al., 2010 ). The re-

ults showed a significant indirect effect for customer service on

sage intention for both the low-TC ( β = 0.242, CI 95% : 1.11, 0.42)

nd high-TC ( β = 0.278, CI 95% : 0.18, 0.40) conditions. Therefore, the

ndex of moderated mediation was significant and H3 is supported

 Table 3 ). 

eneral discussion 

Contributions and Implications of the Findings 

In this research, we compared the effect of AI customer service

ith that of human customer service on customer usage intention.

e found that customers perceived that AI had greater problem-

olving capacity and displayed greater intention to use that form

f customer service for low-complexity tasks. Consumers perceived

hat human customer service had greater problem-solving abil-

ty and showed greater intention to use human customer service

or high-complexity tasks. Our three field-based experiments con-
 customer service: Task complexity, problem-solving ability, and 

/j.ausmj.2020.03.005 

https://doi.org/10.1016/j.ausmj.2020.03.005


6 Y. Xu, C.-H. Shieh and P. van Esch et al. / Australasian Marketing Journal xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: AMJ [m5G; May 21, 2020;18:35 ] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

f  

i  

l  

d  

t

 

b  

s  

v  

t  

d  

t  

a  

h  

t  

t  

s

D

 

t  

s  

o  

p  

c  

a  

t  

s  

e  

n  

t  

t  

t  

c  

t  

o  

f  

A  
ducted at Cathay United Bank in Taiwan thus provided converging

evidence for our theoretical framework. 

Theoretical contributions 

We contribute to the literature on AI customer service by re-

vealing fresh insights into the role of problem-solving ability as a

causal mechanism promoting the effectiveness of AI customer ser-

vice and usage intention. Though AI customer service systems have

become popular, little effort has been made to compare their ef-

fectiveness with that of traditional online human customer service

systems. Our field studies corroborate prior research by suggesting

that customers prefer live-chat human customer service systems

for high-complexity tasks ( Klie, 2013 ) but prefer AI customer ser-

vice systems for low-complexity tasks ( Kirkpatrick, 2017 ). 

Moreover, our findings contribute to the literature on

technology-based customer service by demonstrating that task

complexity is an important boundary condition for the effective-

ness of AI customer service. For the participants in our study, task

complexity affected usage intention regarding an online customer

service system, again corroborating prior research, in this case by

showing that cognitive capacity can be influenced by the amount

of information that needs to be processed during a customer ser-

vice interaction ( Kamis et al., 2008 ; Xu et al., 2014 ). Our research,

then, suggests that, AI customer service systems are perceived to

have a greater problem-solving ability and increase usage inten-

tion for low-complexity tasks but that, human customer service

systems are perceived to have a greater problem-solving ability

and increase usage intention for high-complexity tasks. 

Practical implications 

An earlier study conducted in Taiwan ( Muro and Andes, 2015 )

estimated the cost of providing human customer service at

USD$10.72 per interaction, compared with just USD$2.10 for an AI

customer service response. Under such conditions, organisations

can reduce their costs by substituting human customer service

with AI customer service. It is not the case, however, that an AI

customer service agent, such as a chatbot, reduces the overall need
Please cite this article as: Y. Xu, C.-H. Shieh and P. van Esch et al., AI

usage intention, Australasian Marketing Journal, https://doi.org/10.1016
or human service employees; rather, these technologies are chang-

ng the ways in which service employees work. In the case of on-

ine customer service, workers can focus their efforts on solving

ifficult and complex problems while leaving simple routine tasks

o AI. 

From the perspective of financial service providers, such as

anks, the primary consideration is leveraging AI customer service

ystems in order to achieve cost savings and provide a better ser-

ice experience for their customers. Thus, for example, when a cus-

omer contacts an online customer service system, a pop-up win-

ow may appear that presents two or three simple questions in-

ended to assess the complexity of the query; then, based on this

ssessment, the customer can be directed either to the AI or the

uman customer service option. In such ways, banks can reduce

he time that their customers need to devote to service issues and

heir own operational costs while improving the overall customer

ervice experience ( Black and Van Esch, 2020 ). 

irections for future research 

Our work has revealed several paths for future research. First,

hough we have presented convincing evidence that problem-

olving ability plays a mediating role in the preference for either AI

r Human customer service, in usage intention, and in task com-

lexity as a boundary condition, the robustness of our findings

ould be assessed by exploring the significance of problem-solving

bility and task complexity in other online customer service con-

exts across a range of different industries, countries, and con-

umer demographics. Another line of enquiry could involve consid-

ration of further factors in relation to AI, such as customers’ tech-

ology readiness and the influence of previous experiences with

he technology on service usage intentions. Customers’ percep-

ions of task complexity also merit closer examination, especially

heir criteria for distinguishing high-complexity tasks from low-

omplexity ones and for assessing problem-solving ability, since

hese appear to be the key factors in the preference for either AI

r Human customer service. Such research could serve as the basis

or a typology of comparisons and for assessing how best to exploit

I in customer service contexts across a range of task complexities.
 customer service: Task complexity, problem-solving ability, and 
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A

 the participants. 

 vs. Human) three questions using the dialog box: 

accidentally lose my 

 card? 

nt? 
ppendix A. Studies 1 and 2 

Step 1: The interviewer explained the experimental situation to

Step 2: The participants asked the customer service systems (AI

Q1: I am going to go abroad next month; what should I do if I 

credit card? 

Q2: What are the requirements when applying for a new credit

Q3: Is there a discount when I use the credit card in a restaura

The below screenshots show one of the dialogs regarding Q2: 
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 credit card? 

t what you need, please try to ask me another question. Please choose 

 card requirements for students; Requirements for credit card sub-cards 

 How can I help you? 

redit card? 

for? 

 the participants as follows: 

 your credit card; therefore, you try to ask some questions in advance 

I vs. Human) three questions comparing high and low task complexity 

y on my credit card each 

es? 
AI customer service Human customer service 

The translation of the dialog in the above screenshots: 

AI customer service 

Customer: What are the requirements when applying for a new

AI: Ah-Fa found the relevant answer for you! If the answer is no

the following options: Eligibility for credit card applications; Credit

application. 

Human customer service 

Human agent : Hello, I am customer service agent number 143.

Customer : What are the requirements for applying for a new c

Human agent : What kind of credit card do you want to apply 

Customer: Regular credit card. 

Appendix B. Study 3 

Step 1: The interviewer explained the experimental situation to

You are going abroad next month and are worried about losing

using the customer service system. 

Step 2: The participants asked the customer service systems (A

inquiries using the dialogue box. 

Step 3a: (High task complexity questions): 

Q1: How do I calculate the minimum amount that I need to pa

month? 

Q2: How do I get credit card cash advance when I am abroad? 

Q3: When using a credit card abroad, what are the additional fe

The below screenshots show the dialog regarding Q2: 
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A

abroad? 

vance function. Please choose the following option: Guideline for cash 

a ter here]. 

H

. How can I help you? 

abroad? 

vance when you applied for your credit card, you can use the function 

i

redit card, please help me set it up now. 

rd? What information 
AI customer service Human customer service 

The translation of the dialog in the above screenshots: 

I customer service: High task complexity 

Customer: How do I get a credit card cash advance when I am 

AI: Before going abroad, please activate your credit card cash ad

dvances abroad [please enter here]; apply cash advance [please en

AI: After verification, Ah-fa can check your information. 

Customer: What do you mean by verification? 

uman customer service: High task complexity 

Human agent : Hello, I am a customer service agent number 12

Customer : How do I get a credit card cash advance when I am 

Human agent: If you already set up the function for a cash ad

mmediately. Otherwise, I will help you to set up this function. 

Customer: I didn’t set up this function when I applied for my c

Step 3b: (Low task complexity questions): 

Q1: What are the requirements for applying for a new credit ca

should I include? 

Q2: What should I do when my credit card expires? 

Q3: How long does it take to apply for a new credit card? 

The below screenshots show the dialog regarding Q2: 
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AI service Human customer service 

The translation of the dialog in the above screenshots: 

AI customer service: Low task complexity 

Customer : What should I do when my credit card expires? 

AI : Ah-Fa has found the relevant answer for you! If the answer

is not what you need, please try to ask me another question. Please

choose the following options: 

Apply for a credit card online; Credit card renewal; Notification

for abnormal expenses. 

Human customer service: Low task complexity 

Human agent : Hello, I am a customer service agent number 26.

How can I help you? 

Customer : What should I do when my credit card expires? 

Human agent : What kind of credit card do you have? What is

the expiry date? 

Customer: Regular card. The expiry date is 29/09/2018. 
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