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Autonomous vehicle has come a long way to reach on the road; however accurate road perception in real-time is one of the 
crucial factors towards its success. The biggest challenge in this direction includes occlusion, truncation, lighting conditions, 
and complex backgrounds. In order to improve the accuracy and detection speed for vehicle detection, a dynamic scaling 
network is proposed that assists in constructing a balanced shape neural network to achieve optimum accuracy with minimal 
hardware. The network architecture is influenced by YOLOv5 and is composed of Cross-Stage Partial Network (CSPNet) as 
its backbone. In order to go even further, we have proposed an auto-anchor generating method that makes the network 
suitable for any datasets. Our neural network is fine-tuned by using activation, loss, and optimization functions so as to get 
the optimum results. Our experimental results demonstrate that the proposed net provides comparable performance of 
YOLOv4 and Faster R-CNN based on KITTI dataset as the benchmark. 
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1 INTRODUCTION 

Taken into consideration the increase in road accidents [1] and the involvement of human’s energy in terms of 
time and exertion, autonomous vehicle (AV) has become a necessity in today’s world. One of the most important 
requirements for an AV is to perceive the road scene accurately in real time and to detect vehicles precisely. 
However, it becomes challenging due to heavy traffic, complex backgrounds of roads, and extreme weather 
conditions. Vehicle detection using aerial images has gained tremendous attention with its applications in traffic 
monitoring, surveillance, and military applications [2]. The aerial view of vehicles shows less or no occlusion 
and shadows as compared to the ground-based images, which are needed for an AV. Thus, extensive work is 
needed for vehicle detection with ground-based images to accelerate AV success. The algorithms in computer 
vision are mostly based on a feature extractor to extract useful features like edges, corners, contours, gradients. 
Histogram of Oriented Gradient (HOG) [3] that works as a feature extractor, has been used in plenty of detection 
models in combination with classifiers like Support Vector Machine (SVM) or Deformable Part-Based Model 
(DPM) for vehicle detection [4]. However, in the case of high occlusion and illumination changes, these 
handcrafted-feature-based algorithms exhibit difficulties in accurate vehicle detection [5]. With the advent of fast 
processing GPUs and big data storage devices, the detection models have adopted Deep Neural Network 
(DNN) as self-learning algorithms to showcase promising results. There are generally two DNN approaches 
that are used for object detection: 1) Region-based detection that firstly filters positive and negative regions, 
then applies to object detection algorithms, 2) the end-to-end detection method that scans the input images 
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only once and detects the objects by using single neural network. The end-to-end detectors are much fast but 
export less accurate results compared to region-based object detection approaches [6]. 

Our goal in this paper is to present a DNN net that detects vehicles by using input images with high accuracy 
in real time and conduct a comparative analysis with the existing state-of-the-art networks. In this paper, a 
PyTorch-based light framework is proposed that is influenced by YOLOv5 architecture [7]. The contribution of 
this paper can be summarized as follows: 
• Dynamic scaling of neural networks is proposed to generate the desired structure that achieves the best 

result for vehicle detection by using a single GPU. 
• CSPNet-based [8] network is utilized that strengthens the network ability without increasing computational 

overhead. 
• An auto-anchor generator is implemented that makes the network generalization for any datasets. 
• In order to achieve the best outcome, the network is fine-tuned by using specified loss, activation, and 

optimization functions. 
• The proposed neural network is trained and tested by using benchmark datasets like KITTI [9] and Waymo 

[10] that have complex, rich, and diverse images for vehicle detection. 

In this paper, we introduce the related work in Section 2, our methodology is depicted in Section 3, the results 
are shown in Section 4, our conclusion is drawn in Section 5. 

2 RELATED WORK 

A great deal of vehicle detection models in computer vision as well as advanced DNN, have been proposed in 
recent years for vehicle detection. LiDAR, which provides 3D coordinates in the form of point clouds and multiple 
models of cameras (e.g., monocular, stereo, infrared) that acquire images with pretty rich textures, have been 
chosen predominantly as imaging sensors [11]. 

Using RGB images, Zakaria et al. [1] proposed a HOG variant in combination with nonlinear SVM. The model 
is based on compass gradients to collect the features from multiple angles unlike horizontal and vertical angles 
only. Farag et al. experimented with multiple color schemes relying on low-cost hardware, using a HOG 
descriptor and SVM classifier with a sliding window over the selected region of interests (ROIs) [4]. Contextual 
information like the relative distance was applied, including the key features of vehicles like wheels and 
headlights for vehicle detection [12]. 

In the series of region-based detectors, Faster R-CNN [13] was a big leap over the existing approaches like 
R-CNN [14] and Fast R-CNN [15]. Faster R-CNN has been used in variant forms for vehicle detection [20,22]. 
Despite giving reasonable accuracy, Faster R-CNN could not satisfy the requirements for real-time vehicle 
detection and need multiple GPUs during the training time. 

The end-to-end detection networks are fast at the training and inferencing time which have been exploited 
broadly. YOLOv2 was used in combination with K-means++ clustering for selecting various anchor boxes [17], 
however, the results were not compared by using any benchmark datasets, high-cost hardware was utilized to 
conduct the experiments. Tiny-YOLOv3 detection model with K-means clustering was proposed [5] and 
generated an accuracy 91.03% based on KITTI dataset. SSD net structure was modified [18] by combining 
inception block and feature fusion layers in the original network, which obtained 92.18% mAP based on KITTI 
dataset. In order to adjust the limitations of region proposal-based and end-to-end detection approaches, 
HybridNet was proposed [19], which joined a single network with proposal-based detection. HybridNet achieved 
up to 87.91% precision based on KITTI dataset with the detection rate 22 video frames per second (fps). 



3 

Pertaining to fuse the depth estimate of vehicles, LiDAR has been taken into account with digital cameras. 
LiDAR point-cloud-projected images and camera images have been fused [20,21,22] before feeding into the 
detection network. Aggregate View Object Detection (AVOD) network [20] was also tested in the bad weather 
conditions, the results showed 85.44% mAP on moderate complexity KITTI dataset. On the other hand, Frustum 
PointNet [23] generates region proposals by utilizing 3D point clouds and images to increase accuracy. 
Hereinafter, the point clouds are split into multiple segments and got processed in the PointNet. The network 
generates features based on independent segments and thus limits the detection performance without showing 
any relationship regarding the neighborhood [11]. 

The latest developments in the field of deep learning for object detection are YOLOv4 [6] and YOLOv5 [7]. 
YOLOv4 covers the previous inaccuracies whilst preserving the speed of object detection. To the best of our 
knowledge, there is no research work that has been published for vehicle detection by using YOLOv4 with 
ground-based images yet, so does YOLOv5 which has been released by Ultralytics on Github only. 

3 METHODOLOGY  

In this paper, a flexible network named FlexiNet is proposed by using DNN to detect vehicles by using ground-
based images. As shown in Figure 1 (right), FlexiNet’s architecture is composed of two main modules: The 
backbone part and the visual object detection part. The network is drawn with a dynamic scaling approach 
based on the promising CSPNet framework [8]. At the detection layer, an auto-anchor generating method is 
proposed that makes this network generalization to be suitable for various datasets.  

3.1 Backbone Network 
The backbone network, which is responsible for feature extraction, plays a pivot role in accurate object 
detection. The performance of the backbone network is enhanced by increasing receptive field and network 
complexity [24]. Increasing the depth of the network to a large extent seems promising to extract complex 
features of visual objects, though does not always lead to better accuracy, and may cause vanishing gradient 
problem. In our experiments, it is found that ResNet-50 network generates better accuracy than that ResNet-
152 does, in spite of having a greater number of layers. On the other hand, increasing the width of channels 
aids in finding fine-grained features. However, a balance between the width and depth of the network is required 
to get successful results. 
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Figure 1.  Left: CSPNet works as a basic building block in FlexiNet with dynamic scaling. Right: The complete FlexiNet 
consists of two modules: 1) The backbone network is composed of multiple CSPNet blocks with SPP layer; 2) The 

detection part is based on FPN network to capture various scale objects using anchors. 

3.1.1 Dynamic Network Scaling 

Dynamic scaling is a promising approach to find the minimum trade-off between width and depth of the network 
for achieving optimum accuracy. Dynamic scaling has been employed for finalizing network structure, e.g., 
EfficientNet yields multiple variants based on various shapes of the network [24]. In the proposed model, the 
network shape is drawn at run-time by using variable depth and width; and finalized based on results achieved. 

In order to keep the image residual information intact with very deep neural networks, various networks have 
been proposed based on skip-connection approaches, like ResNet, ResNetXt, DenseNet and CSPNet [24,25]; 
however, they differ in the network topology and the fusion approach for feature maps. Recently related model 
CSPNet [8] splits the path of gradient flow in two different streams. One branch towards the “Dense block” that 
concatenates the information flows between convolutional layers, another branch carries the remaining part of 
the initial feature maps directly towards partial transition block as shown in Fig. 1 (Left). CSPNet has been 
proven to converge faster with no extra storage [8]. 

In FlexiNet, the underlying backbone architecture comprises of CSPNet blocks with alternate convolutional 
blocks that are responsible for changing the feature map sizes. The number of channels and the number of 
layers in each CSPNet blocks are determined by the values of depth and width of the proposed network. 

Traditional neural networks for object detection keep the constraint of size fixed images to deal with the 
layers that carry out classification [6]. However, for on-road vehicle detection, it is difficult to crop the images so 
as to achieve the required aspect ratio and scale. In order to deal with this issue, the use of a Spatial Pyramid 
Pooling (SPP) [26] layer is proposed at the end stage of the backbone network. The SPP layer concatenates 
the feature extracted from three intermediate convolutional layers and generates a fixed-length representation 
before feeding them into the detection network. 

3.2 Detection Network 
Conventional DNN detection models generate the final predictions based on the feature maps received from 
the final convolutional layers, however, this stage may lose highly grained features. This problem is handled 
with success by using a multistage detection network. In our network, the features are extracted from three 
scales by using Feature Pyramid Network (FPN) with the anchors as discussed in YOLOv3 [27] and YOLOv4 
[6]. 

FlexiNet takes use of three shapes based on vehicle pose and three scales of anchors to estimate bounding 
boxes of vehicles from multiple viewpoints. However, multistage detection leads to multiple bounding boxes of 
the same object. Extra bounding boxes are eliminated by using non-max suppression that retains only the 
bounding box with the highest confidence score. 

3.2.1 Auto-anchor Generator 

To make the network generalized, our model provides the flexibility to change anchor size based on the training 
set information. The proposed algorithm (Algorithm 1) firstly computes average ground-truth bounding box size 
(Avg_GT_BB) and aspect ratio at three different scales by using K-means clustering algorithm [28]. Taken into 
account of the initialization, the dimension of anchor boxes (AnchorSize) and aspect ratio are refined iteratively 
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based on the difference from average ground truth (GT) bounding box (BB), until no further change is needed. 
This comparison is fulfilled at three different scales [28]. This feature makes the algorithm suitable for different 
datasets without manually altering anchor boxes. 
 

ALGORITHM 1: Auto-Anchor Generation Algorithm 

Input:	data	GT_BBs,	AnchorSizei,	size	n	×	m		
	
Compute	Avg_GT_BBi	using	K-means	clustering	Algorithm		
Initialize	no_Change	=	true	
repeat				
			for	i	=	1	to	3,	do	
												if			AnchorSizei	<	Avg_GT_BBi,	then	
																				Increase	AnchorSizei	
																				noChange	=	false	
												elseif			AnchorSizei	>	Avg_GT_BBi,	then			
																				Decrease	AnchorSizei	
																				noChange	=	false			
												endif	
				endfor	
until	noChange	=	true	
	
Output:	AnchorSizei	

3.3 Activation Functions  
For efficient gradient flow, the activation function plays a key role in training dynamics and network performance. 
Rectified linear unit (ReLU) [29] has been a classic choice for dealing with the vanishing gradient problem 
effectively that also offers low computational cost. However, ReLU suffers from gradient information loss by 
collapsing the negative inputs to zero. Leaky ReLU [30], Flexible ReLU (FReLU) [31], Swish [32], Mish [33], 
and Hardswish [34] cover these problems in a more efficient way. These activation functions have been 
investigated individually to evaluate the methods based on the accuracy of FlexiNet. 
• 	FReLU: The ReLU output is adjusted by using a rectified point to capture negative information and provide 

zero-like property. 

                                  𝑓(𝑥) = M
𝑥 + 𝑏!						𝑖𝑓𝑥 > 0
	𝑏!																𝑖𝑓𝑥 ≤ 0					                                                            (1)  

where bi	is the layer-wise learnable parameter. 
• 	Swish: It is unbounded above and bounded below like ReLU, whereas, smooth and non-monotonic. It is 

represented by equation (2) 

𝑠(𝑥) = "
#$%!"

		                                                                                 (2)  
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•  Mish: This is a nonmonotonic, continuously differentiable activation function which is inspired by the self-
gating property of Swish [33]. 

𝑚(𝑥) = 𝑥⸳𝑡𝑎𝑛ℎ(𝑙𝑛(1 + 𝑒&))                                                              (3) 

•  Hardswish: This is a piece-wise linear analog activation function [34] and specially designed for 
quantization network. Hardwish is represented by Equation (4). 

ℎ(𝑥) = [
0																				𝑖𝑓	𝑥 ≤ −3,
𝑥																				𝑖𝑓	𝑥 ≤ 	+3,
𝑥⸳ &$'

(
								𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

				                                                      (4) 

3.4 Optimization Functions  
As a part of parameter adjustment and loss reduction, two optimization functions are investigated. Stochastic 
Gradient Descent (SGD) given in Equation (5) is one of the best ways for minimizing the loss that promotes the 
changes of network parameters on each training epoch [35]. On the other hand, adaptive momentum estimation 
(Adam) given in equation (6) is another optimizer that computes the adaptive learning rates for each parameter 
[35]. For network parameters θ, and learning rate η: 

                                                    𝜃 = 	𝜃 − 𝜂⸳𝛻)𝐽(𝜃;	𝑥*; 𝑦*)                                                                        (5) 

where, for SGD, xi	and yi	representing training example and label information of iteration i, and 𝛻)𝐽	denotes the 
objective function. 

𝜃 = 	𝜃 − +
,-.#$∈

𝑚f0                                                                       (6) 

where, for Adam, 𝑚f0, and 𝑣h0 are the estimates of mean and variance. ∈ is the summation coefficient. 

3.5 Loss Functions 
 Visual object detection in computer vision is being resolved through dealing with the bounding box regression 
and classification problems. Our model uses different loss functions for class probability and bounding box 
regression, respectively. The final loss of each iteration is the sum of both constituent losses that eventually 
tend to maximize the accuracy. 

Binary Cross-Entropy with Logits Loss (BCEL) that is supported by PyTorch is utilized for calculating class 
probability and objectness score, which combines binary cross entropy and sigmoid function in a single class 
and is thus much stable numerically. 

For bounding box regression, three Intersection over Union (IoU) losses have been considered to find the 
most suitable one, as IoU loss plays a prime role in the final non-maximum suppression (NMS) of bounding 
boxes. Loss functions under consideration are Generalized-IoU (GIoU) [36], Distance-IoU (DIoU) [37], and 
Complete-IoU (CIoU) [37] losses. Unlike basic IoU, the focus of these loss functions is not only on overlapping 
regions but also on other non-coincident regions, which better reflect the overlapping region between the 
predicted and ground truth bounding boxes. These loss functions are stated as follows with A	and B	representing 
ground truth and the predicted bounding box, respectively. 
• GIoU	loss is calculated as 

																					ℒ1234 		=
|6∩8|
|6∪8|

− |:\(6∪8)|
|:|

				                                                              (7) 
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where C	is the minimal closer area of bounding boxes A	and B. 
• DIoU	loss function is defined as 

 		ℒ>234 = 1 −|𝐴∩𝐵||𝐴∪𝐵|+	
?$(@,B)
C$

                                                                     (8) 

where a	and b	are central points of ground truth and predicted boxes, ρ(·) is the Euclidean distance, c	is the 
diagonal length of the smallest enclosing box covered by the two bounding boxes. 
• CIoU	loss function is defined as 

																								ℒ:234 = 1 − |6∩8|
|6∪8|

+	?
$(@,B)
C$

+ 	𝛼𝜐                                                          (9) 

where α	is a positive trade-off parameter, ν	measures the consistency of aspect ratio. 

4 RESULTS AND EVALUATIONS 

Regarding experimental evaluations of the proposed network, we have adopted benchmark KITTI dataset [9]. 
In this set, “Car” and “Van” are categorized as different classes, however the main target of this research project 
is related to vehicle detection, so we have combined them in the same class as “Vehicle”. As the relevancy, 
2,000 images are used for training and validation with a proportion 8 : 2, respectively. 

The proposed network was trained based on single ‘TESLA X’ GPU with total_memory ≈15GB, fixing a batch 
size of 16. All training and validation images have 640 ×	640 resolution. During the training process, variation 
in functions like activation function, optimization function, and loss function is employed to observe the 
performance of the network. All these parameters are explained briefly. Followed the trend in object detection 
[13,38], mean average precision (mAP) with 50% IoU metric is taken as the primary metric to validate the results. 
However, we have also considered recall and losses in the resultant analysis. 

Figure 2 represents the results of dynamic scaling network. Interestingly, the object detection results 
increase with deeper width. On the other hand, as the depth of the network is growing, initially, the network 
outcomes are improved at a fast pace but after going further deep, the performance starts degrading and 
eventually leads to abortion of the experiment because of the high GPU storage requirement. In Figure 2, 
FlexiNet attained the best performance on .55 depth and .55 width, so all experiments ahead were run on this 
network shape. 
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Figure 2.  The performance of the proposed scaling network for a set of its widths and depths based on FlexiNet 
architecture. Each line graph shows the width, each point represents a network with different depths. FlexiNet achieved the 

best mAP at .55 depth and .55 width. 

In the probe of activation functions on FlexiNet, we have found FRelu [31] and Hardswish [34] outperformed 
other functions as summarized in Table1. 

Table 1. The influence of various activation functions on mAP 

Activation Function mAP@0.5IoU(%) Recall(%) 
FReLU 93.4 95.4 
Swish 92.2 91.7 
Mish 92.9 92.2 
Hardwish 94.5 95.4 

 
We have also investigated multiple IoU loss functions for bounding box regression based on FlexiNet, and 

observed that DIoU loss converges faster than CIoU and GIoU as shown in Figure 3(a) which gives 1% better 
mAP based on KITTI dataset. Pertaining to vehicle detection, 1% growth of precision is a remarkable 
achievement for avoiding road accidents. Figure 3(b) depicts the mAP curves of various IoU losses. 

 

 

Figure 3.  (a) Validation loss curves with GIoU, CIoU, and DIoU functions (b) Network performance with respect to different 
IoU losses (c) Network performance with SGD and Adam optimizers 
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In the investigation of the best optimizer for our dataset, Adam has demonstrated faster convergence at the 
initial stages; however, SGD proves to be a better choice for giving the maximum accuracy whilst keeping slow 
learning rate as shown in Fig. 3(c). The best results are obtained at learning rate 0.01, momentum 0.937, weight 
decay 0.0005 with SGD optimizer [35]. 

Table 2. Comparisons of the proposed FlexiNet with the state-of-the-art detection methods 

Model mAP@0.5IoU (%) Recall(%) FPS 
EfficientNet-b2 31.9 32.1 8 
Faster R-CNN 82.9 55.3 7 
SSD 22.2 12.7 40 
YOLOv3 70.3 22.9 35 
YOLOv4 92.5 - 100 
FlexiNet 94.5 95.4 72 

Table 2 shows the comparison of FlexiNet with popular networks based on the same platform. In Table 2, it 
is clear that SSD [39], YOLOv3 [27], and EfficientNet-b2 [24] nets remained unsuccessful to give promising 
results based on KITTI dataset due to its challenging conditions. Faster R-CNN achieves 82.9% mAP based on 
the same platform; however, its speed is much slower than YOLOv4 and FlexiNet, which is not suitable for real-
time vehicle detection. 

The respective loss curves are shown in Figure 4. With FlexiNet converging to 1.8% loss in 600 epochs, 
whereas, YOLOv4 achieved a comparable loss in 2,600 epochs, and Faster R-CNN shows continuous 
improvements in the loss but could not go beyond 12%. Between YOLOv4 and FlexiNet, there is not much 
variance in the final precision; however, there is a rich assortment of computational difficulties while executing 
YOLOv4. We have observed that FlexiNet generated 94.5% mAP and 95.4% recall after 4,50 epochs, whereas 
YOLOv4 gives comparable accuracy after 1,300 epochs. YOLOv4 demands much higher storage as compared 
to the proposed network. While executing YOLOv4, batch size could not be increased more than 16 with image 
resolution 640 ×	640 based on our 15GB GPU. On the other hand, FlexiNet runs efficiently with 64 batch size 
of the dataset. 

  

Figure 4.  FlexiNet validation loss analysis with multiple netowrks (a) FlexiNet converges to 1.8% loss at 600 epochs (b) 
YOLOv4 converges to 1.8% loss at 2600 epochs (c) Faster R-CNN converges to 12% loss at 3000 epochs 
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To verify the performance of FlexiNet, we also conducted vehicle detection based on Waymo dataset [10 
that provides pretty rich and versatile images of night and rainy weathers. Waymo dataset yields 97.2% mAP 
on FlexiNet that is even better than the results of KITTI dataset. One of the probable reasons for this may be 
higher complexity of KITTI dataset over Waymo dataset. Figure 5 and Figure 6 show the detection results 
obtained from KITTI and Waymo datasets, respectively. 

 

 

Figure 5.  Vehicle detection results based on test images of KITTI dataset by using FlexiNet 

 

Figure 6.  Vehicle detection results based on test images of Waymo dataset by using FlexiNet 

5 CONCLUSION 
In this paper, we have proposed a flexible network where the network shape was adjusted to get the optimum 
results. FlexiNet has achieved 94.5% mAP@0.5IoU by using DIoU loss and Harswish activation functions with 
SGD optimizer based on the benchmark KITTI dataset. To the best of our knowledge, it is the state-of-the-art 
performance for vehicle detection. However, its speed is slower in comparison to YOLOv4 detection model but 
still exceeds the real-time requirement. On the other hand, the proposed auto-anchor generating method makes 
this network generalize to any datasets. In future, we would like to extend this work for 3D vehicle detection that 
will be much relevant for getting an exact estimate of the shape and distance of the front lying vehicles. 
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