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Abstract

The complexity and the dynamics of real-world problems, such as large Health
Informatics data processing, require sophisticated methods and tools for

building adaptive and knowledge-based intelligent systems.

This research developed intelligent systems for Health Informatics, and focuses
on those local and personalised modelling which perform better local
generalisation over new data. The local models are based on the principles of
local learning, where the data is clustered and for each cluster a separate local
model is developed and represented as a fuzzy rule as a knowledge
representation, either of Takagi-Sugeno, or Zadeh-Mamdani types. The
personalised modelling techniques are based on transductive reasoning. They
develop individual model for each data vector that takes into account the new
input vector location in the space. They are adaptive models, in the sense that
input-output pairs of data can be added to the data set continuously. This type
of personalised modelling is promising for medical decision support systems
where a model for each patient is developed to predict an outcome for this

patient and to rank the importance of the clinical variables for them.

This thesis presents novel local and personalised modelling and illustrates them
on real world medical case studies of renal function evaluation — an important
problem of medical decision support. The local and personalised models are
compared with statistical, neural network and neural fuzzy global models and

show a significant advantage in accuracy and explanation.

Two representative problems in clinical medicine have been explored using the
framework of local and personalised modelling. In each case, prediction has
been made utilising either clinical, laboratory, or a combination of different types
of data where appropriate. Systems has been developed for the following
circumstances: (1) prediction appertaining to renal function, using data from 178
Australasian patients with advanced chronic kidney disease (computing
procedure GFR-DENFIS, GFR-KBNN, GFR-TWNFI); (2) prediction appertaining

to patient longevity after the inception of dialysis for end-stage renal failure,
18



using data from 6010 patients randomly sampled from United States facility
haemodialysis population (computing procedure DOPPS-TWNFC, DOPPS-
TTLSC).

The main contribution of this research is to provide immediate and workable
methods and tools to augment health care, which are of sufficient accuracy to
support good clinical decision-making. Furthermore, this research resulted in
technical solutions to the various data modelling problems that exist in health
care research. More importantly, personalised modelling developed for renal
disease in this research is an adaptive and evolving technique, in which new
data sample can be continuously added to the training dataset and
subsequently contribute to the learning process of personalised models. The
technique of personalised modelling offers a new tool to give a profile for each
new individual data sample. Such characteristic makes personalised modelling
based methods promising for medical decision system, especially for complex

human disease diagnosis and prognosis.
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Chapter 1 : Introduction

This chapter introduces background information on Health Informatics, and
explains the potential of evolving intelligent systems for medical prediction. The
overall objectives, broad methodology and main contributions of this research

are described.

1.1 Background

1.1.1 Motivation of the Research

Health care generates extensive administrative and clinical data from hospital
bureaucracy, clinical trials, patient electronic records and computer supported
disease management systems. The recent proliferation of medical information
systems and databases exacerbates this situation. However, these data tend to
be undervalued as a strategic resource, partly because traditional approaches
of data analysis have not allowed their fullest use due to the number,
complexities and interrelationships of the data. Many clinical problems in health
care have behaviour that is simply impossible to describe or predict reliably by
conventional modelling tools. Therefore, traditional approaches to knowledge
discovery need to be coupled with newer methods for more efficient computer-

assisted analysis.

Advances in health care are facilitated with the use of accurate tools for medical
prediction within in the various disciplines of Health Informatics. Such tools
allow health care delivery to be optimised to the patient clinical condition, which
is in turn critically dependent on three broad requisites at both an individual and
population level: (1) accurate assessment of patient health status / organ
function; (2) accurate assessment of risk from any given illness; (3) accurate
identification of high-risk patients for targeting for either preventative or
therapeutic purposes. Without such tools, health care administrators and
funders may not be able formulate effective health service delivery plans, and
health care providers may misdiagnose the presence and status of disease and

thereby risk inappropriate investigation and treatment.
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1.1.2 Health Informatics and Decision Support Systems

Health Informatics is defined as “an evolving scientific discipline that deals
with the collection, storage, retrieval, communication and optimal use of health
related data, information and knowledge. The discipline utilizes the methods
and technologies of the information sciences for the purpose of problem solving,
decision making and assuring highest quality health care in all basic and
applied areas of the biomedical sciences” (Graham, 1994). The term covers a
wide range of applications and research. It is the study of how technology,
particularly artificial intelligence, computer science, and informational science
relates to the medical field. This field of study is typically applied to clinical
care, nursing, public health, and biomedical research, all dedicated to the
improvement of patient care and population health. It is one of the fastest

growing areas within the health sector.

In the domain of health informatics, Decision Support Systems (DSSs) are
defined as computer-based information systems or knowledge based systems
that support information sciences and decision making activities (Gadomski,
Bologna, Costanzo, Perini, & Schaerf, 2001). The first generation of Medical
DSSs that attempted to aid the clinician in making medical decisions appeared
in the late 1950s. These systems were mainly based on methods that used
decision trees or truth tables. Systems based on statistical methods appeared
later, followed by expert systems much later. Most early systems remained only

prototypes.

DSSs based on evolving intelligence or intelligent agents’ technologies (e.g.
Evolving Connectionist Systems), which perform selected cognitive decision-
making functions, are called Intelligent Decision Support Systems (IDSSs).
The concepts of evolving intelligence, Evolving Connectionist Systems and
related techniques are introduced in the following section. The main purpose of
this research is to develop artificial intelligence systems based on local and
personalised models that might potentially form the basis of practical IDSSs in

the future.
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1.1.3 Artificial Intelligence, Evolving Intelligence and Evolving Connectionist

Systems

Artificial Intelligence (Al) can be loosely defined as a system that perceives
its environment and takes actions that maximize its chance of success. This
research focuses on Al which can continuously evolve structure and
functionality over time through learning from data and continuous interaction
with the environment. Such systems can be denoted further as Evolving
Intelligence (El), meaning that they induce rules rather than using a predefined
set; they learn and improve incrementally starting from little knowledge; they
develop concepts and abstractions in terms of rules; they “explain” their
behaviour in terms of rules; they accommodate, at any time of their operation,
knowledge and data — both new and old (N. Kasabov, 2003).

In Al research, machine learning has been central to its development from the
very beginning. Machine learning is a branch of computer science that is
concerned with the development of algorithms that allow computers to learn
(Luger & Stubblefield, 2004; Nilsson, 1998; Poole, Mackworth, & Goebel, 1998;
Turing, 1950). More details of the different machine learning techniques are

explained in Chapter 2.

In the field of machine learning, connectionist learning procedures and
connectionist systems are important parts of it. The term ‘connectionism’
refers to computational systems for machine learning that simulate neural
processes. There are many different connectionist systems, although neural
networks (NN) were the first type of connectionist system and are still the most
common. (Elman et al., 1996; N. Kasabov, 2003; Marcus, 2001; McClelland &
Rumelhart, 1986; Pinker & Mehler, 1988; Rumelhart & McClelland, 1986).
Structurally, a NN is a group of nodes (“artificial neurons”) interconnected by a
network (“artificial synapses”). A prototypical NN is shown in the Figure 1.1. In
most cases a NN is an adaptive system that changes its structure based on
external or internal information that flows through the network. This information
processing and subsequent change in structure is motivated by the artificial
neurons based on a connectionist approach, which involves mathematically
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defined changes in connection weights over time. Different networks modify
their connections differently, but conceptually these changes constitute a given
NN’s "learning algorithm". In more practical terms, NNs are non-
linear statistical data modelling or decision making tools. They can be used to
model complex relationships between inputs and outputs or to find patterns in

data.

Figure 1.1 Prototypical neural network architecture.

(A structure of a multi-layer perceptron NN with two hidden layers)

First Second
Input hidden hidden Output
layer layer layer layer

To extrapolate the principles above, the operating characteristics of
connectionist systems can be further described by attributes usually applied to
human mental processes:
e Any mental state can be described as an (N)-dimensional vector of
numeric activation values over neural units in a network.
e Memory is created by modifying the strength of the connections between
neural units. The connection strengths, or "weights", are generally

represented as an (NxN)-dimensional matrix.
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Connectionist systems use a variety of modelling techniques to perform
machine learning in this way. The most common strategy in connectionist
learning methods is to incorporate gradient descent over an error surface in a
space defined by the weight matrix. All gradient descent learning in
connectionist models involves changing each weight by the partial derivative of
the error surface with respect to the weight. Back-propagation (BP), first made
popular in the 1980s, is probably the most commonly known of the

connectionist gradient descent algorithms.

The Al developed in the thesis is for the most part based on evolving
connectionist system (ECOS). An ECOS is a neural network or a collection of
such networks that operate continuously in time and adapt their structure and
function through a continuous interaction with the environment and with other
systems(N. Kasabov, 2003). Each evolving connectionist system contains of
four main parts: 1. Data acquisition; 2. Pre-processing and feature evaluation; 3.
Connectionist modelling; 4. Knowledge acquisition (N. Kasabov, 2003).
Comparing with other Al systems, ECOS have advantage as: fast learning from
a large amount of data, real-time incremental adaptation to new data,
continuous improving, and the ability to analyze and explain themselves through
rule extraction. All these strengths enable them to be promising for their

application in health Informatics and medical IDSS.

In this research, ECOS uses a variety of modelling techniques to perform
machine learning under several different combinations of frameworks: inductive
versus transductive reasoning, and global versus local modelling. The
incremental development of different systems ultimately aims to create practical
IDSSs based on personalised modelling approach; that is, an ECOS that will
create a local model for each new individual data vector (e.g. a patient), that fits
the data better than a global model for the whole problem space or a local one

based on adaptation of pre-existing clusters.

1.2 Research Objectives and Respective Contributions

This research is in the area of Health Informatics. The main purpose of this

research is to develop artificial intelligence systems based on local and
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personalised models that might potentially form the basis of practical IDSSs in

the future.

In this research, EIl computing procedures are developed, modified and applied
with a view to improving the health care delivery and outcomes (N. Kasabov,
Song, & Ma, 2008; Marshall, Song, Ma, MacDonell, & Kasabov, 2005; Qun
Song & Kasabov, 2006; Q. Song, Kasabov, Ma, & Marshall, 2006; Qun Song,
Ma, & Kasabov, 2006). The accuracy of prediction with these procedures is
compared with existing regression formulas, which are the most popular type of
prognostic and classification models in medicine. Regression formulas are
derived from data gathered from the whole problem space through inductive
learning, and are consequently used to deduce the output value for a new input
vector regardless of where it is located in the problem space. For many
problems, this can result in different regression formulas for the same problem
through the use of different datasets and limited accuracy on new data that are

significantly different from those used for the original modelling.

Two representative problems in clinical medicine have been studied. Modelling
is undertaken using actual biological rather than simulated patient data. In each
case, prediction is made using either clinical, laboratory, or a combination of
different types of data where appropriate. Systems are developed for following
clinical circumstances: (1) prediction appertaining to renal function, using data
from 178 Australasian patients with advanced chronic kidney disease
(computing procedures GFR-DENFIS, GFR-KBNN, GFR-TWNFI); (2) prediction
appertaining to patient longevity after the inception of dialysis for end-stage
kidney failure, using data from 6010 patients randomly sampled from United
States facility haemodialysis population (computing procedures DOPPS-
TWNFC, DOPPS-TTLSC).

For both problems, specific objectives and major research questions of this

research are as following:

(@) Develop a novel local learning method for prediction of renal function

based on knowledge-based neural networks: GFR-KBNN
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The primary aim of this and the following two objectives is to develop computing
procedures to accurately predict renal function - as assessed by glomerular
filtration rate (GFR) - using clinical and laboratory patient data, with a degree of

accuracy that is sufficient for clinical and administrative purposes.

Briefly, the analyses utilise an existing contemporary patient database of 178
Australasian patients with advanced chronic kidney disease. The database
includes comprehensive clinical and laboratory data including patients’ actual
GFR as measured by the gold standard technique of renal radioisotope
clearance. Prediction algorithms based on a knowledge based neural network
(KBNN) are developed to create local models for identified and distinct patient
profiles as defined by commonly available clinical variables. KBNNs incorporate
and adapt existing knowledge as kernel functions in their structures to improve
their learning and adaptation ability. Potentially, these systems offer efficient
use of existing knowledge combined with self learning, reasoning and enhanced
explanation. In this research, this existing knowledge comprises nine regression
formulas that are used by clinicians and administrators for the estimation of

GFR in their routine clinical practice.

The KBNN integrates sub-models and new data in each problem space
resulting in an incrementally adaptive model and increasing accuracy. Local
learning is by the fine-tuning of local models (including modification of the nine
existing regression formulas within each local model), and global learning by a
gradient descent method on the whole dataset. Training is performed on a
randomly selected training subset, and validation on the remaining cohort. The
performance of GFR-KBNN will be compared to the existing standard methods
for the prediction of GFR in routine clinical practice, again based on

conventional regression formulas.

The results of this objective have been published in part by Song et al. (Song,
Kasabov, Ma, & Marshall, 2005)

(b) Develop a novel local learning method for prediction of renal function
based on fuzzy inference: GFR-DENFIS (Dynamic Evolving Neuro-Fuzzy
Inference System)
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As with the previous objective, the primary aim of this objective is to develop
computing procedures to accurately predict GFR. The same patient database
as which was used for the previous objective is also used for this one.
Prediction algorithms based on fuzzy inference are developed to create local
models for identified and distinct patient profiles as defined by commonly
available clinical variables. Local learning is by the fine-tuning of each local
model, and global learning by the proper aggregation of all local models.
Training is performed on a randomly selected training subset, and validation on
the remaining cohort. The performance of the novel system will be compared to

the existing standard methods for the prediction of GFR as described above.

This resulting contribution has been published in part by Marshall et al.
(Marshall, Song, Ma, Macdonell & Kasabov, 2005)

(c) Develop a novel method for prediction of renal function based on
transductive personalised modelling: GFR-TWNFI (Transductive Neuro-

Fuzzy Inference System with Weighted Data Normalization)

The primary aim and data source for this objective are the same as the previous
ones. However, prediction algorithms for this objective are based on a novel
transductive neural fuzzy procedure and are used to create personalised
models for renal function evaluation. GFR-TWNFI is transductive (inferential
reasoning from observed, specific training cases is used to move to specific test
cases) rather than inductive (reasoning from observed cases is used to move to
general rules, which are then applied to the test cases). In response to new
information, the TWNFI therefore estimates the value of a potential new model
only in a single point of the entire problem space (as defined by the new data

vector) utilizing additional information related to this point.

Personalised modelling via transductive reasoning is potentially useful for
prediction in medical applications as it can develop a specific model for each
data vector (patient) by taking into account the vector’s location in the problem
space, without the intermediate requirement of solving the more general
problem. An individual model for individual patient is promising for Health
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Informatics where the focus is often not only on the health of the population, but
on the health of the individual. Moreover, the proper aggregation of these
individual models can potentially yield greater accuracy to the general model
due to the better account of the particularities of each input. In this research,
GFR-TWNFI is developed as an adaptive system, in the sense that input-output
pairs of data can be added to continuously and immediately made available for

transductive inference and subsequent modelling.

Like GFR-KBNN, GFR-TWNFI is knowledge-based insofar as it utilizes medical
knowledge in setting initial values for parameters of weighted data
normalization. For many practical problems including those in medicine, some
input variables have a known place in the hierarchy of importance and will make
a different contribution to the model’s output. Therefore, it is necessary to find
an optimal normalization and assign proper importance factors to the variables.
This is especially critical in a special class of models — the clustering based
neural networks or fuzzy systems. In such systems, distance between neurons
or fuzzy rule nodes and input vectors are usually measured in Euclidean
distance, so that variables with a wider range will have more influence on the
learning process and on the output value and vice versa. To assist this
particular aspect of the model, medical knowledge is used to set the initial value
of weight for normalization which is the first step of the steepest descent

algorithm used for subsequent training.

As previously, the performance of the novel system will be compared to the

existing standard methods for the prediction of GFR as described above.

This resulting contribution has been published in part by Song et al. (Song, Ma,
& Kasabov, 2005)

(d ) Develop a novel method for prediction of survival of patients on dialysis
based on transductive personalised modelling: DOPPS-TWNFC

(Transductive Weighted Neuro-Fuzzy Classifier )

The primary aim of this objective is to develop computing procedures to
distinguish between clinical profiles in haemodialysis patients that are
28



associated with different survival rates, with a degree of accuracy that could

influence clinical or administrative management.

Prediction algorithms for this objective are based on a transductive neural fuzzy
procedure with weighted data normalization. Using transductive reasoning, the
system estimates the value of a new classification model (survival) for each
data vector (patient) only in a single point of the entire problem space (as
defined by the new data vector) utilizing additional information by taking into
account the vector’s location in the problem space. The performance of the
system will be compared to established methods that are based on
conventional regression analyses. This work has been published in part by Ma
et al. (Ma, Song, Marshall, & Kasabov, 2005).

The secondary aim of this objective is to compare the resulting models with
existing medical knowledge. In particular, the predictive clinical variables
chosen and modelled by the DOPPS-TWNFC were compared with the
collection of clinical variables that are “known” to be predictive of mortality in
routine clinical practice or conventional medical research: patient related factors
(co-morbid medical conditions such as coronary artery disease, lung disease,
malnutrition; patient demographics such as sex, age, race), treatment related
factors (haemodialysis practice patterns such as dialysis dose, equipment), and
health care provider characteristics (private vs. state-funded). The patterns of
association and predictions of the transductive model are potentially not
achievable by any traditional approaches to knowledge discovery such as
conventional regression. There is potential for the patterns of association within
the DOPPS-TWNFC to allow for knowledge discovery in two ways: one is from
the identification of high risk patient subgroups based on previously ignored
clinical variables; another is from the identification of new biological processes

and potentially new therapeutic targets for clinical care.

This work has been published in part by Song et al. (Song, Ma, & Kasabov,
2006).
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1.3 Overall Contributions of the Research

The main contribution of this research is to provide workable methods and tools
to augment health care, which are of sufficient accuracy to support good clinical
decision-making. Current tools for the above applications are either inadequate
or wholly lacking, and improved methods are needed. This research provides
superior modelling strategies and results through the development of El based

on progressively more local and finally personalised models (See Figure 1.2).

Personalised models developed for renal decision support system in this
research is an adaptive and evolving technique, in which new data sample can
be continuously added to the training dataset and subsequently contribute the
learning process of personalised modelling. The techniques of personalised
modelling offer a new tool to give a profile for each new individual data sample.
They also reveal the most significant input variables (features) for the model
that might suggest clinical target for intervention and a change in medical
management. These characteristic makes personalised modelling based
methods promising for medical decision support system, especially for complex

human disease diagnosis and prognosis.

Such personalised systems can also be utilised by hospital funders and
administrators to more accurately assess future population disease burden for

service planning.

The objectives of this research are concentrate on specific clinical situations
(prediction of renal function, prediction of patient survival on haemodialysis), but
they will result in generic modelling frameworks. These can then be
extrapolated to the future development of other health care applications using
local and personalised models (e.g. for accurate prediction of cardiovascular
risk), and will serve to catalyse further applications albeit with some modification

to methodology.

Furthermore, this research will also result in technical solutions to the various
data modelling problems that exist in health care research. For instance, most

patient data collected by hospitals for diagnosis and prognosis are limited by
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their incompleteness (missing parameter values), incorrectness (systematic or
random noise in the data), sparseness (few and/or non-representable patient
records available), and inexactness (inappropriate selection of parameters for
the given task). To date, there have been few rigorous attempts to develop
Health Informatics solutions to these problems, and it is anticipated that the

procedures developed in this project will set the benchmark in this area.

1.4 Organization of the Thesis

This thesis is organized as follows:

Chapter 1 introduces background information on Health Informatics and
Evolving Intelligence and their importance in developing medical prediction tools
for decision making. The main objectives, plans and contributions of this

research are also described in this chapter.

Chapter 2 reviews conventional algorithms and techniques of machine
learning, with particular emphasis on classic algorithms for global and local
learning and neural fuzzy inference techniques for both local and personalised

modelling frameworks are reviewed.

Chapter 3 presents novel algorithms and techniques of evolving connectionist

systems using both local and personalised modelling frameworks.

Chapter 4 provides the medical and biological background to the
representative problems which will be modelled. To provide context and clinical
relevance, the biological role of renal function will be discussed, and the
difficulties of renal function evaluation using current tools. The chapter will also
provide corresponding background to the problem of mortality for haemodialysis
patients, and again the corresponding difficulties with prediction of longevity.
The two modelling datasets (GFR, DOPPS) will be introduced and described.

Chapter 5 presents the development of GFR- KBNN, a local inductive
knowledge-based model, and the performance of the system relative to

conventional methods for GFR prediction.
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Chapter 6 presents the development of GFR-DENFIS, a local inductive neural
fuzzy model, and the performance of the system relative to conventional

methods for GFR prediction.

Chapter 7 presents the development of GFR-TWNFI, a personalised
transductive knowledge-based neural fuzzy model, and the performance of the

system relative to conventional methods for GFR prediction.

Chapter 8 presents the development of DOPPS-TWNFC, a personalised
transductive neural fuzzy classifier, and the performance of the system relative to
conventional methods for prediction of survival of Haemodialysis patients.
Chapter 9 presents the development of DOPPS-TTLSC, a personalised
transductive model, and the performance of the system relative to conventional

methods for prediction of survival of Haemodialysis patients.

Chapter 10 includes the summary and future work.
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Figure 1.2 Schema of system development in this research, pertaining to the modelling and reasoning frameworks as
discussed.
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Chapter 2 : Review of Selected Machine Learning Methods
Relevant to the Thesis

In Chapter 1, Health Informatics and Evolving Intelligence were described,
and their potential roles in the area of medical prediction. The main objectives,

plans and contributions of this research were also described in the chapter.

This chapter reviews conventional algorithms and techniques of machine
learning, with particular emphasis on classic algorithms for global and local
learning and neural fuzzy inference techniques for both local and personalised

modelling frameworks are reviewed.

2.1 Machine Learning Methods

Machine learning is a scientific discipline concerned with the design and
development of algorithms that allow computers to evolve behaviours (“learn”)
based on empirical data. A commonly quoted definition is as follows: A
computer program is said to learn from experience E with respect to some class
of tasks T and performance measure P, if its performance at tasks in T, as

measured by P, improves with experience E (T. Mitchell, 1997)

A major focus of machine learning research is to automatically learn to
recognize complex patterns and make intelligent decisions based on data. At a
general level, there are three types of machine learning approaches: deductive,

inductive, and transductive.

2.1.1 Deductive, Inductive and Transductive Reasoning Methods.

2.1.1.1 Deductive Approaches

Deductive approaches (knowledge transmission) apply established models with
existing facts and knowledge to new data to deduce a prediction. Arguably

deductive learning does not generate "new" knowledge at all, it simply
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memorises the logical consequences of what is known already and applies this
learning to new data. In this research, examples of deductive methods can be

found in the existing formulas for prediction of GFR in routine clinical practice.

Figure 2.1 The deductive, inductive and transductive approaches

(Gammerman & Vovk, 2007)
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2.1.1.2 Inductive Approaches

In contrast to deductive learning, inductive approaches (knowledge discovery)
use observed cases and generate hypotheses based on the similarities
between them. Inductive learning creates computing procedures by extracting
general rules from patterns of association, which it can then apply to test cases.
It should be noted that although pattern identification is important to machine
learning, without rule extraction, the process falls more accurately in the field of

data mining.

The original theory of inductive inference proposed by(Solomonoff, 1964a,
1964b) in early 1960s is to predict the new data based on the observations for a
series of given data. In the context of knowledge discovery, inductive reasoning
approach is concerned with the construction of a function (a model) based on
the observations, e.g., predicting the next event (or data) based upon a series
of historical events (or data) (C. Bishop, 1995; Levey et al., 1999). Plenty of the
statistical learning methods, such as: Support Vector Machine (SVM), Multi
Layer Perceptron (MLP) and neural network models, have been developed and

tested on inductive reasoning problems.

Inductive inference approach is widely used to build models and systems for

data analysis and pattern discovery in computer and engineering science. This
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approach creates the models based upon known historical data vectors and
applicable to represent the entire problem space. However, the created models
neglect any information about a particular new data vector. Thus, the inductive
learning and inference approach is only efficient when the entire problem space
(global space) is required for the solution of new data vector. Inductive models
generally neglect any information related to the particular new data sample,
which raises an issue that whether a global model is suitable for analyzing the

new input data.

2.1.1.3 Transductive Approaches

Different from inductive learning, transductive approaches creates computing
procedures by extracting local or personal rules from these patterns, which are
then applied to test cases depending on the new data vector’s location in the
problem space. Transductive methods result in specific models for each data
vector without the intermediate requirement of solving the more general

problem.

Transductive inference introduced by (Vapnik, 1998) is a method that creates a
model to test a specific data vector (a testing data vector) based on the
observation from a specific group of data vectors (training data). The models
and methods created from transductive reasoning are concentrated on a single
point of the space (the new data vector), rather than the given entire problem
space. Transductive inference systems emphasize the importance of the
utilization of the additional information related to the new data point, which
brings more relevant information to suit the analysis of the new data. Within the
same given problem space, transductive inference methods may create

different models specific for testing each new data vector.

In a transductive inference system illustrated in Figure 2.2, an individual model
Mi is trained for every new input vector xi with data use of samples Di selected
from a data set D, and data samples D0,i generated from an existing model
(formula) M (if such a model is existing). Data samples in both Di and D0,i are

similar to the new vector xi according to defined similarity criteria.
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Figure 2.2 A block diagram of a transductive reasoning system.
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Figure 2.3. lllustration of a transductive reasoning system.
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Transductive inference is concerned with the estimation of a function in single
point of the space only (Vapniak, 1998). In Figure 2.3, for every new input
vector xi that needs to be processed for a prognostic task, the Ni nearest
neighbours, which form a sub-data set Di, are derived from an existing data set
D. If necessary, some similar vectors to vector xi and their outputs can also be
generated from an existing model M. A new model Mi is dynamically created
from these samples to approximate the function in the point xi - Figures 2.2 and
2.3. The system is then used to calculate the output value yi for this input vector

Xi.

Transductive inference systems have been so far applied to a variety of
classification problems, such as heart disease diagnostics (Wu, Bennett,
Cristianini, & Shawe-taylor, 1999), promoter recognition in bioinformatics (N.
Kasabov & Pang, 2004), microarray gene expression data classification(West et
al., 2001). Other examples using transductive reasoning systems include:
evaluating the predicting reliability in regression models providing additional
reliability measurement for medical diagnosis (Kukar, 2002), transductive SVM
for gene expression data analysis (Pang & Kasabov, 2004) and a transductive
inference based radial basis function (TWRBF) method for medical decision
support system and time series prediction (Song & Kasabov, 2004). Most of
these experimental results have shown that transductive inference systems
outperform inductive inference systems, because the former have the ability to

exploit the structural information of unknown data.

Transductive inference approach seems to be more appropriate to build
learning models for clinical and medical applications, where the focus is not
simply on the model, but on the individual patient’s condition. In the nature of
complex problems, a new data vector (e.g. a patient to be clinically treated; or a
future time moment for a time-series data prediction) may require an individual
or a local model that best fits the new data vector, rather than a global model
that does not take into account any specific information from the object
data(Qun Song & Kasabov, 2006).
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2.1.2 Supervised Learning vs. Unsupervised Learning

Supervised learning is a machine learning technique for creating a function or a
model from training data. The training data consist of pairs of input objects
(typically vectors), and desired outputs. The output of the function can be a
continuous value (called regression), or can predict a class label of the input
object (called classification). The task of the supervised learner is to predict the
value of the function for any valid input object after having seen a number of
training examples (i.e. pairs of input and target output). To achieve this, the
learner has to generalize from the presented data to unseen situations in a
"reasonable” way. The parallel task in human and animal psychology is often

referred to as concept learning.

Supervised learning can generate models of two types. Most commonly,
supervised learning generates a global model that maps input objects to desired
outputs. In some cases, however, the map is implemented as a set of local

models (such as in case-based reasoning or the nearest neighbor algorithm).

In order to solve a given problem of supervised learning, one has to consider
various steps:

e Determine the type of training examples. Before doing anything else, the
researchers should decide what kind of data is to be used as training
data.

e Gathering a training set. The training set needs to be characteristic of the
real-world use of the function. Thus, a set of input objects is gathered
and corresponding outputs are also gathered, either from human experts
or from measurements.

e Determine the input feature representation of the learned function. The
accuracy of the learned function depends strongly on how the input
object is represented. Typically, the input object is transformed into a
feature vector, which contains a number of features that are descriptive
of the object. The number of features should not be too large, because of
the curse of dimensionality; but should be large enough to accurately

predict the output.
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e Determine the structure of the learned function and corresponding
learning algorithm. For example, the researchers may choose to use
artificial neural networks or decision trees.

e Complete the design. The researchers then run the learning algorithm on
the gathered training set. Parameters of the learning algorithm may be
adjusted by optimizing performance on a subset (called a validation set)
of the training set, or via cross-validation. After parameter adjustment
and learning, the performance of the algorithm may be measured on a

test set that is separate from the training set.

In supervised learning, we are given a set of example pairs (z.%),z€X,y€Y and
the aim is to find a function f:X—=Y¥ in the allowed class of functions that
matches the examples. In other words, we wish to infer the mapping implied by
the data; the cost function is related to the mismatch between our mapping and

the data and it implicitly contains prior knowledge about the problem domain.

A commonly used cost is the mean-squared error, which tries to minimize the
average squared error between the network's output, f(x), and the target value y
over all the example pairs. When one tries to minimize this cost using gradient
descent for the class of neural networks called multilayer perceptrons, one
obtains the common and well-known back-propagation algorithm for training

neural networks.

Tasks that fall within the paradigm of supervised learning are pattern
recognition (also known as classification) and regression (also known as
function approximation). The supervised learning paradigm is also applicable to
sequential data (e.g., for speech and gesture recognition). This can be thought
of as learning with a "teacher," in the form of a function that provides continuous

feedback on the quality of solutions obtained thus far.

Unsupervised learning is a method of machine learning where a model is fit to
observations. It is distinguished from supervised learning by the fact that there
is no a priori output. In unsupervised learning, a data set of input objects is
gathered. Unsupervised learning then typically treats input objects as a set of

random variables. A joint density model is then built for the data set.
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In unsupervised learning, some data = is given and the cost function to be
minimized, that can be any function of the data = and the network's output, f.

The cost function is dependent on the task (what we are trying to model) and
our a priori assumptions (the implicit properties of our model, its parameters and

the observed variables).

As a trivial example, consider the model f(z)=a, where a is a constant and the
cost C=El(z—f(x))*]. Minimizing this cost will give us a value of a that is equal to
the mean of the data. The cost function can be much more complicated. Its form
depends on the application: for example, in compression it could be related to
the mutual information between = and fl(z), whereas in statistical modelling, it
could be related to the posterior probability of the model given the data. (Note
that in both of those examples those quantities would be maximized rather than

minimized).

Tasks that fall within the paradigm of unsupervised learning are in
general estimation problems; the applications include clustering, the estimation

of statistical distributions, compression and filtering.

Unsupervised learning can be used in conjunction with Bayesian inference to
produce conditional probabilities (i.e. supervised learning) for any of the random

variables given the others.

Unsupervised learning is also useful for data compression: fundamentally, all
data compression algorithms either explicitly or implicitly rely on a probability

distribution over a set of inputs.

Another form of unsupervised learning is clustering, which is sometimes not

probabilistic.

Evaluated with respect to known knowledge, an uninformed (unsupervised)
method will easily be outperformed by supervised methods, while in a typical
Knowledge Discovery in Databases (KDD) task, supervised methods cannot be

used due to the unavailability of training data (C. M. Bishop, 2006).
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2.2 Global, Local and Personalised Modelling: A Review

Global, local and personalised modelling are currently three main approaches
for modelling and pattern discovery in machine learning area. These three types
of modelling are derived from inductive and transductive inference that are the
most commonly used learning techniques for building the models and systems

in the area of data analysis and patter recognition (N. Kasabov, 2007).

* Global modelling builds a model from the data which covers the entire problem
space. The model is represented by a single function, e.g. a regression formula,
a NN of MLP (Multi-Layer Perceptron) or RBF (Radial Basis Function), Support
Vector Machine (SVM), etc. The global model gives the big picture but not the

individual profile. It has difficulty in adapting to new data.

* Local modelling creates a set of local models from data, each representing a
sub-space (e.g. a cluster) of the whole problem space. These models can be a

set of local regressions or a set of rules, etc.

* Personalised modelling uses transductive reasoning to create a model
specifically for each single data point (e.g. a data vector, a patient record) within

a localized problem space.

A personalised model is created “on the fly” for every new input vector and this
individual model is based on the closest data samples to the new samples
taken from a data set. The K-nearest neighbours (K-NN) method is one
example of the personalised modelling technique. In the K-NN method, for
every new sample, the nearest K samples are derived from a data set using a
distance measure, usually Euclidean distance, and a voting scheme is applied
to define the class label for the new sample (T. Mitchell, Keller, & Kedar-Cabelli,
1986; Vapnik, 1998).

All the three approaches are useful for complex modelling tasks and all of them

provide complementary information and knowledge, learned from the data. For
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each individual data vector (e.g. a patient), an individual, local model that fits
the new data is needed, rather than a global model, in which the data is
matched without taking into account any specific information about the new

data.

2.2.1 Algorithms for Global Learning - Linear Least Square Estimator

The method discussed in this section, called Linear Least Square Estimator
(LLSE), is used as part of learning algorithms presented later in the thesis.

For a learning data set composed of data pairs /xi ; yi] = {([xil, xi2, ..., xiq], yi), i
=1, 2, ..., m}, which represent desired input-output pairs of the target system to

be identified, yi can be defined by a set of m parameterised linear expressions:

4 Bot Bixi+pxi+ .. +Bxiy =y,

Bo+ Brxar + Bxaz + oo+ o =y, (2.1)

\ ﬁ() +ﬂlxml + ,Bzxmz + .. +ﬁquq :ymx

where x;’s, i =1,2, .., m;j=1,2, .., q are elements of input and §;’s,j = 0, 1, 2,
..., ¢, are unknown parameters to be estimated. In statistics, the task of fitting
data using a linear model is referred as a linear regression problem. Thus
equation set (2.1) is called the regression function set, and B;s are called the
regression coefficients.

Using matrix notation, the preceding equation is set in a concise form:
AB =y, (2.2)

where A is a m x (g + 1) matrix:
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X11 X12 xlq
1 X21 X22 X2q
A= (2.3)
1 Xml Xm2 xmq
Bis a (g + 1) x 1 unknown parameter vector:
B =1[Bo, B1, B2, - Bl (2.4)
and yis a m x 1 output vector:

The i-th row of the joint data matrix [A; y], denoted by [a;; yi], is related to the /-
th input-output data pair ([xi1, Xi2, ..., Xig], ¥i), through

a;=[1, xi, X2, ..., Xigl- (2.6)

Sometimes [a;; yj] is referred as the i-th data pair of the learning data set.

Usually, there are more data pairs than the fitting parameters, i.e., m is greater
than g + 1. To obtain uniquely the unknown vector B8, Equation (2.7) is modified
by incorporating an error vector e to account for random noise or identifying

error as follows:
AB+e=y. (2.7)

Now, instead of finding B as the exact solution to Equation (2.7), a vector B = b

which minimises the sum of squared error is defined by

EB)="
> (vi-a B =ee=(y-AR)(y-AB), (2.8)
where e = y — A B is the error vector produced by a specific choice of 8.  (2.9)
The theorem of least square estimator is given in(Draper & Smith, 1981; Hsia,
1977; Kalman, 1960):
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The square error in Equation (2.8) is minimised when B = b, called the Least

Square Estimator (LSE), which satisfies the normal equation

A'Ab=A'y. (2.10)

If ATA is nonsingular, b is unique and is given by

b=(A"A)" Ay. (2.11)
2.2.2 Fuzzy Logic Systems

Why do we need fuzzy logic in this research?

Fuzzy logic is one way to represent human-like knowledge in linguistically
interpretable concepts and rules. Knowledge representation, in its different
forms of global-, local- and personalised-, is one of the goals of this study in
relation to renal DSSs (Kaufmann & Gupta, 1985; Kawahara & Saito, 1996; L.A.
Zadeh, 1973; H. J. Zimmermann, 1985).

2.2.2.1 Fuzzy Sets and Membership Functions

If X denotes a universal set, a fuzzy set A is defined by a membership function
Ma: X — [0, 1] which describes the membership degree of the elements of A.
Larger values denote higher membership degrees.

Some widely used membership functions are shown in Figure 2.4

Figure 2.4 Examples of fuzzy membership functions

(a). Gaussman MF (b). Triangular MF [c). Trapezoidal MF

1 H 1t —
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e Gaussian membership function
The Gaussian membership function depends on two parameters ¢ and c,

given by

)
wx)= expl——J . (2.12)

o

e Triangular membership function

Triangular membership function depends on three parameters, a; b; ¢, given

by

~ 0, x<a
X—a
, a<x<b
b—a
n(x) = f(x; a, b, c) = < (2.13)
c—X
, b<x<c
c—b
N 0. c<x

The parameters a and ¢ locate the “feet” of the trapezoid and the parameters

b and c locate the “shoulders”.

e Trapezoidal membership function

0, x<aandx >d
(x-a)/(b-a) a<=x<=b
wx)=1f(x;a, b, c)= 1 b<=x<=c (2.14)

d-x)/(d-c) c<=x<=d

2.2.2.2 Operations on Fuzzy Sets

The operations between two fuzzy sets are actually the degree’s operators to
each point (Dubois & Prade, 1980; L.A. Zadeh, 1973; L.A. Zadeh, 1988; H. J.
Zimmermann, 1985). Let ya and pg be two membership functions that define
two fuzzy sets, A and B respectively. There are four fuzzy operations given as
follows(Kaufmann & Gupta, 1985; Kawahara & Saito, 1996):
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e Subset

A is contained in B or A is a subset of B, denoted by

ACB, ifuaX) <ps(x),  VxeEX:
or

A C B, if pa(x) < ps(x), Vx e X.

e Complement, Negation
The membership function pa (x) of the complement of A (denoted by A ) is
defined by:

MA(X) =1 —pa(x), VxeX (2.15)
The relative complement of A with respect to B is defined by:

Mas(X) = HB(X) — Ma(X), Vx € X if pa(x) > Ha(X). (2.16)

e |Intersection
The intersection of A and B is defined by:
ANB={xeAAxeB} Vxe X. (217)
Extreme operator: panss(X) = Ha(X) A ps(x) = min{ua(x), us(X)}; Vx € X.
Product operator: Manzs(X) = Ma(X) pus(X); Vx e X.
e Union
The union of A and B is defined by:
AUuB={xe AV xeB} Vx e X.
Extreme operator: pauss(X) = Ma(X) V Pe(X) = max{pa(x), us(X)}; Vx € X.

Sum operator:  Pauzs(X) = Ha(X) + PB(X) — MA(X) MB(X); Vx e X.

2.2.2.3 Fuzzy Relations

A relation represents the presence or absence of association, interaction or
interconnection between the elements of two or more sets. A fuzzy relation R(x,
y) is a fuzzy subset of X x Y (Kaufmann & Gupta, 1985; Kawahara & Saito,

1996; L.A. Zadeh, 1988).
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For membership function p(x, y)

R ={u(x,y): XxY — [0, 1]} (2.22)
or

R={(x, y), lr(X, ¥)} = U (X, ¥) Hr(X, ¥). (2.23)
A fuzzy relation R(x1, X2, ..., Xn) on sets X4, Xo, ..., X, is a fuzzy subset of X; x
Xo x ... %X Xp.

R = {u(x1, X2, ..., Xn): X1 X Xz x ... X X5 — [0, 1]} (2.24)
or

R =U{ (X1, X2, ..., Xn) MR(X1, X2, ..., Xp)}: X1 x Xo x ... x X, — [0, 1].

A composition relation of fuzzy relations R(x, y) and S(y, z) is a relation C(x, z)
obtained after applying relations R and S one after another.

Given:
R(x, y), (x,y) € XxY, R: XxY — [0, 1],
S(y, z), (y,z) €Y x2Z, S:YxZ-[0,1],

Composition C(x, z)

e Max min composition:
Mc(X, ) = max{min(ur(X, ¥), Us(y, 2))}; xeX,yeY,zeZ (2.26)
e Max product composition:

Mc(X, ) = max{ur(X, ¥) - us(y, 2)}; xeXyeY,zelZ (2.27)

2.2.2.4 Fuzzy If-Then Rules
A fuzzy if-then rule assumes the form
if xis Atheny is B,
where A and B are linguistic values defined by fuzzy sets on universes of

discourse X and Y respectively. Usually, “x is A” is called an antecedent or a

premise, while “y is B” is called a consequence or a conclusion.
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A linguistic variable is defined by Lotfi Zadeh as follows: “By a linguistic variable

we mean a variable whose values are words or sentences in a natural or

artificial language. For example, ‘Age’ is a linguistic variable if its values are

linguistic rather than numerical, i.e. young, not young, very young, quite young,

old, not very old and not very young, etc, rather than 20, 21, 22, ...” (L.A.
Zadeh, 1973).

Several types of fuzzy rules have been used so far (N. Kasabov & Woodford,

1999). Different fuzzy rules will result in different fuzzy inference systems. There

are several kinds of fuzzy rules including:

Zadeh-Mamdani fuzzy rules:

A generalised form of Zadeh-Mamdani fuzzy rules(L.A. Zadeh, 1988) is:

if X1 is Ay and xz is Az and ... and x, is A, then y is B,

where “xq is A", “X2 is AY”, ..., “X, is A, are n fuzzy propositions as the
antecedent of the fuzzy rule; x;, i = 1, 2, ..., n, and y is a fuzzy variable
defined over universes of discourse X;, i = 1, 2, ..., n, and Y respectively;
and A, i =1, 2, ..., n, and B are fuzzy sets defined by their fuzzy

membership functions pai: X; — [0, 1],i=1,2, ..., n,and yg: Y — [0, 1].

Fuzzy rules with confidence degrees (N. Kasabov & Woodford, 1999) :

Apart from the simple form of Zadeh-Mamdani fuzzy rules mentioned above,
fuzzy rules having coefficients of uncertainty have often been used in
practice. A fuzzy rule that contains a confidence factor of the validity of the

consequence has the form of:

if x is A then y is B (with a CF).

Takagi-Sugeno fuzzy rules:

This kind of fuzzy rules was introduced by Takagi and Sugeno in 1985

(Tuck, Song, Kasabov, & Watts, 1999). In the consequent part, a crisp

function is used. A generalised form of Takagi-Sugeno fuzzy rules is:

if X1 is Ajand xz is Az and ... and x, is Ay, then y is f(xq, X1, ..., Xn).
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if f(x1, X1, ..., Xn) is C which is a crisp constant, it is called a zero order
Takagi-Sugeno fuzzy rule; if function f(x4, X1, ..., Xy) is linear, the rule is
called a first order Takagi-Sugeno fuzzy rule; and, such rule is called a high-

order Takagi-Sugeno fuzzy rule if the non-linear function is taken in this rule.

e Generalised fuzzy production rules (N. Kasabov & Woodford, 1999):

These kinds of rules can be seen as weighted rules, where each of the rules
contributes to a certain degree to the final decision. Very often the fuzzy
propositions in the antecedent part of the rule are not equally important for the
rule to infer an output value. A generalised fuzzy production rule with degrees of
importance (Dl;) of the fuzzy propositions in the antecedent part and certainty

factors (CF) of the validity of the consequent part has the form of:

if X1 is Aq (Dl4) and xz is A, (DI) and ... and x, is A, (Dl,), then y is B (CF).

2.2.2.5 Fuzzy Inference Systems

The Figure 2.5 shows a block diagram of a basic fuzzy inference system, which

is composed of four functional parts:

e Fuzzification
Fuzzification is a process of finding the membership degrees to which input
data belong to the fuzzy sets in the antecedent part of a fuzzy rule.

o Fuzzy rule set
This set contains a number of ‘if-then’ fuzzy rules.

e Aggregation
Aggregation performs a fuzzy reasoning operation by aggregating the fuzzy
values within the rules with connective operations.

e Defuzzification

Defuzzification is a process of calculating a single-output numerical value to a

fuzzy output variable on the basis of the inferred resulting membership function

for this variable.
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Figure 2.5 A block diagram of a fuzzy inference system

Crisp Input Crisp Output

X =—P> Fuzzification Fuzgy tm]e Aggregation Defuzzification meps> Y
e

There are several types of fuzzy inference systems, which have been used in
various areas. The differences among them lie with the types of fuzzy
inferences and the fuzzy if-then rules employed. Two most popular types of

fuzzy inference are described as follows:

¢ Mamdani inference engine (H. J. Zimmermann, 1985, 1987)

Zadeh-Mamdni fuzzy rules are used. The overall fuzzy output is derived by
applying the union operation to the qualified fuzzy outputs (each of which is
equal to the minimum of firing strength and the output membership function
of each rule). This relational type inference engine feature linguistic

premises and consequences.

Figure 2.6 The Takagi-Sugeno fuzzy inference

Al B1
dB1remea s | z1 = fi(x, y)
dai
wi = da1 * dsi
X Y
A2 . B2
22 = fo(x, y)
daz / I w2 =da2 * ds2
dB2 f—mmm I
< 1
: v Y

Rule 1: IF xis Al and y is BI THEN zi is fi(x, ») W%z *

N
|

Rule 2: IF xis A2 and y is B2 THEN z2 1s fa(x, ) oL
1 2
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Takagi-Sugeno inference engine (Uchino, Yamakawa, Miki, & Nakamura,
1992)

Takagi-Sugeno fuzzy rules are used. The output of each rule is a function of
input variables, and the final output is the weighted average of each rule’s
output. This type inference engine uses a crisp function in the

consequences, in contrast to relational type inference engine.

Figure 2.6 shows a Takagi-Sugeno fuzzy inference engine using two rules with

two inputs.

2.2.2.6 Input Space Partitioning

It is known from the preceding sections that different fuzzy inference systems

have nearly the same antecedents in their fuzzy rules though their consequent

constituents are different. There are three major methods of input space

partitioning described as follows and they are suitable for all types of fuzzy

inference systems mentioned in preceding section.

Grid partitioning (shown in Figure 2.7 (a))

This method is easy to use and usually is chosen for a fuzzy controller, and
in some cases, it can be taken as an initial state of partition for some
adaptive partitioning methods. Because the number of rules increases
exponentially with the number of inputs, if the tasks have comparative large

number of inputs, “the curse of dimensionality” will occur.

Figure 2.7 Three methods of input space partitioning

(a) grid partition; (b) tree partition; (c) scatter partition.

— 1T

(a) (b) (¢)
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e Tree partitioning (shown in Figure 2.7 (b))
The tree partition can alleviate the problem mentioned above to some
extent. In this partition method each region can be uniquely specified along
a corresponding decision tree. Usually, it is difficult to express linguistic
meanings for the membership functions.

e Scatter partitioning (shown in Figure 2.7 (c))
The scatter partition has relatively small number of membership functions
covering a subset of the input space that characterises a region of possible
occurrence of the input vectors. The scatter partition is usually dictated by
desired input-output data pairs and generally, orthogonality does not hold
(N. Kasabov, 1996). Scatter partitioning is used in DENFIS.

2.2.3 Multi-Layer Perceptron Neural Network with Back- Propagation
Algorithm

This class of neural networks consists of multiple layers of computational units,
usually interconnected in a feed-forward way. Each neuron in one layer has
directed connections to the neurons of the subsequent layer. In many
applications the units of these networks apply a sigmoid function as an

activation function.

The universal approximation theorem for neural networks states that every
continuous function that maps intervals of real numbers to some output interval
of real numbers can be approximated arbitrarily closely by a multi-layer

perceptron with just one hidden layer.

Multi-layer networks use a variety of learning techniques, back-propagation
being the most popular. Here the output values are compared with the correct
answer to compute the value of some predefined error-function. By various
techniques the error is then fed back through the network. Using this
information, the algorithm adjusts the weights of each connection in order to
reduce the value of the error function by some small amount. After repeating

this process for a sufficiently large number of training cycles the network will
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usually converge to some state where the error of the calculations is small. In
this case one says that the network has learned a certain target function. To
adjust weights properly one applies a general method for non-linear
optimization task that is called gradient descent. For this, the derivative of the
error function with respect to the network weights is calculated and the weights
are then changed such that the error decreases (thus going downhill on the
surface of the error function). For this reason back-propagation can only be

applied on networks with differentiable activation functions.

In general the problem of teaching a network to perform well, even on samples
tha