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 I 

Abstract 

In today's world, agriculture automation is becoming more and more important. This 

thesis is based on how to detect fruits from digital images. The relevant approaches are 

split into two parts: Machine learning-based methods and deep learning-based methods. 

After introduced those methods and comparing different deep learning-based methods, 

CenterNet is chosen as our model to settle this fruit detection problem. Three CenterNet 

models with different backbones were introduced, the backbones are ResNet-18, DLA-

34, and Hourglass. A fruit dataset with four classes and 1,690 images was collected for 

this research work. By comparing those models with different backbone, according to the 

results, the deep learning-based model with DLA-34 was chosen as the final model to 

detect fruits from an image, the performance is excellent. 

 In this thesis, the contribution is that we deploy a model based on CenterNet for 

object detection to settle the problem of fruit detection. Meanwhile, our dataset with four 

classes and 1,690 images were collected. By evaluating the performance of the model, we 

eventually design a CenterNet based on DLA-34 to detect multiclass fruits from our 

images. The performance of this method is better than the existing ones for fruit detection. 

 

 

 

Keywords: CenterNet, ML-based method, DL-based method, fruit detection, agricultural 
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Chapter 1 

Introduction 

 

In this chapter, we will introduce the background of fruit 

detection in agriculture automation. Meanwhile, we will 

interpret the motivation of why we commence this research 

project. After that, we review the existing work related to 

object detection, our method about how to handle this 

problem also will be demonstrated. Furthermore, the 

contributions of this thesis will be presented. The structure 

of this thesis will be stated in the latest part. 

 



2 
 

1.1 Background and Motivation 

Agriculture automation is a crucial role in modern industry, which could produce more 

output to feed the increasing global population. The fruit industry, as a typical one with 

high economic value, has an intensive requirement for automation (Edan, Han, & Kondo, 

2009).  

In the fruit industry, the spent on picking holds the dominant percentage of the whole 

cost. A large amount of electric power, fuel, irrigation, and chemical fertilizer are 

demanded in agriculture development. The speed, cost, and safety of picking directly 

affect the final output and quality of fruit production. Hence, more and more harvesting 

robots are being deployed in the fruit industry to reduce the cost of picking and improve 

the quality of fruit (Hayashi, Ueda, & Suzuki, 1988). 

For harvesting robots, several tasks need to be handled, such as detection, picking, 

localization, classification, selection, and grading. Among these missions, object 

detection is the most critical one, hence, we should settle this problem first (Moltó, Pla, 

& Juste, 1992). 

It is natural to find several fruit objects from the environment for our human beings. 

However, it is not easy for robots to tackle this problem. For robots, the first mission is 

how to know the environment. Generally, the most important information is the image 

part. Various methods could be used to obtain images from outside (Xin, & Shao, 2005). 

In the past decades, multiple methods are having been used to obtain an image. Those 

methods are based on digital cameras to obtain various images, such as universal camera, 

depth camera, near-infrared camera. In recent years, a universal camera of our cellphone 

achieved a great improvement in speed and resolution (Lowe. 2004). Hence, because of 

the cost, portability, resolution, a universal camera is used to attain images from the 

picking field in our research (Schalkoff, 1989). 

The following work shows how to detect visual objects from an image, which is 

thought of as an answer to object detection in computer vision (Moltó, Pla, & Juste, 1992).  

The methods used to handle this research problem mainly have been split into two groups: 

machine learning-based (ML-based) method and deep learning-based (DL-based) method 
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(Voulodimos, Doulamis, Doulamis, & Protopapadakis, 2018).  

 

 Because of those methods, in this research project, we want to design a model to 

settle this fruit detection problem. What the ML-based methods as the base of visual 

object detection give are the main process of how to deploy a model for detection 

questions during the past research. However, those methods have their limitations due to 

the development of the theory and hardware in the past decades (Szegedy, Ioffe, Shlens, 

& Wojna, 2016). DL-learning methods will be discussed in the second part, eventually, 

we design a DL-based model that could settle fruit detection fast and accurately. 

 In summary, fruit harvest robots are used to effectively improve the output of the fruit 

industry and save human labor. The base is that the robot could find fruits from the outside 

environment fast and accurately. There are both ML-based and DL-based methods could 

be used to handle this problem. This thesis will talk about both of them in advantage and 

disadvantage and give our model to process this problem. 

1.2 Research Questions 

This research project aims to tackle how to use object detection methods for fruit 

detection. Therefore, the research questions of this thesis are: 

(1) What are the existing ML-based methods that can be used to tackle object 

detection questions? 

(2) How to settle this object detection problem by using DL-based methods? 

(3) Could DL-based resolve this problem accurately and rapidly? 

The main purpose of this research is to find a practical model that could resolve this 

problem with object detection for fruit. Therefore, we will discuss the existing ML-based 

methods. Consequently, we detail the advantages and disadvantages. Then, the DL-based 

methods will also be briefed. Finally, we choose the most suitable method for this research 

project and create a new model. Furthermore, we need to test and evaluate this model and 
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confirm that this model is robust and accurate by using our dataset. 

1.3 Contribution 

The focus of this project is on how to detect fruit from an image by using deep learning, 

which could be thought of as an object detection problem. Hence, this thesis will discuss 

the existing methods of object detection, namely, both ML-based and DL-based methods. 

Meanwhile, those methods will be evaluated and compared. Eventually, CenterNet is 

regarded as an effective method for this project.  

    Moreover, it will be tested based on three different backbone models and pick up the 

most suitable one. In this research project, we also collect a new dataset for four classes 

of fruits. Besides, we train and test the model by using our dataset. Eventually, in this 

thesis, we present an evaluation of how CenterNet works by using this dataset. The 

contributions of this thesis are: 

• Design a model to handle fruit detection problems based on deep learning-based 

methods, CenterNet. 

• A dataset with four classes of fruits for this research project has been created.  

• CenterNet will be tested based on three different backbone models, and the 

performance is assessed. 

• Training and testing this model by using our dataset, as well as, evaluating the 

performance of this model in this thesis.  

1.4 Objectives of This Thesis 

In this thesis, our objective is to clarify the background of fruit detection. Moreover, we 

also need to detail the existing methods and find the most suitable one for our project. 

Furthermore, we need to collect image data for our model to confirm that can resolve this 

problem. Our objectives are summarized as: 

• Review the existing methods for object detection and find the most potent model 

for fruit detection. 

• Collect our data to training and testing this model, finally evaluate its performance 
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for fruit detection. 

• Design our model to ensure that it is able to detect fruits from digital images 

accurately and rapidly.  

1.5 Structure of This Thesis 

The structure of our thesis is as: 

▪ In Chapter 2, we will discuss the related work that has been done by forerunners. 

We also make an overview of object detection based on computer vision. From 

two typical branches of computer vision, machine learning-based methods and 

deep learning-based methods. Finally, we will confirm a suitable method as our 

model to settle this fruit detection problem.   

▪ In Chapter 3, we will talk about the methodology of our research. Our dataset for 

fruit detection will be introduced, and how to use it to fulfill the detection problem 

consequently will be explained. Besides, we will also explicit the tools we will 

use in this research project. Then, how to design our net by using three different 

backbone nets and how to evaluate it will be discussed at the end of this chapter. 

▪ In Chapter 4, the result of our model will be shown and the performance will be 

discussed in three aspects: Convergency, time cost, and accuracy analysis. This 

model is designed with three different backbone nets. Finally, we will make a 

summary of all of the three models. 

▪ In Chater 5, the most suitable model will be chosen. After this, we will discuss the 

results. The advantages and disadvantages will be expounded in this chapter. 

Finally, we will give the limitation of our research work. 

▪ In Chapter 6, we will draw our conclusion and illustrate the potential directions 

as well as improvements for future work. 
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Chapter 2 

Literature Review 

 

 

This chapter will explain the related work that had been 

conducted in object detection. There are a vast number of 

research results that have been achieved in the last decades. 

Those methods generally come from computer vision (CV), 

from the previous machine learning-based methods to the 

deep learning-based methods. Hence, we will illustrate the 

achievement that those forerunners have attained. Finally, 

we will also propose the method of ours and explain how 

we deal with this problem.  
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2.1 Introduction 

Computer Vision (CV) is a subject to investigate the visual ability of computers (Forsyth, 

& Ponce, 2002). The main tasks are object classification, object locating, object detection, 

object tracking, object segmentation, etc. (David, 2004). Regarding this research project, 

the task that we need to work is how to detect fruits from the given images, which is 

thought of as a typical object detection problem (Nixon, & Aguado, 2019). Hence, this 

research project will be conducted especially for fruit detection. 

 A great deal of pioneers have worked for vast plenty of research around object 

detection. A large number of methods have been designed and implemented. Those 

methods are grouped twofold depending on a theoretical basis. The first one is the 

machine learning-based (ML-based) methods (Sebe, Cohen, Garg, & Huang, 2005), the 

second one is the deep learning-based (DL-based) methods (Prince, 2012). In the 

following sections, the history, purpose, advantages, and disadvantages of both ML-based 

methods and DL-based methods will be detailed. 

2.2 Machine Learning-Based Methods 

Machine Learning (ML) was defined as a kind of method (Samuel, 1959), which means 

that ML models have been trained to implicitly resolve a given task, whose procedure 

does not need human intervention and completely is based on a tangible algorithm. The 

ML was defined again (Blum & Mitchell, 1998) as a computer program, which can learn 

from experience E for task T, its result can be improved by using performance P (Blum 

& Mitchell, 1998). 

 ML inspires us in multiple ways, especially for pattern classification from huge 

amounts of high-dimensional images (Nixon, & Aguado, 2019), which also brings the 

development of computer vision (Gould, 2012). The typical progress of the ML-based 

methods is shown in Figure 2.1 (Papageorgiou, & Poggio, 2000). 
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Figure 2. 1 A pipeline of ML-based method for CV 

 In Figure 2.1, we understand the pipeline of the Ml-based method for object detection. 

After obtained an image, the sliding window method will be applied to this image (Laguna, 

Olaya, & Borrajo, 2011), then we receive lots of candidate bounding boxes. This process 

is named region selection (Cho, & Tropsha, 1995), which means the region we want to 

detect has been selected into these boxes. The consequent image is an example of this 

progress. 

 

Figure 2. 2 An example of the sliding window method 

 In Figure 2.2, we directly find that this method will generate a myriad of candidate 

boxes for one image, those boxes could be of different sizes and shapes. After this step, 

feature extraction will be implemented for each candidate bounding box (Llorca, Arroyo, 

& Sotelo, 2013). Then, the feature inside each box will be extracted from the image by 

using specific methods. Consequently, a classifier will be used to classify each box based 

on its features. Finally, what class this box is will be given in the last step. 
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In 2004, Viola and Jones put forward a method named VJ method to detect a specific 

object from an image (Viola, & Jones, 2014). The working progress is subject to the ML-

based method that we just mentioned. It uses the Haar feature (Lienhart, & Maydt, 2002) 

as their target feature to conduct the feature extraction. Then, it takes AdaBoost (Rätsch, 

Onoda, & Müller, 2001) as the classifier to classify each box based on the previous 

extracted Harr feature. Eventually, what class the box is will be given by this AdaBoost 

classifier. 

In 2005, a method, which was based on SVM (Suykens, & Vandewalle, 1999) and 

HOG (Dalal, & Triggs, 2005), was brought up by Dalal and Triggs (Dalal, & Triggs, 

2005). The feature is named HOG, which means a histogram of oriented gradients that 

could express complex features by combing several different features into a multi-

dimension feature (Xie, Liu, & Qu, 2009). Instead of AdaBoost, this method uses SVM 

as their classifier to classify each box, which achieves a better performance than the VJ 

method (Suykens, & Vandewalle, 2006). 

After the method of Dalal and Triggs, a new method named DPM was put forward 

in 2008 (Felzenszwalb, McAllester, & Ramanan, 2008). The working progress of DPM 

is still subject to ML-based methods. Similarly, the classifier of DPM is SVM, yet 

(Felzenszwalb, Girshick, & McAllester, 2010). The change which makes it has better 

performance is the feature extraction (Ghiasi, & Fowlkes, 2014), which enhances the 

HOG feature by using a combing signed gradient with an unsigned gradient to make it a 

richer one to express a broad spectrum of visual objects (Felzenszwalb, & Ramanan, 

2008). Meanwhile, it also utilizes PCA (principal component analysis) to work for 

dimension reduction to reduce complexity and accelerate the speed (Borji, Cheng, Jiang, 

& Li, 2015). Hence, it could get a balance between the complexity and the speed of this 

model. 

In Table 2.1, we make a summary of ML-based methods based on these three models. 

We find all of them are subject to the progress shown in Figure 2.1. The method of region 

selection is the same by using a sliding window method. But the feature which is used to 
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be classified differs and the classifier that is used to classify the objects get improvement 

along with the development of CV (Blehm, Vishnu, Khattak, Mitra, & Yee, 2005). Even 

DPM had got a very good performance in 2005, but there are still several remaining 

problems for the ML-based methods (Han, Shao, Xu, & Shotton, 2013). 

Table 2. 1 The summary of ML-based methods 

Method  Region Selection Feature Classifier 

VJ Sliding Window Haar AdaBoost 

SVM+HOG Sliding Window HOG SVM 

DPM Sliding Window HOG + PCA SVM 

 Regarding ML-based methods, the features generally are extracted for a particular 

object (Brosnan, & Sun, 2004). Because of this fact, the visual features for object 

detection generally are various. In another word, those features are not transportable, 

which means the designer needs to specify visual features for different objects 

(Rosenfield, 2011). 

    Apart from the feature design, we still need training and testing this model separately 

and repeatedly (Patrício, & Rieder, 2018). The reason is that the different part of the same 

model has distinctive functions, the information will not be shared between them. Besides, 

the sliding window method will generate lots of bounding boxes to detect the visual object. 

Even if it is useful, the percentage of the background is considerably high in those boxes. 

There is not an object inside those boxes, the computing for them makes no sense. 

However, they still need to waste considerable computation to be computed. 
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 In summary, along with the development of CV, a plethora of methods have been 

implemented to settle object detection problems. The typical three ML-based methods are 

the VJ method, SVM + HOG method, and DPM method. They have better performance 

for object detection, which should attribute to the improvement of the feature extraction 

methods and better classifiers. However, as the inherent problem of the ML-based 

methods, the disadvantages such as private, complexity, and high computation limit the 

usage and development of these methods.  

2.3 Deep Learning-Based Method  

In this project, we know that ML-based methods could be applied to resolve the object 

detection problem. However, complexity limits its usage and development. But with the 

improvement of CV and DL, a plenty of methods for object detection have been 

implemented after DPM. Those methods are based on deep neural networks (Szegedy, 

Toshev, & Erhan, 2013), especially for the convolutional neural network (CNN). 

 As the origin of CNN, the relevant work of artificial neural networks (ANNs) will be 

discussed first. CNN as the deepened development of ANNs will be presented following. 

Afterward, the representative methods based on CNN having good performance for the 

detection problem will also be introduced. Even though those methods have their 

limitations, the emerge of these methods greatly inspired the research work in this area. 

The conception of deep learning (DL) comes from artificial neural networks (ANNs), 

which essentially means a kind of specific structure with a depth of hidden layers. This 

kind of model automatically extracts features from the training data by using a specific 

algorithm in the end-to-end way (LeCun, Bengio, & Hinton, 2015).  

2.3.1 Neurons 

The ANNs were inspired by research outcomes of our human brain, which deals with 

various tasks by simulating the mechanism of the human neurons. The structure of a neuro 

chiefly consists of dendrite, axon, and cell nucleus. One nerve cell has many dendrites, 
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which are used to receive the impulse from the nerve endings of multiple previous nerve 

cells (Thompson, etc. 2001). Then, those input impulses will be accumulated by using the 

cell nucleus. When the sum of the input signals surpasses a threshold, the cell nucleus 

will have stimulation and generate an electronic signal. These electronic signals will be 

transmitted through the axon and are sent to other nearby nerve cells. Our human neural 

system contains near 86.9 billion neural cells like that. Those cells and their connections 

form huge complex networks (Azevedo et al. 2009). 

 Furthermore, even each single nerve cell in our human brain is not important, but the 

essential part is how those neural establishes a complicated network. In this way, the 

performance has a drastic improvement than just a simple structure. The key point is that 

the connections between neural cells are various, which have different strengths. For 

those joint strengths, they will change along with the activation of the nerve cell (Pehlevan, 

& Chklovskii, 2015). Hebbian theory points out that the joint strengths between two nerve 

cells will enhance if they stimulate each other with a high frequency (Zador, Koch, & 

Brown, 1990). Followed this process, our short-term memory will be transformed into 

long-term memory. 

2.3.2 Artificial Neural Networks (ANNs) 

Inspired by the structure and the mechanism of our human brain neural system, a 

computing model named ANNs was proposed, which imitates our brain neural system by 

connecting lots of computing nodes. 

The first and basic model was named the MP (McCulloch and Pitts) model, which is 

a kind of artificial neural cells based on simple computation (McCulloch, & Pitts, 1943). 

Its presence means the beginning of the research about ANNs. The base of the current 

deep neural network was named Perceptron in 1958 (Rosenblatt, 1958). The original 

purpose was to handle binary classification problems. The basic computing unit is the 

neuron, which simulates the working process of the human brain neural cell. 

The typical structure contains the input unit x, its corresponding weights w and bias 

b, the output units, and the processing unit. Given the quantity of input is 3, this neuron 
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will compute the product of w and x, then add a bias and calculate the sum of all three 

results. Finally, an activation function f (·) will be used to process the value of the sum, 

which will obtain one result for two classes.  

  LMS (Least Mean Square) is a method for measuring the difference between the 

truth data and the predicted results of perceptron (Widrow, & Lehr, 1990). In 1967, SGD 

(stochastic gradient descent) was used to train the network by reducing the error of LMS, 

which made the perceptron to be more intelligent (Amari, 1993). 

The promotion of perceptron could be thought of as an improvement of ANNs. 

However, it is not enough for dealing with various tough structures, such as xor circuit 

problems (Latypova, & Tumakov, 2018). One reason is that the activation function of the 

perceptron is merely a step function, just like equation (2.1). 

           𝑠𝑡𝑒𝑝(𝑥) = {
1, 𝑥 > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,                                         (2.1) 

For only one perceptron, it could not deal with the nonlinear problem, such as the 

above-mentioned xor problem. Meanwhile, limited by the development level of the 

computer industry, the requirement of computations is quite huge, which could not be 

satisfied at that time (Minsky, & Papert, 2017). 

In 1970, automatic differentiation was put forward, which is the base of BP (Back 

Propagation), which is the crucial method for improving the speed of training of ANNs  

(Gomolka, 2018). After this, Werobs suggested the formal idea that combing BP and 

ANNs, which inspired the subsequent MLP (Multilayer Perception) (Werbos, 1990). This 

important model was deployed in 1986. This new model is not a single neural cell, which 

is a multilayer net with a middle layer named hidden layer (McClelland, 1986). 

Furthermore, the activation function was replaced by a sigmoid function 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + 𝑒−𝑥
.                                              (2.2) 

    This nonlinear map function could enhance the performance of MLP, which could 

effectively tackle the nonlinear classification problem (McClelland, etc. 1986), MLP is 

also named a shallow network. 

The improvement of MLP is very huge and it overcomes the challenge of the 

perceptron. But, its performance is far worse than the human brain cell. According to the 
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structure of the human brain, the natural idea is to overlap more layers to imitate the multi-

layer stacked human brain, rather than the shallow network. But how to train a deep 

network confuses researchers for a long time. 

 Hochreiter shows that gradients vanishing and gradients explosion are the reasons 

why deep nets could not be trained. The attenuation of error for BP in the deep net will 

exponentially increase or decrease following the increase of the network layer (Hochreiter, 

& Schmidhuber, 1997). 

 The breakthrough was in 2006, a network named deep belief nets (DBN) was 

designed (Hinton, etc. 2006). This network dealt with the hard challenge of training deep 

networks by using layer-by-layer pretraining. Firstly, a DBN was trained layer by layer. 

Then, the weights of this pre-trained DBN will have the initial specific weight of the 

forward neural network (FNN) rather than the random weight. Finally, these specific 

weights will be adjusted by using the BP method (Hinton, etc. 2006).  

 This network solved the problem that a DNN is hard to be trained by using layer by 

layer pre-training, which makes the ANNs could be used to tackle the tough problems in 

speech recognition, natural language processing (NLP), and image classification 

(Krizhevsky, Sutskever, & Hinton, 2017). It has a better performance than the ML-based 

method in object detection problems. 

2.3.3 CNN 

Convolutional neural network (CNN) as a kind of ANNs, was inspired by the visual 

system. The original conception was enlightened by the visual layer cells of cats, Hubel 

and Wiesel named it the receptive field (Hubel, & Wiesel, 1962). They found that, in the 

primary visual cortex of cats, the different neural cells have a different preference for the 

diverse light bands. The structure of our visual cortex is a hierarchy, the signal from the 

eyes will come to the primary visual cortex (V1). After the simple processing of V1 for 

some detail and direction, those signals will be transmitted to V2. V2 will deal with those 

edges and outline information and express it as some simple shapes.  

   The neural cell of V4 as a kind of color-sensitive cell will cope with these signals and 
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transmit them to Inferior Temporal (IT) Cortex. All information will be combined to 

express a complex objection (Arcaro, & Livingstone, 2017). In 1979, Neocognitron was 

put forward by Fukushima. This conception combined ANNs and Receptive Field, which 

was thought of as the first CNN structure (Fukushima, 2013). The work led to an 

important conception of the local connection of CNN (Feng, 2019). The local connection 

is also named partially connection, which means each node of the current convolutional 

layer only connects to the part of the previous layer. Just like each visual layer only 

processes the signals obtained from their previous layer. 

In 1989, weight sharing as one of the main concepts of CNN was brought up by 

LeCun (LeCun, etc. 1989), which means each convolutional kernel will be used to detect 

a particular feature and greatly decrease the parameter quantity of CNN to make the 

complex computation to be possible.  

In 1998, modern CNN was suggested, LeCun combines convolutional layers and 

downsampling layers to design a new model named LeNet. The main structure of LeNet 

is shown in Figure 2.3. The main idea of the convolutional part is shown in Figure 2.4. 

 
Figure 2. 3 The structure of LeNet 

 

 

 

Figure 2. 4 A sample for a convolutional network 
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 This is an example of a convolutional neural network, F is a result of the 

convolutional computation between input x and kernel a, F is also named as a feature 

map, which is thought as the result after the kernel extracts features from x. A specific 

feature is detected from input x. Each computation is regarded as a process workflow of 

the visual neural layer, which processes the information from the previous layer then 

passes it to the next layer (LeCun, etc. 1998). 

2.3.4 AlexNet 

As the consequent model of GooLeNet, AlexNet was put forward in 2012 (Hinton, 2012). 

In 2012, AlexNet obtained the champion of ILSVRC (ImageNet Large Scale Visual 

Recognition Challenge). Its performance is far better than other methods, this result 

means the DL-based method has transcended the ML-based method.  

 The reason why AlexNet has considerable progress is due to its various improvement. 

Firstly, it replaces the sigmoid function with a new activation function. The sigmoid 

function could be used to make each unit to be nonlinear in the initial part of ANNs. 

However, whether the input is extremely big or small, the gradient will be 0, which will 

lead to a gradient disappear problem (Hinton, Srivastava, & Swersky, 2012). In order to 

settle this problem, ReLU (Rectified Linear Units) is deployed in AlexNet.  

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥).                                                  (2.3) 

 For the ReLU function, when the input is considerably huge, the gradient will not be 

0 again. It could tackle the gradient vanishing problem by transporting the gradient to a 

deeper network. Furthermore, the computation of ReLU is easier than sigmoid, which 

could make the whole network converge more quickly. 

 Another improvement of AlexNet is to decrease overfitting by using the dropout 

method. Overfitting is a typical problem for both ML-based methods or DL-based 

methods, the performance is that the result for the training dataset is good while extremely 

bad for a test dataset (Hawkins, 2004). The dropout method could be used to tackle the 
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overfitting problem. The idea of the dropout method is randomly set some neural cells to 

stop working by a particular probability. In this way, it could make the whole network a 

better generalization ability that does not depend on local features (Srivastava, etc. 2014). 

 

Figure 2. 5 A sample for dropout 

 In Figure 2.5, we find that multiple neural cells are closed while others still keep 

working. For the whole training process, the final result will combine all disadvantages 

or advanced fitting to obtain a balanced result. 

2.3.5 VGGNet 

VGGNet as the offspring network of AlexNet has several improvements to obtain a better 

performance in 2014 (Simonyan, & Zisserman, 2014). The most important change is that 

VGGNet takes use of multiple convolutional kernels with a size of 33 to replace a big 

size kernel. The receptive field of two 33 kernels equals one 55 kernel. But the number 

of weight decreases from 25 to 18. For a bigger kernel, such as 77, it equals three 33 

kernels. The number of weight decreases from 49 to 27. Meanwhile, more layer kernels 

mean that more activation functions, which will make the network could increase the 

learning ability due to a stronger nonlinear ability. 

In this way, small-size kernels to replace a big kernel could efficiently decrease the 

number of weight and enhance the express ability of the whole network. Hence, the 

success of VGGNet shows us that a deeper network could bring much better performance, 

using a smaller size kernel could decrease the computation while keeping the performance 
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of the network. 

2.3.6 GoogLeNet 

For VGGNet, a deeper network brings better performance. But, it will also need more 

data to be trained, otherwise, it will lead to overfitting and gradient vanishing problems.    

Different from increasing the depth of the network, in 2014, GoogLeNet by using the 

inception module to tackle this problem (Szegedy, Ioffe, Vanhoucke, & Alemi, 2016).   

    The inception module is different from VGGNet to deepen the network that broadens 

the network. This module could parallelly execute multiple-size convolutional 

computation, then those feature regions will be concatenated together. Furthermore, the 

11 kernel will reduce the parameters by using it to apply dimension reduction. 

    Thus, Inception v2 imitates VGGNet to use two 33 kernels to replace a 55 kernel 

(Szegedy, Vanhoucke, 2016). This could let the network have better performance and 

reducing more parameters. 

2.3.7 R-CNN 

ML-based methods have an accessible process for object detection. The procedure 

consists of three parts: Region selection by sliding window method, feature extraction, 

and classification for each bounding box, the result will be given out. Even if it could 

settle object detection problems, this kind of method has inherent problems.  

The sliding window method could generate the object bounding box after region 

selection. But, its complexity and redundancy limit its speed and efficiency due to a huge 

computation, this restricts its transportability. 

 In 2014, a DL-based method named R-CNN (Girshick, et al., 2014) was implemented 

to overcome those problems. For one object, its visual information, such as texture, shape, 

color, and edge, could be similar and relevant. Hence, the region proposal method instead 

of the sliding window method can help us to get the candidate box. 

https://arxiv.org/pdf/1311.2524.pdf
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   The feature extraction of R-CNN takes use of the convolutional neural network (CNN) 

instead of the HOG feature. Moreover, AlexNet (Krizhevsky, Sutskever, & Hinton, 2012) 

is chosen to extract the feature of each box. By using AlexNet, this model could extract 

and learn features from boxes automatically. Eventually, AlexNet will generate a feature 

map for each box. Based on the designed features, the DL-based method overcomes the 

disadvantage of the ML-baed method in the feature extraction.  

 For the classification, R-CNN still chooses SVM as its classifier. SVM will classify 

each box based on its feature map, which was got from AlexNet. Through those changes, 

R-CNN will generate 2,000 candidate boxes from an image by using the region proposal 

method. Then those boxes will be extracted features by using AlexNet to generate 2,000 

feature maps. Meanwhile, the SVM classifier will be conducted to classify each box, as 

well as a regressor to regress the bounding box. Because of its complex calculation, the 

speed of R-CNN is very slow. 

2.3.8 Fast R-CNN 

To overcome the disadvantage of R-CNN, Fast R-CNN was proposed by Girshick in 2015 

(Girshick, 2015). The training process of R-CNN does not continue, which needs to train 

AlexNet and SVM separately. Firstly, it trains AlexNet in a big dataset, then fine-tuning 

makes it extracting the feature from our dataset. After this, it trains SVM for each class 

and regresses the bounding box. Hence, the complex progress confines its performance. 

 Fast R-CNN imitates R-CNN, but it does not use a lot of CNN networks to extract 

features from each region proposal. It directly uses VGG (Simonyan & Zisserman, 2014) 

to extract features from the input image, and generate only one feature map. Meanwhile, 

it will also conduct region selection to fetch region proposals based on the input image. 

In the next step, this feature map, the result of VGG, could be partially selected depended 

on the region proposal. Then, those selected feature maps will be warped and be reshaped 

into a fixed size by an ROI pooling layer. Finally, those wrapped feature maps will be 

sent into a fully connected layer and be prepared for using softmax to classify it and using 
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a linear regressor to regress the bounding box. 

 Hence, Fast R-CNN only conducts feature extraction one time based on the whole 

image, instead of abundant region proposals. This could save lots of time of computations 

and memory for saving the CNN node. This CNN model could share the feature they 

learned, instead of R-CNN, those private features. 

 On the other hand, Fast R-CNN could train classifiers and regressors at the same time, 

instead of R-CNN style. SVM, the classifier of R-CNN, also was changed into softmax. 

2.3.9 Faster R-CNN 

Faster R-CNN has a better performance than Fast R-CNN by using one CNN for the 

image instead of lots of CNN for region proposal. It also could train classifiers and 

regressors together. But the method to generate region proposal, selective search, still 

speeds lots of time. Therefore, how to overcome this bottleneck is the improvement of 

Faster R-CNN (Ren, He, Girshick & Sun, 2015). 

 The first step of Faster R-CNN is as same as Fast R-CNN, both of them are using 

CNN to generate a feature map. Different from Fast R-CNN, Faster R-CNN harnesses a 

neural net named RPN (Region Proposal Network) to replace selective search. This RPN 

net will use CNN to generate a lot of anchors with different sizes and ratios. Thus, this 

RPN will classify whether this anchor is foreground or background, meanwhile, it will 

also regress its bounding box. Finally, the RPN will discard lots of background 

information to reduce wasting time.   

After the RPN net, Faster R-CNN will obtain a high-quality proposal, without 

abundant background. This will accelerate the speed of this model and increase accuracy. 

2.3.10 YOLO 

Faster R-CNN takes advantage of the RPN network to generate ROI. Then it conducts 

classification and regression with a high quality of anchor. Hence this process helps Faster 
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R-CNN get higher accuracy, but a slower speed. Therefore, instead of this two-stage 

method, a new one-stage method YOLO was designed to make the network very fast 

(Redmon, Divvala, Girshick, & Farhadi, 2016). 

YOLO directly predicts the class and location of the object without anchor and RPN. 

Hence, its speed is very fast, but its accuracy has been reduced. 

 As the first one-stage object detection method, YOLO is also the first real-time 

detector. It does not have a prior box, the detection problem is thought of as a regression 

problem, hence its structure is very simple, which inputs an image with a size of 448448, 

then after 24 convolutional layers and 2 fully connected layers, it will obtain a 7730 

feature map, which segments the input image into 77 regions, then predicts two boxes 

for each region. Hence, the number of all boxes is 98. If the center of one object falls in 

a region, this region will regress the ground box. It will remain the box with a bigger IoU 

score. Hence, YOLO v1 will detect 49 objections in total. 

 Those 30 channels are split into three parts, 20 probability of the class, 2 confidence 

values for boxes, and 8 location values for two boxes. Hence, it could detect 20 classes 

and 49 objects for each image (Redmon, 2016). 

 Through changing into a regression problem, YOLO v1 does not use the prior box 

and uses a GoogLeNet-like model as its backbone. These methods dramatically improve 

the speed of detection. But it also limits its performance in some small objects. 

 As the second version of YOLO, YOLO v2 also named YOLO9000 is able to classify 

9000 classes, which makes use of DerkNet-19 as its backbone net and uses a prior box to 

detect the offset rather than size and location (Redmon, 2017). It also adopts multi-scale 

and multi-step training. The implementation of those methods brings in the improvement, 

however, it still not overcome the bad performance in small size object.  

 As the third version of YOLO, YOLOv3 takes in the attributes from the current 

detection frame, such as residual network and feature fusion. A network named DarkNet-

53 was put forward (Redmon, & Farhadi, 2018).  
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 By using the residual network, the network could be designed and developed very 

deeply. Meanwhile, the residual network could greatly alleviate the gradient disappears 

to accelerate the convergence. Through upsampling and concatenation, it will fuse both 

deep and shallow feature maps. Hence, it will generate three different size feature maps 

to be used for detection. Through different size feature maps, YOLO v3 has a better 

performance for small object detection even the speed is not very fast (Redmon, & 

Farhadi, 2018). 

 YOLO is the first real-time detector, which could achieve a balance for those 

scenarios which has a demand for speed. As a detector without an anchor, it also 

influences many anchor-free detectors. 

2.3.11 SSD 

In order to have a similar speed of YOLO and accuracy of Faster R-CNN in object 

detection, SSD was designed as a new model that combines both advantages (Liu, etc. 

2016).   

    We find that it generates the different shapes of the feature map in fc6, fc7, conv8, 

conv9, conv10, conv11. Then, in SSD, anchors are generated for each feature map with 

different sizes and ratios. For the conv11, a big anchor is generated in SSD for the reason 

that this feature map has a huge receptive field, which could be applied to detect a big 

object. For the fc6, a small anchor is generated, the reason is contrary to that of conv11. 

The feature map has a small receptive field. Hence, a small size anchor could help SSD 

to detect very small objects. 

 Therefore, SSD combines the anchor of Faster R-CNN and directly predicts the result 

from YOLO. Furthermore, it makes use of multiscale feature maps to detect visual objects 

of various sizes. SSD does achieve better performance on speed and accuracy, However, 

the semantic information is not enough in the shallow feature map, this condition leads 

to difficulty for a small object. 
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2.3.12 CenterNet 

The anchor is an important concept, which produces a huge improvement for Faster R-

CNN, even SSD. But, it also brings several problems accompanying the benefit. For the 

hyperparameter of anchor, we need to design the number, size, height, width specifically. 

Those hyperparameters will influence our model directly. Besides, the anchor generally 

was uniformly sampled from the feature map. However, for our images, most of them just 

have the background, which needs a longer time to make sure whether the anchor is a 

positive sample or a negative sample. 

 Hence, multiple models were designed without the anchor. Inspired by the first 

anchor-free model, YOLO, a one-stage and anchor-free model named CenterNet was 

proposed in 2019 (Zhou, Wang, & Krähenbühl, 2019). It is designed based on CornerNet 

(Law, & Deng, 2018). CornetNet uses two corner points to predict that the object should 

be inside of these two corner points. However, it needs extra time to map those two corner 

points, and very easy to generate miss detection. Hence, CenterNet is a triplet instead of 

two key points. The structure of the CenterNet is shown in Figure 2.6.  

    CenterNet uses three heads to detect the object, which conducts center pooling for 

the feature map to get the center. Meanwhile, it works for cascade corner pooling to obtain 

the offset and height, and width. This height and weight could be named embedding or 

size. The center gets from the feature map as a heatmap. In this heatmap, the location of 

the object has the highest value, which is the center. The center should be surrounded by 

embedding, which also uses offset to map the feature map to the original image. 

Hence, this model used size, center, and offset to detect the object. As a kind of 

anchor-free model, we hope it could handle our fruit detection problem. Based on this, in 

this research, we choose CenterNet as our model to deal with fruit detection. 
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Figure 2. 6 The structure of CenterNet 
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Chapter 3 

Methodology 

 

 

The main content of this chapter is to explain research 

methods, which satisfy the objectives of this thesis. Hence, 

we will illustrate how to use CenterNet to detect fruits from 

a digital image. We will introduce the tools and the 

backbone module of this net. 
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3.1 Data Collection 

Pertaining to this thesis, our task is to design a model and detect fruits from digital images. 

Therefore, we collect our dataset by taking photos of fruits firstly. Then, we label each 

fruit in each image to get the class and location of each bounding box. 

The dataset we collect consists of four classes of fruit: Apple, banana, orange, pear. 

For the quantity of our dataset, we collected 1,690 images. For each class, its sample 

number is about 400. This dataset was categorized into 3 groups for training, validation, 

and testing. Table 3.1 shows the proportion of our dataset. 

 

Table 3. 1 The proportion of the whole dataset 

Description Total Training  Validation Testing 

Quantity 1,690 1,352 169 169 

 

This dataset for fruit detection was collected by using the camera of a mobile phone 

with the resolution of 19201080, nearly 3,000 photos, finally, we selected 1,690 images 

from those photos. 
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Figure 3. 1 The samples of our dataset 

 

In our dataset, there is a single fruit in each image or multiple fruits in the same image. 

That could check the ability of our model for conducting single object detection and 

multiobject detection. Apart from this, there is a condition of overlapping in our dataset, 

such as the three images on the left side. As well as there are many fruits only partially in 

this image. For the same fruit, the angle of view is also different.  

3.2  Data Labeling 

Regarding this research project, the standard of our dataset follows PASCAL VOC 2007. 

This standard has been used in the main computer vision tasks, such as classification, 

detection, segmentation. In this thesis, what we should focus on is fruit detection. Hence, 

we will use two crucial folders: Annotations and JPEGImages. JPEGImages is the folder 

to store the original images. Figure 3.2 is an example of our JPEGImages folder, we store 

the image inside by using the .jpg format. 
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Figure 3. 2 The samples in the JPGEImages folder 

 

Each image in this folder will be labeled by using a label tool named Labelimg. The 

information about the bounding box and class will be saved to an XML file, which is 

shown in Figure 3.3. 
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Figure 3. 3 The sample of label data 

 

From Figure 3.3, we find that there are three objects inside this image named 

1617.jpg. Figure 3.3 shows that the class and the location of each box, such as the first 

object is a pear, the point of its left-top is (113, 41), its right-bottom corner is (269, 198).  
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3.3 Model Design 

CenterNet is a one-stage and anchor-free model, which was chosen as our detection model. 

The structure of the CenterNet is shown in Figure 2.6. 

From the net structure, we know that this model could locate the center of a visual 

object. The method of this progress is that it only finds the local peak point in the heat 

map. Each peak point means a center of an object which is found by our model, without 

NMS processing and anchor. It could save our running time. After obtained the peak point, 

the next features needed to be processed are the offset, height, and width of this object. 

3.3.1 Algorithm Design 

Firstly, the input image was denoted as 𝐼 ∈ 𝑅𝑊×𝐻×3, W is the width of our image, the 

height is H. The channel number of our image is 3, which means that the input image is 

a color one. Then our model will map the information of the input image to the output 

feature map. This feature map will be transformed into a keypoint heatmap through 

Gaussian Kernal. For the keypoint heatmap, given 𝑌̂ ∈ [0, 1]
𝑊

𝑅
×

𝐻

𝑅
×𝐶

 , R is the 

downsampling rate, which equals 4 in our project. C is the number of classes. In our 

dataset, we only have four kinds of fruits, hence this C is 4. If given 𝑌̂𝑥𝑦𝑐 = 1, for class 

c, it was detected in the (𝑥, 𝑦) of the heatmap. On the contrary, 𝑌̂𝑥𝑦𝑐 = 0 means it was 

not detected. 

 Just as Figure 3.4 shows, the value of the most middle one is the most approximately 

near 1. It means there is an object here.  
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Figure 3. 4 A heatmap sample 

 

 For net training, the center point of the ground truth needs to be calculated, 𝑝 =

(
𝑥1+𝑥2

2
,

𝑦1+𝑦2

2
), where x and y are the coordinates in the ground truth. But, the feature map 

was downsampled, p is also downsampled by using R, 𝑝 = [
𝑝

𝑅
]. Thus, 𝑝 is the center 

point in the feature map. Then 𝑌𝑥𝑦𝑐 = exp (−
(𝑥 −𝑝𝑥̃)2+(𝑦 −𝑝𝑦̃)

2

2𝜎𝑝
2 )  as a Gaussian kernel 

was used to find the distribution of the key points in the feature map. Figure 3.4 is an 

example of heatmap data, Figure 3.5 is a visual example of a heatmap. That point refers 

to an object there because the importance is far more than others. 

 

Figure 3. 5 An visual result of the heatmap 
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3.3.2 Loss Function 

In order to train this network, a loss function is needed to be implemented. As a kind of 

DL-based method, it combines several parts to evaluate its performance. It is shown in 

eq.(3.1). 

𝐿𝑑𝑒𝑡 = 𝐿𝑐 + 𝜆𝑠𝑖𝑧𝑒𝐿𝑠𝑖𝑧𝑒 + 𝜆𝑜𝑓𝑓𝐿𝑜𝑓𝑓                     (3.1) 

where 𝐿𝑑𝑒𝑡  is the total loss. Equation (3.1) contains three losses, each of which 

corresponds to a head of CenterNet. 𝐿𝑐  is the loss of center, 𝐿𝑠𝑖𝑧𝑒  is the loss of 

bounding box, or the loss of width and height, 𝐿𝑜𝑓𝑓 is the loss of offset, 𝜆𝑠𝑖𝑧𝑒 and 𝜆𝑜𝑓𝑓 

are hyperparameter to modify the influence of off loss and size loss. 

 This model is assessed by combining these three different losses. Among them, the 

center loss is the most important one.   

 𝐿𝑐 = −
1

𝑁
∑ {

(1 − 𝑌𝑥𝑦𝑐
̂ )

𝑎
log(𝑌𝑥𝑦𝑐

̂ )    𝑖𝑓 𝑌𝑥𝑦𝑐 = 1

(1 − 𝑌𝑥𝑦𝑐)
𝛽

(𝑌𝑥𝑦𝑐
̂ )

𝑎
log(1 −  𝑌𝑥𝑦𝑐

̂ )   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑥𝑦𝑧         (3.2) 

Equation (3.2) gives the formula on how to calculate the center loss of CenterNet, where 

𝛼 = 2, 𝛽 = 4. This refers to focal loss (Lin, Goyal, Girshick, He, & Dollár, 2017), which 

avoids weights have a dominant control and deals with the unbalance of the positive and 

negative samples. 

 As a typical problem of one-stage detectors, the unbalance of examples leads to a bad 

performance in the accuracy of object detection. A one-stage detector generally will 

generate a large number of negative samples. Only a few of those negative samples could 

be applied to detect objects, which causes class unbalanced problems. It will increase the 

loss of negative samples while they are not useful for training our model. Moreover, those 

samples which are easy to be detected will lead to a much tough problem, which means 

those easy samples will take an overwhelming scale in the training process. Each loss of 

those easy samples is very low, they are easy to be detected but our model could not get 

more information from them, the amount of those easy samples will be considerable. This 

disturbing problem even will make our model could not be converged.   

 Therefore, a focal loss is used to handle the unbalance problem. It makes the training 

process focusing on hard examples, instead of easy samples. In this way, it could 
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tremendously decrease the weight of easy negatives. 

 As a result, inspired by focal loss, the center loss is also designed to make this model 

focusing on useful information. In our model, the center points could not easily be 

detected to provide more loss value. The hyperparameter 𝛼, 𝛽 are used to adjust the 

relationship between the loss of center and non-center points. 

For the center loss, apart from the hyperparameter 𝛼, 𝛽. N is the number of key 

points of the input image, which will be used to normalize the positive focal loss to the 

range [0,1]. Besides, the value of 𝑌𝑥𝑦𝑐 could correct the training process. As a result of 

detection, the value of 𝑌𝑥𝑦𝑐 is obtained by mapping the key points of ground truth to the 

feature map. The value of 𝑌𝑥𝑦𝑐
̂  means that whether it is detected as a certain kind of class 

or not.  

For instance, when training, given  𝑌𝑥𝑦𝑐
̂ = 1, that means it is a point that is easy to 

be detected as a class of visual objects. For this point, (1 − 𝑌𝑥𝑦𝑐
̂ )

𝑎
  will be used to 

minimize the 𝐿𝑐 due to we need more other information from different parts, instead of 

this part, to train the net better. It is a method to avoid easy samples and make the training 

focus on the hard sample. 

In order to avoid overfitting, 𝐿𝑐 will be decreased by this value of  𝑌𝑥𝑦𝑐
̂ . It means 

that the CenterNet has had a good performance at this point. In another word, it has 

obtained enough information for model training from these features. If trained too much, 

the deep learning model will be overfitting due to these features will have excessive 

weight. Hence, this model needs to use (1 − 𝑌𝑥𝑦𝑐
̂ )

𝑎
 to decrease the contribution of their 

weights. 

 On the contrary, when training, given 𝑌𝑥𝑦𝑐 = 1, but with 𝑌𝑥𝑦𝑐
̂  is close to 0. That 

means our model could not detect this object correctly. This model has not learned 

information from this point. So, (1 − 𝑌𝑥𝑦𝑐
̂ )

𝑎
 will be used to increase the 𝐿𝑐 to make 

our model learn more information from this object. In this way, this model could be 

trained better through the feature from this center point. 
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With the center point, equation (3.2) deals with the weight of the neighbor of the 

center point of the true center point. Oppositely, 𝑌𝑥𝑦𝑐 will not be 1, given 0. Now that, 

the value of 𝑌𝑥𝑦𝑐
̂  should be 0. However, if it is not 0 or even close to 1, which means our 

model incorrectly detects this object, this model needs to penalize this negative sample. 

To make it come true, (𝑌𝑥𝑦𝑐
̂ )

𝑎
 will get increased in this condition, which will make this 

hard object have a bigger influence on the 𝐿𝑐 to accelarete the converge speed. 

 For those points which are closer to the center point, the values will be very near to 

1. However, they will influence the real center point. For them, because the distance will 

be increased from far to near, the item (1 − 𝑌𝑥𝑦𝑐)
𝛽

 will be decreased from far to near. 

So, the influence of neighbors of the center point will be limited. In this way, the learning 

will be concentrated on the center of the feature map, which is the most important feature 

in the feature map. 

 It is a very important idea of how this model to learn without the anchor. To achieve 

this purpose, our model will only focus on the center of each object, just list what the 

anchor method doing. So, we need to increase the weight of the center point while 

reducing the weight of its neighbors. Hence, we will combine the two parts of values 

depending on the distance between them and the center point. For those points which are 

near to the center point. Given a truth value 𝑌𝑥𝑦𝑐 as 0.9, which nearly equals 1, while the 

predicted value 𝑌𝑥𝑦𝑐
̂  is also near 1, which is not correct because they are not the real 

center, so they should be limited to near 0. In order to constrict their usage, they will be 

punished by (𝑌𝑥𝑦𝑐
̂ )

𝑎
 to increase the weight. Meanwhile, (1 − 𝑌𝑥𝑦𝑐)

𝛽
 is used to adjust 

the loss smoothly. So, these two parts of loss are combined to limit the total loss of the 

points which are closer to but not the real center point. 

 Of course, they are also used to deal with the points which are far from the center 

point. Similarly, to the value of those points, given a truth value 𝑌𝑥𝑦𝑐 as 0.1, which nearly 

equals 0. But, the predicted value 𝑌𝑥𝑦𝑐
̂   is near 1, for example, 0.9. It is not correct, 

because it is far from the center point, the value should close to 0. Thus, it should be 
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punished by using (𝑌𝑥𝑦𝑐
̂ )

𝑎
 to increase the loss proportion of this point in all center loss. 

Meanwhile, if the predicted value 𝑌𝑥𝑦𝑐
̂   is near to 0, in this correct condition, 

(1 − 𝑌𝑥𝑦𝑐)
𝛽

 will strengthen the weight of the points which are far from the center point. 

This method will make our model can learn the critical features from those points which 

are far from the center. In this way, it factually enhances the center point while 

undermining the neighbor points. It is a useful method to tackle the unbalance of positive 

and negative samples.  

    In this model, each object corresponds to a center point, which avoids the process of 

handling the prior box, compared with Faster R-CNN and SSD. Through this, it could 

save the computational time which was cost on processing the anchors. This model also 

decreases the negative center pointer by using the idea from focal loss. 

 In a word, inspired by focal loss, this center loss could be evaluated by combining 

the scores between the center point and the adjacent points. It could adaptively check the 

easy and hard samples, to make our model more focus on the hard sample to avoid using 

the anchor. As the result, it could simplify the network structure and make sure accuracy, 

while decreasing the calculation. 

   After trained our model by using the center loss function, the offset loss for each 

center point will be performed. The input images are downsampled by a rate of 4. So, 

when the feature map is remapped to the original image, it will lead to a location offset. 

In order to assess this offset, 𝐿𝑜𝑓𝑓 will be used to evaluate it. 

𝐿𝑜𝑓𝑓 =
1

𝑁
∑ |𝑂𝑝̂̃ − (

𝑝

𝑅
 − 𝑝)|𝑝                         (3.3) 

 Equation (3.3) shows the offset loss function, 𝑂𝑝̂̃ is the predicted offset. This offset 

loss is used to calculate the average offset by using L1 norm loss method. In this equation, 

𝑝 is the input image, 𝑅 is the downsampling rate. For our model, an image with a size 

[512, 512] will be downsampled to [128, 128]. It will also be upsampled from [128, 128] 

to [512, 512]. Among this process, the location of the center point will have a precision 

loss, which is called offset loss. In order to evaluate this offset loss, we use the predicted 

offset 𝑂𝑝̂̃ to minus the truth offset (
𝑝

𝑅
 − 𝑝). Then, the sum of their absolute value will 
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be averaged by using the L1loss method. 

 Now that, the loss of location and offset of center point could be used to train our 

model. Unlike the previous anchor-based model, CenterNet is a kind of anchor-free 

method. Therefore, it has not a prior box. With the same aim, to evaluate the size of each 

object, it will predict a size for each object. It also uses an L1 norm loss function to 

simplify the calculation, similarly with offset loss, which compares the predicted value 

and truth values. 

𝐿𝑠𝑖𝑧𝑒 =
1

𝑁
∑ |𝑆𝑝𝑘

̂  − 𝑆𝑘|𝑁
𝑘=1                         (3.4) 

Equation (3.4) shows the size loss of our model. Inside, 𝑆𝑝𝑘
̂  is the size that our model 

predicts.  𝑆𝑘 = (𝑥2
(𝑘)

 − 𝑥1
(𝑘)

, 𝑦2
(𝑘)

 − 𝑦1
(𝑘)

) is a truth size calculated by using the value 

after downsampling the location of the top-left and bottom-right of the dataset. Finally, 

the sum of all the differences will be averaged by this L1 norm method. As a result, the 

size loss will be obtained. 

 Through the above processing, we could know that the CenterNet combines three 

different loss values: Center loss, size loss, and offset loss to evaluate the performance of 

this model. The CenterNet uses the center loss method, which is inspired by the focal loss 

method to handle the hard easy sample problem. Hence, it could make this model 

adaptively learn those samples and features with higher weight. As a result, it could make 

this model converge earlier. Besides, it also uses the L1 loss method to assess the size loss 

and the offset loss to confirm the accuracy and simplify the calculation. 

3.3.3 Backbone Module 

We have introduced how to evaluate and train our model based on its loss function. We 

now detail how to obtain the feature map from raw images to generate the heat map. For 

our proposed deep learning model, we choose three methods as its backbone module to 

extract future maps. Due to the limit of our hardware, the lightweight methods were 

considered preferentially. We mainly take into account ResNet-18, DLA-34, and 

Hourglass as our backbone networks. Then we will implement them by using our dataset 
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to observe the results to evaluate which one is suitable for our project. 

 For the CNN network, its performance does not obtain an improvement with 

deepening depth. The reason is the degeneration generated by deepening the network, the 

SGD optimizer could not achieve a satisfactory result. ResNet was designed to overcome 

this problem, owing to its shut cut structure (He, Zhang, Ren, & Sun, 2016). It adds a 

shortcut x in this structure, this structure could simply the training process and settle the 

degeneration problem. Meanwhile, an 18-layer residual network is chosen as the 

backbone of our model. The second backbone of our model is DLA (Yu, Wang, Shelhamer, 

& Darrell, 2018), which merges the feature from different depths. 

 

Figure 3. 6 The structure of DLA 

 

In Figure 3.6, we see that DLA makes use of iterative deep aggregation (IDA) and 

hierarchical deep aggregation (HDA) to conduct the upsampling. The IDA part merges 

the feature extracted from each subnetwork grade by grade. Each red box labels that the 

hierarchical deep aggregation, whose block only receives the feature from the previous 

block. By combing IDA and HDA together, DLA could improve the utilization ratio of 

features between different layers or blocks. 

   The last method is the Hourglass network (Newell, Yang, & Deng, 2016). The 

structure is shown in Figure 3.9. The original purpose of Hourglass was used to catch the 

information on each scale to avoid missing small local features. Hence, its structure is 

bilateral like an hourglass. On the left part, from c1 to c4, in this bottom-up process, the 

image is downsampled from high resolution to low one. Meanwhile, it will extract 

features based on multiple scales and transport them to CNN in the up part from c1a to 



38 
 

c41. 

 

Figure 3. 7 The structure of Hourglass 

 

  On the right part, it will conduct upsampling to restore the feature map. Meanwhile, 

the right part will merge the feature from up and left finally to c1b. Hence, Hourglass 

utilizes the hourglass model to extract as many features as it can. It was used as our third 

backbone model. 

3.4 Model Evaluations 

For the result of our model, it is hard to achieve a fast speed and high accuracy with small 

memory. We have to evaluate them separately. There are several metrics to evaluate the 

performance of our models, such as precision, recall, and accuracy. 

 Firstly, accuracy tells us how many true samples were selected from all samples, 

which could give us a standard to evaluate a model. Equation (3.5) shows us how to 

calculate accuracy. 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
=

𝑇𝑃+𝑇𝑁

𝐴𝑙𝑙 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑠
              (3.5) 

where TP is the number of true positive samples, which means that this sample is positive 

and we correctly classify it, TN is the number of true negative samples, which refers to 

that this sample is negative, we still classify it correctly. FP is false positive, it is the 

number of those that should be positive samples, but we classify it as a negative sample 
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incorrectly. FN is a false negative, it is the number of those actually in the negative sample, 

we incorrectly classify it as the positive sample. Equation (3.6) shows us how to calculate 

the precision. 

Precision =  
𝑇𝑃

𝐹𝑃+𝑇𝑃
 = 

𝑇𝑃

𝐴𝑙𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                 (3.6) 

 Precession was calculated by using TP to be divided by the sum of FP and TP. The 

numerator is the number of the positive sample we correctly classify, the denominator is 

the total number of all positive results which including we classify correctly and 

incorrectly. Hence, precision is thought to evaluate the ability to find the correct positive 

sample from all positive samples. 

Recall =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
=

𝑇𝑃

𝐴𝑙𝑙 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ𝑠
             (3.7) 

    The recall was calculated by using equation (3.7), the denominator is the sum of FN 

and TP. FN is the sample should be positive, but incorrectly classified as negative. Hence, 

the sum of FN and TP could be thought of as all ground truths. Hence, the recall evaluates 

the performance of our model about its ability to detect those positive samples from all 

positive samples. 

𝑚𝐴𝑃 =  
∑ 𝐴𝑣𝑒𝑃(𝑞)𝑁

𝑞=1

𝑁
                    (3.8) 

    Besides accuracy, precision, and recall, another to assess the performance of object 

detection is mAP as shown in equation (3.8), N is the number of classes in this model. 

AveP(q) is the area related to the precision-recall curve (PRC). 
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Chapter 4 

Results 

 

 

For this chapter, we will demonstrate the results of our 

proposed model by using our own dataset. The structure of 

our model mainly is CenterNet, an anchor-free DL-based 

method. We apply three different types of backbone modules 

for the proposed CenterNet. Hence, the performances based 

on our dataset will be compared. The convergences will be 

shown by using the loss curve. The backbone networks that 

we adopt include ResNet-18, DLA-34, and Hourglass.  
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4.1 The Result of CenterNet 

Figure 4.1 shows us an example of the result. We find that there are four fruits inside this 

image. All fruits are labeled by using a bounding box with different colors, as well as a 

class label and confidence value. 

 

 

Figure 4. 1 The sample of our detection results by using CenterNet 

4.1.1 The Performance of Convergency  

From our experiment, the performance of CenterNet with different backbone nets is 

desirable by using our dataset, we make use of the loss function to observe the 

convergence of model training. 

    The loss function of CenterNet includes three parts, which consists of heatmap loss 

also named center loss above, offset loss, and size loss. The heatmap loss is named 

hm_loss with orange color. The size loss is marked as wh_loss with green color, this takes 

its width and height into account. The offset loss is denoted as off_loss with red color. 

Finally, all the losses are combined as a representative loss. 

    In Figure 4.2, we see that our model based on DLA-34 converges rapidly. Even if 

there are just twenty epochs, it could converge very fast. 

 The convergency speed of the model with ResNet is not as fast as DLA, especially 

wh_loss has an obvious decrease at the 20-th epoch. Finally, its loss remains stable at the 

60-the epoch. Actually, for this model, there should be more epochs, but the final result 
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is acceptable. 

 

Figure 4. 2 The loss performance of the model DLA-34 

 

Figure 4. 3 The loss performance of the model ResNet-18 
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Figure 4. 4 The loss performance of the model Hourglass 

 

 In Figure 4.4, we see the shape of our loss of hourglass is very smooth. It could be 

converged at the 20-th epoch, and have the same convergency performance as the first 

one. We also see that all the models have good convergency in our dataset. Even though 

the model ResNet-18 is not as fast as the others, but the final performance is as same as 

theirs. 

    Both DLA-34 and Hourglass have a good performance at the speed of convergences. 

From observing their structure, we find that the ResNet-18 does have a wide process path 

to connect different branches. Even if it is the first network to use the shortcut to connect 

different depth convolutional layers. As the consequent network, DLA-34 not only has 

the IDA to connect the different layers to transform the feature information from bottom 

to above like what the ResNet does, but also merges the feature from different branches 

and scales. In this way, it could enhance immensely the ability to combine different 

features to reduce redundant computation. The structure of Hourglass shows that it also 

has this advantage, which could make sure the speed of its convergency. 

 In a word, all of these three models can converge at a limited time due to our proposed 

model based on a focal loss function. DLA-34 and Hourglass have a better performance 

than ResNet-18. 
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4.1.2 The Time Costs  

After comparing the convergency of our models based on different backbones. The time 

cost of each model is listed in Table 4.1. 

Table 4. 1 The time cost of each model (second) 

 Loading Preprocessing Object 

Detecting 

Post-

processing 

Totals 

DLA-34 0.001 0.006 0.047 0.001 0.055 

ResNet-

18 

0.001 0.008 0.017 0.001 0.028 

Hourglass 0.001 0.008 0.046 0.001 0.056 

 

   From Table 4.1, we find that the model has the most little time cost which is based on 

ResNet-18. The total time is only 0.028s, which is nearly half of DLA-34 and Hourglass. 

For DLA-34 and Hourglass, their time cost is very close. The total time for DLA-34 is 

0.055 second, and 0.056 second for the Hourglass model. 

 All these three models have a similar distribution of time cost. The time spent on 

loading, preprocessing and postprocessing does not reach half of the whole time. The 

most consuming part is detection, there are lots of convolutional neural operations in the 

step. Thus, we conclude that the model based on ResNet-18 is thought of as the fastest 

model. 

 For the reason why the speed of ResNet-18 is the fastest one, it is also revealed in the 

designed structures. From their structures, we find both DLA-34 and Hourglass have a 

much complex structure rather than ResNet-18. This is why these two models have a fast 

speed of convergency.   

4.1.3 The Accuracy Analysis 

After discussing the convergency and time cost, we analyze the convergence and time 

cost for each model, we will discuss the accuracy of each model. 
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Table 4. 2 The average accuracy of the model DLA-34 

DLA-34 Precisions Recalls 

1 0.870 0.744 

2 0.995 0.898 

3 0.987 0.899 

4 0.801 0.845 

5 0.878 0.906 

mean 0.906 0.858 

mAP 0.9 

 

   From Table 4.2, we see that the best precision of DLA-34 is 0.995, meanwhile, 

accompanied by 0.898 of recall. The lowest score of precision is 0.801 with a recall of 

0.845. The mean precision is 0.906, and the mean recall is 0.858. Finally, the mAP of this 

model is 0.9. 

Table 4.3 shows that the best precision of ResNet-18 is 0.953, but the average 

precision is 0.8194. On the other hand, the best recall is 0.827, along with an average 

recall of 0.765. The mAP value of ResNet is 0.786, which is lower than the DLA-34. The 

performance of DLA-34 is better than ResNet in the aspect of accuracy. 

Table 4. 3 The average accuracy of the model ResNet-18 

ResNet-18 Precision Recall 

1 0.781 0.665 

2 0.953 0.816 

3 0.914 0.818 

4 0.655 0.697 

5 0.793 0.827 

mean 0.8194 0.765 

mAP 0.786 
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Table 4. 4 The average accuracy of the model Hourglass 

Hourglass Precision Recall 

1 0.845 0.722 

2 0.996 0.878 

3 0.975 0.877 

4 0.717 0.765 

5 0.855 0.887 

mean 0.878 0.826 

mAP 0.88 

 

    The best precision of Hourglass is 0.996 and the average precision is 0.878. The best 

recall is 0.887 and the mean recall is 0.826. Both precision and recall are higher than 

ResNet-18. But they are not better than the result of DLA-34. 

Compared to these three methods, the result of DLA-34 is outperformed than ResNet 

and Hourglass. It has the highest mAP of 0.9, which is higher than ResNet-18, a little bit 

better than Hourglass. The performance of DLA-34 in precision and recall is also better 

than ResNet and Hourglass. 

4.2  A Summary  

In this chapter, we present the data on the convergence performance of the loss function 

for each model. As well, we compare all of their time cost and the accuracy based on the 

mAP. We find that the results converge rapidly in a limited and acceptable time. Hence, 

all of these models could be used to tackle object detection with our own dataset. 

Moreover, from the data of time cost, ResNet-18 is thought of as the fastest model for 

object detection, its training speed is two times faster than DLA-43 and Hourglass. The 

DLA-43 and Hourglass have similar time costs. Finally, the accuracy of the three models 

was given by comparing precision, recall, and mAP. The DLA-43 model has the best 

result with 0.9 than 0.786 for ResNet-18 and 0.88 for Hourglass.  
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Chapter 5 

Analysis and Discussions 

 

 

In this chapter, experimental results are analyzed and 

compared. Our comparisons of the experimental results 

under various conditions will be detailed. Finally, we give 

a summary based on our experimental results. DLA-34 is 

the most suitable method for our model, based on the 

performance of speed and accuracy of model training. The 

limitation is given at the end of this chapter as well. 
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5.1  Analysis 

In our project, three CenterNet models based on DLA-43, ResNet-18, and Hourglass were 

deployed to handle the fruit detection on our dataset. In the following sections, we will 

discuss the three models based on our results. 

After the analysis, we compare the convergence performance, time cost, and accuracy 

of the three models. From the results, we see that all of them have a similar convergence 

performance. All of them converge at the 50-th epoch, which means those backbones 

could be trained from the feature of our dataset. Hence, these models are suitable for our 

dataset. Especially, both DLA-34 and Hourglass converge very fast.  

The reason why DLA-34 and Hourglass converge very fast is the well-designed 

network structure. Just as in Figure 3.6 and 3.7, both of them have a more complex 

structure to deal with the information which got from different branches, not only limited 

by the depth.  

As the first net to put forward the shortcut method, the ResNet block can transmit the 

feature information from the different convolutional layers in the network. But, it is 

limited by the shortcomings that it can not combine the feature information from different 

branches, or it is limited in width.   

DLA-34 uses the aggregation module to combine the feature from different depth 

layers rather than the method of ResNet which just transport those features to more deep 

layers. Besides, DLA-34 also uses the HDA module to combine the feature from different 

scales by upsampling. More specifically, DLA-34 can transmit the information from 

bottom HDA modules to top HDA modules. In this way, it reuses and integrates these 

feature information from different layers, just like the method of ResNet. 

As a typical encoder to decoder structure, Hourglass merges the information from 

multiple scales like DLA-34. The purpose is to catch all the features in various scales 

from an image, which makes use of downsampling and upsampling to avoid losing the 

small object. In the downsampling part, it will employ the pipeline to deal with the input 

image in multiple scales. Then, in the upsampling part, it will merge those features 

extracted from the downsampling part. Hence, it can also efficiently merge and reuse the 
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feature information from the input image, which is similar to the DLA-34. In a word, 

DLA-34 and Hourglass have a better performance in the convergency than the ResNet-

18. 

However, for time-cost analysis, the model ResNet-18 has the lowest time cost with 

just 0.028 seconds in total, the costs of DLA-34 and Hourglass are very similar, which 

are two times slower than ResNet-18. This speed is still acceptable for our research 

project. However, for their accuracy analysis, the performance of ResNet-18 is not as 

good as in the time cost analysis, which is related to the speed. The best performance of 

accuracy among those three models is from DLA-34.  

After the analysis of the performance in convergency, we know the structures of 

DLA-34 and Hourglass are more complex than the ResNet. Through those complex 

structures, DLA-34 and Hourglass could have better results of accuracy than ResNet. 

Those complex structures, for example, HDA and IDA of DLA-34, downsampling, and 

upsampling for Hourglass, could help DLA-34 and Hourglass to extract more useful and 

complicated feature information. Hence, DLA-34 and Hourglass could have a better 

performance on accuracy. 

However, these advantages will limit the speed of their performance in time cost. In 

other words, the reason why ResNet-18 has better performance is due to its simple 

structure. Unlike the complex structure of DLA-34 and Hourglass, ResNet-18 need not 

deal with the information acquired from different branches. It just passes those feature 

maps from the layer in different depths. This condition helps it to save a lot of 

computational time. 

For object detection, we have to make a tradeoff between speed and accuracy. 

Therefore, by comprehensively analyzing the above data, in this project, we chose DLA-

34 as the backbone of our CenterNet model to settle this fruit detection problem. 

Figure 5.1 shows the image samples for CenterNet based on DLA-34 net. From 

Figure 5.1, we find that those full-view fruits should be detected from an image perfectly. 

Even if there are several fruits at the corner being ignored by CenterNet but for those 

central fruits, our model can find them easily.  
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Figure 5. 1 The successful examples for fruit detection based on DLA-34  

 

Figure 5. 2 The missed fruits detected by using CenterNet based on DLA-34 

 

    Figure 5.1 and Figure 5.2 show us a view of the results of CenterNet. We find that 

the results are quite well. As shown in Figure 5.1, each fruit is detected by using our model 

very clearly. For the second one, even if some fruits are not correctly detected, the results 

are still acceptable. 
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Figure 5. 3 An example of single apple detection 

 

 

Figure 5. 4 An example of single banana detection in digital image 

  

 

Figure 5. 5 An example of multiobject detection from a given image 
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Figure 5.3 and Figure 5.4 show examples of single object detection from an image. 

Figure 5.5 demonstrates multiobject detection from a given image, which reveals that our 

model is able to detect both single object and multiobject with high accuracy. Besides, 

the size of this apple has a considerable difference in Figure 5.3 and Figure 5.5. Our model 

still is able to detect them from the given images. 

In this thesis, we find the performance of our network is quite well. It cannot only 

detect the class of our fruit correctly but also mark those fruits appropriately. It means all 

three heads, which are center, size, offset, work well.   

 

 

Figure 5. 6 An example of missed detection 

 

Figure 5. 7 An example of missed detection due to overlapping 

 

    Figure 5.6 and Figure 5.7 show us two failed cases of fruit detection. In Figure 5.6, 

it does not detect this conspicuous banana, but it does detect the pear in the corner with a 
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confidence of 0.6, The pear is hard to be found, even by using our human eyes. Figure 

5.7 shows that there are two pears at the bottom-left corner of the image, but our model 

could not detect them. Figure 5.8 shows that a pear is occluded by apples and pears. Our 

model is still able to detect the green pear with a confidence of 0.4.  

 

 

Figure 5. 8 An example of correct detection due to overlapping 

 

 

Figure 5. 9 An example of missed detection 

 

   From Figure 5.9, we see that there are several apples on the top-left missed, even if 

they are very obvious for our humans. In Figure 5.9, we see that our model based on 

DLA-34 is available for fruit detection, though there are still problems. For these 

problems, the following part will discuss the potential reason why our model loses those 

objects.   
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    CenterNet, as a kind of anchor-free detector, finds the center point of an object from 

a heat map instead of from anchors. As the methodology part description, the heat map is 

mapped from the feature map by using a Gaussian kernel. Then, we use a kind of focal 

loss function to train our model. 

 Among these steps, if two objects are very closed to each other, their center point will 

influence each other. Generally, there two objects will be thought of as one object after 

the downsampling. The reason is if they are very closed to each other in the original image, 

after the downsampling of 4, the distance between them will be squeezed strongly, then 

they will be thought of as one object in the heat map. Due to the same reason, if the center 

points of two objects close to each other after downsampling, our model will only detect 

the center point with the bigger value. An example is shown in Figure 5.10. 

 

 

Figure 5. 10 An example of occlusion 
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Figure 5. 11 An example for correctly detect occlusion 

 

    The occlusion problem is not always happened, for instance, in Figure 5.11, our 

model successfully detects this overlapping problem, even though they have the same 

class. So, considering the accuracy of our model based on DLA-34, we could accept the 

casual mistakes.  

    As a kind of one-stage detector without anchor, its performance on our dataset is 

quite good. The accuracy of the anchor-free detector is rather high based on our dataset 

by using three heads from the heat map. As a one-stage detector, the speed is also very 

impressive though its detection methods are based on feat maps without complex and 

redundant computation compared to SSD and Faster R-CNN. 

   Hence, considered the performances of speed and accuracy, this CenterNet model 

based on DLA-34 is acceptable for our fruit detection. As a kind of DL-based methods, it 

combines the development of one-stage and anchor-free methods to provide a tradeoff 

between speed and accuracy. 

5.2 Discussions 

In this session, in order to avoid the disadvantage of the two-stage detect method which 

will lead to a slow speed, as well as of the anchor method which will produce a redundant 

computation, the CenterNet network is utilized to detect fruits by using our model. By 

using the center point of a visual object from the heat map, it could achieve the ideal 
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result.  

In our experiments, three DL-based methods were used to be the backbone of the 

CenterNet model. All the methods could converge after 50 epochs, ResNet-18 is a little 

bit faster than Hourglass and DLA-34, even though, the speed of Hourglass and DLA-34 

is still acceptable. After accuracy analysis, we find that the DLA-34 has the best result 

based on mAP.  

For the results of convergency, speed, and accuracy, we compare the differences 

between their structures. As the backbone of our model, the ability of each network is 

compared based on this same dataset.  

As the first method which was put forward to use the shortcut, ResNet-18 is 

successful. However, limited by the structure itself, it can only transmit features from 

different convolutional layers, even if it can jump over several layers, but it can not merge 

or combine those features. Hence, this shortcoming limits its upper bound in accuracy 

and converge speed. So, its performance on accuracy is not as good as on speed. 

Hourglass overcomes the limitation of combing different features to make the 

detection process more efficient by upsampling to merge different features. It uses 

downsampling to deal with the input image to extract features in different scales. In this 

way, each convolutional block is able to deal with different scale features in a very subtle 

scope. Following, upsampling is used to combine those features from different scales to 

implement the most detailed feature consolidation. As the result, its speed is a little slower 

than ResNet, but the accuracy is quite good. 

 DLA-43, as a consequent model of GoogLeNet, combines both the features from the 

depth and the width, which uses the aggregation module to combine the small feature in 

the first step. It uses the HDA module to merge those features extracted by using 

aggregation modules. After these steps, it fuses those features extracted from the HDA 

module with different depths. Finally, all the feature information from different depths 

and widths is used to detect an object by merging them from different modules. 

 As the experimental results show, the proposed model achieves the highest score in 

the aspect of accuracy, which is much higher than ResNet-18. For the aspect of speed, 

even if it is similar to Hourglass, and slower than ResNet-18, considering the balance of 
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speed and accuracy, we think this model based on DLA-34 is acceptable. 

From the final image data, we find that the CenterNet based on DLA-43 is able to 

detect fruits from an image. For those images, our CenterNet could detect a single fruit 

or multiple fruits together. For those occluded fruits, our model still detects the fruits 

which are overlapped. Thus, this model is also able to detect fruits from digital images. 

5.3  Limitation 

As a kind of DL-based method to handle this fruit detection problem, our proposed model 

CenterNet based on DLA-34 can fix it very successfully, which has a good performance 

based on both speed and accuracy. 

However, though this model has a fairly good performance base on our dataset, there 

are still several problems. Firstly, the structure of our model, as a tradeoff between speed 

and accuracy, can be improved. A newer method can be deployed to compare with our 

model. 

As the inherent problem of the heat map, it will miss small objects if two centers of 

these small objects are too near. Especially, after downsampled four times, the small 

objects in the same class will be thought of as a part of the big object, which will lead to 

the overlapping problem. 

 With a good ability to detect fruit, our model is thought of as a good DL-based 

method. However, DL-based methods generally need more data to be trained so as to 

achieve better performance. In our research work, limited by the time and the resource, 

we can not obtain so many images. Hence, we only detect four classes of fruits with 1,600 

images or so. Meanwhile, the sample diversity is also limited by our dataset. Hence, in 

the following sections, more datasets and classes can be collected for the models. 

 Even though our model has a quite well performance in this research work. However, 

just as we stated in our methodology, our model is simplified to make it suitable for our 

developing platform. Limited by GPU memory, the ResNet-18 is deployed rather than 

more powerful methods such as ResNet-101. With a more powerful platform, the ResNet-

based methods will acquire a much better performance than this simplest ResNet-18. Of 
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course, a more powerful platform is much useful for other complex models. Especially, 

to train different models and to compare their performances, an ideal platform will lead 

to a better result, typically, in the speed and accuracy of the desirable models. 

 Briefly, even if with good performance, our research work still has several limits. 

Mainly, the developing platform limits the structure of our model, which leads to that 

only the small and simple network was possible to be implemented. Limited by the 

structure of CenterNet, it has some limitations whilst processing the small objects which 

are squeezed together. As a DL-based method, more datasets could aid us to get more 

features so as to achieve better performance.  
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Chapter 6 

Conclusion and FutureWork 

 

 

In this chapter, we will summarize our methods of this 

project, including how we start our research and the 

background of object detection based on two branches, ML-

based and DL-based methods. We also talk about our model 

based on three different backbones. Finally, we showcase 

the outcomes of this research project. The limitations and 

future work will be analyzed at last. 
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6.1 Conclusion 

The purpose of this thesis is to find a practical model that could settle fruit detection from 

digital images. For this purpose, our methods from two main branches of computer vision 

were discussed. Firstly, three models are proposed based on ML-based methods, which 

comply with the same process, region selection, feature extraction, and classification.   

 After reviewed ML-based methods, in this thesis, we overview the DL-based 

methods. Thus, in this thesis, we firstly introduce the history of ANNs. Then, the 

development of ANNs also is detailed from Perceptron, MLP, DBN, CNN, LeNet, 

AlexNet, VGGNet, GoogLeNet. After listing the achievement of CNN in image 

classification, we delineate the development of object detection based on the DL-based 

methods. R-CNN, as the base of the DL-based method, has been employed for visual 

object detection in computer vision for several years. As the successive new model, it is 

influenced more or less, which keeps the working process the same as the ML-based 

method but changes the region selection method from the sliding window method into a 

selective search method.  

Moreover, the most important change it makes is that it deploys the CNN network 

to extract features rather than using the traditional ML-based feature extraction method. 

Followed R-CNN, Fast R-CNN and Faster R-CNN were designed for object detection 

questions. This thesis also briefs YOLO and SSD methods. Finally, the structure of 

CenterNet is expounded with three backbone: DLA-34, ResNet-18, and Hourglass. In the 

last part, we compare the performance of the model based on various backbone modules.  

In this chapter, the difference in the structure among these three backbones is 

identified. ResNet-18 as the simplest model achieves the fastest speed. However, its 

performance of accuracy is not ideal as the accuracy is the lowest. The reason is thought 

of as that its structure only transmits the information between various depths, and does 

not merge them. In this way, it could save time, but it will also limit its ability for 

extracting and utilizing those features. 

After fully analyzed ResNet-18, in this thesis, the performances based on the 

backbones of Hourglass and DLA-34 have been stated. The hourglass was designed to 
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extract features from an image, its structure looks like an hourglass, consisting of two 

main parts, downsampling and upsampling. The downsampling is applied to extract 

features as more as it can get from the image, upsampling is employed to merge those 

useful features. Through that method, it can detect various objects of different sizes. 

Hence, it has a better performance on accuracy than the ResNet-18. Even if its speed is 

not faster than ResNet-18, but still acceptable. 

With a distinctive structure, DLA-34 is introduced. From the structure of DLA-34, 

we know that its idea is similar to Hourglass, which combines and merges different 

features not only from different depths but also from different widths. But its structure is 

more complex than Hourglass, hence, it extracts feature information and merges them in 

a different way. It combines the feature from several aggregation modules by using HDA 

modules. Those features from different scales and widths will be merged to be some more 

complex features just like what our visual cortex doing. Then, IDA modules will be used 

to combine these features from different depths. As a result, it can combine the feature 

information from different depths and widths, meanwhile, the postprocessing can assist 

this model to be trained better because of those more useful features. 

Eventually, DLA-34 was chosen as the backbone to design CenterNet. For training 

this CenterNet model, the loss function is needed to evaluate the performance of our 

model. It consists of three parts. Based on the original idea, it needs to consider the center 

point loss, the offset of the center point, and the size of the predicted box. Hence, this 

thesis combined these three losses to assess our model. 

Moreover, to overcome the disadvantage of one-stage about easy sample dominant 

problem, a focal loss-like loss function is used in this thesis. The reason why this problem 

will undermine our detector is that even each negative sample loss is very small, with a 

large number of them, the amount will be very large. It will make our model hard to be 

converged.  

The loss function inspired by the focal loss method will make the training of our 

model concentrate on hard samples, instead of easy samples. This will accelerate our 

training process by adaptively selecting the hard samples. 

Throughout these methods, our model could obtain a tradeoff between speed and 
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accuracy. After model training and testing, the results show that this model could be used 

to tackle the fruit detection problem by taking account of both speed and accuracy. 

However, there are still several problems with this model, which mainly are the 

missed detection, limitation about hardware or software. Firstly, if the center points of 

two objects are too closed after downsampling, it casually leads to the missed objects in 

the detection, especially for those small and squeezed objects. Then, limited by the 

hardware of our developing platform, especially for the memory of GPU, our backbone 

net is simplified to fit our platform. This change limits the ability of our model and impairs 

the performance of our model, which could not present the best performance based on a 

more complex structure. As a typical DL-based method, more data will help our model 

get better performance. Limited by the time and resources, our dataset is also not 

sufficient in quantity and classes. 

All in all, in this thesis, we put forward fruit detection in the agricultural harvest 

robot. We prob the object detection problem based on computer vision, which is mainly 

comprised of two branches: ML-based methods and DL-based methods. 

We briefly introduce the ML-based methods, such as VJ-method, HOG+SVM, and 

DPM methods. Then, we reviewed the DL-based methods. Inspired by human brain 

structure, the DL-based methods have a great development in the last decades, which has 

overpass the ML-based method and our human visual system. Hence, we shortly 

introduced the background and history of ANNs based on classification, from Perceptron 

to MLP, LeNet, AlexNet, VGG, GoogLeNet. Then, we discuss the achievement of CNN 

in object detection, from the base R-CNN, Fast R-CNN, Faster R-CNN, YOLO, SSD to 

CenterNet. We concisely present the innovation and shortcoming, finally, CenterNet is 

decided to be used as our proposed model. 

After designing the algorithm to conquer the problem of easy sample dominant and 

collecting dataset, we choose three networks, DLA-34, ResNet-18, and Hourglass as our 

backbone to train our model. Based on the result of our model, considered the 

convergency, speed, and accuracy, the DLA-34 method is finally chosen as our backbone 

to tackle this fruit detection problem. 

Compared with those three backbones, we give the limitation of our research. 
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Limited by the inherent of our model, the process of mapping the input image with the 

feature map will lead to a casually missed detection. Limited by the developing platform, 

the ability of our model is undermined to make it suitable for our GPU. We also believe 

more data is useful to improve the performance of DL-based methods. In a nutshell, the 

CenterNet based on DLA-34 is a method that is able to successfully handle our fruit 

detection problem.  

6.2 Future Work 

In this thesis, our dataset maybe not enough. 1,690 images were collected in our dataset, 

1,352 of them were used for training. Hence, only less than 400 images for each class. 

For the DL-based methods, more training data means the network could be trained much 

better for the reason that those data contains a vast deal of useful noises. Those noises 

could help DL-based methods to alleviate overfitting. 

 For the backbone nets, the reason why we chose DLA-34 is that our hardware is 

limited in CPU and GPU. Hence, we could not design a huge model, otherwise, we would 

not deploy and train it based on our laptop computer. In future, a more powerful backbone 

and training platform should be accommodated to design a better model. This will help 

us to design and compare those models more quickly and easily. The more important issue 

is that it could make sure we will test our best model based on the limited dataset. 

 For the fixed problem of CenterNet, in future work, the new tricks are employed to 

deal with those little problems. The CenterNet is directly replaced by a newer model to 

achieve a better result for this fruit objection problem. 
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