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Abstract

Over the last decade, the advent of vehicular ad-hoc networks (VANETs) fulfilled various functionalities in intelligent transportation systems (ITS). Typical safety applications in ITS include exchange of mutual awareness messages among vehicles, broadcast of warning messages, cooperative driving and so on. The main purposes of these applications are to mitigate the risk of road accidents and improve the traffic efficiency. All of them rely on the technologies of vehicle-to-everything (V2X) communications, in which vehicles can communicate with vehicles, portable devices, as well as infrastructures. However, due to the highly dynamic topology of VANETs, lossy channels and limited bandwidth, the reliability and effectiveness of V2X communications is of great concern in both academic research and commercial applications. In this thesis, we aim to address the existing issues of unreliability and inefficiency in safety message dissemination. We propose a novel medium access control (MAC) protocol, enhancing the performance of the network through optimizing the MAC, and bettering resource allocation in (fifth generation) 5G cellular-V2X.

A hybrid MAC protocol, namely NC-PNC MAC, for basic safety message (BSM) dissemination is proposed, based on the framework of Dedicated Short-Range Communications (DSRC). In the protocol, BSMs are chiefly broadcast during a centralized session, while a distributed session is reserved for unqualified vehicles that may only apply legacy DSRC MAC. Such characteristic not only can effectively suppress the transmission collisions but possess the compatibility with IEEE 802.11p. In addition, the integration of Physical-Layer Network Coding (PNC) and Random Linear Network Coding (RLNC) further strengthens the reliability and efficiency for BSM dissemination. Comprehensive simulations indicate that, compared with existing schemes, the proposed protocol can significantly improve the packet delivery ratio (PDR) by a range of 20% to 300%. Meanwhile, the normalized throughput of the whole network is substantially boosted by a varying percent between 20% and 160%.

Extended studies involved in the hybrid NC-PNC MAC are conducted with the purpose of shedding light on the protocol and enhancing its performance further. The relevant studies include: 1) developing a mathematical model to analyse the subcarrier collision probability in an OFDMA scheme, the communication complexity of the MAC as well as the average PDR performance of the network; 2) identifying the key factors and investigating how they affect the PDR performance and delivery latency; 3) proposing two distinct strategies of performance enhancement based on the prior analysis and investigation. One is to adjust the parameters of the protocol, while the other is to add extra relay nodes. Under the consideration of the requirement on delivery latency, the PDR can be boosted by 10% to 40% higher at an insignificant cost.
Except for V2X in DSRC, V2X communications in 5G cellular networks are becoming a spotlight, and more advanced services are enabled in the 5G networks. To support those services, cutting-edge techniques are employed in both physical layer and MAC layer of the 5G cellular V2X. Among those techniques, resource allocation is an essential part as it determines how effectively the limited resources are utilized.

In addition to studies carried in DSRC-based V2X networks, in the thesis, we also conduct research on 5G-V2X networks, focusing on dynamic resource allocation in mode 3 and developing three algorithms. The first one is based on random allocation as a benchmark method, in which resources are randomly and exclusively allocated to different users. The second one is based on location-aware resource allocation (LARA) strategy tries to reuse the spectrum according to vehicle’s instant locations. To investigate their performances, we develop a network model for 5G V2X communications in urban areas, and then employ typical V2X services in the analysis. Simulation results reveal that the two algorithms for resource allocation, while able to eliminate or reduce interference at reception, cannot provide guaranteed services, especially for the enhanced V2X services. The third proposed algorithm is a self-adaptive fuzzy logic-based resource allocation strategy (named FUZZRA). In FUZZRA, multiple factors are considered, such as data rate, interference level and message priority. By comprehensively processing the factors, the FUZZRA can intelligently dedicate resources to vehicles and other devices. Compared with the two prior proposed schemes, the fuzzy approach can effectively improve the resource utilization and boost the network performance; thereby satisfying the stringent requirements of the services.
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Chapter 1 Introduction

In this Chapter, we present the background information about services provided in the intelligent transportation system (ITS) and how vehicle-to-everything (V2X) communications supporting those services. Following the background, important technological advances in V2X communications are stated, and then research motivations, objectives and main contributions are described.

1.1 Background

1.1.1 Basics about V2X Communications

Over the past decades, propelled by the economic development and explosion of global population, demands of motor vehicles soared significantly. Vehicles have dominated land transportation and de facto became a necessity in most of daily circumstances. With the increasing concerns of environmental issues, the beginning of 21st century witnessed the revival of kinds of electrified vehicles and emergence of other vehicles driven by new energy sources, further enriching the automobile market. Especially in recent years, along with the progress in computation capability, wireless communication technologies and other related technologies, people’s attention has been transferred from basic demands like speed and convenience to safety, comfort, autonomy and intelligence, while considering modern vehicles and transportation system. Among those objectives, road safety is highly prioritised. However, according to the World Health Organization (WHO) Report on road safety [1], road accidents result in deaths of approximately 1.3 million people over the world each year and leave more than 20 million people with non-fatal injuries. To reduce the risk of road crashes, an intelligent transportation system (ITS) that incorporates advanced technologies and management solutions was devised [2]. The ITS targets on creating an accident-free vehicular environment, enhancing the transportation efficiency, and providing on-board infotainment services at the same time. To achieve these goals, a series of services need to be supported. They include basic safety services [3] (e.g., collision prevention and hazard warning), enhanced safety services [4-5] (e.g., cooperative sensing, advanced driving and traffic efficiency) as well as infotainment [6-7] (e.g., multi-media streaming, advertisement and Internet surfing).

V2X communication is a key determinant in the framework of ITS [8]. The concept of V2X communications contains vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-pedestrian (V2P), and vehicle-to-network (V2N) communications [9]. V2V communications expect vehicles that are in proximity of each other to directly exchange information, such as basic safety message (BSM) that include dynamics and status of vehicles, including current location, instantaneous speed, acceleration, direction and so on. V2I communications involve in vehicles transmitting data to a roadside unit (RSU), which is typically installed in fixed infrastructure such
as lamp posts or traffic lights, or obtain information (e.g., traffic information, warning messages, etc) from an RSU\(^1\). Vehicles supporting V2N communications are communicating with a server also supporting the V2N applications via the Evolved Packet System (EPS) [25]. Regarding V2P communications, it is to protect the vulnerable road users carrying portable devices like smart phones in some dangerous traffic situations. Nevertheless, both V2N and V2P communications are distinct from the other two cases due to the properties of devices. For instance, V2P has limited communication range and radio sensitivity because of lower battery capacity and antenna design.

Most of the services supported by V2X communications described above in ITS fall into two categories: safety-related services and non-safety-related ones. The purpose of the former is to assist drivers in improving consciousness of surrounding vehicles and potential dangers, thereby avoiding accidents in dangerous situations. In fact, most of the accidents are due to distracted driving or improper behaviours of the drivers, who also face to unknown hazards, such as the presence of vehicles in their blind zones, abrupt braking by the vehicles in front and so on. Without adequate knowledge of locations and status of vehicles in the vicinity, a driver cannot completely avoid accidents even if he or she drives a car in a precautionary way. To solve the problem, safety messages are broadcast in vehicular networks including vehicles, pedestrians and infrastructure. According to their distinctive functionalities, typical safety services include intersection collision avoidance, emergency call services (police, fire, ambulance), lane-change warning, and blind-zone assistance [11-12]. They can be further divided into two types: services with periodic transmissions and event-trigger applications. The first type is used to prevent accidents by periodically exchanging BSMs\(^2\) (also known as safety beacons) or other safety information among neighbouring vehicles, whereas the second is for conveying emergency messages (e.g., traffic accidents and hazardous weather conditions) to vehicles in a specific geographical area. A BSM generated by each vehicle usually contains a vehicle’s instantaneous status information, such as velocity, direction, acceleration, and position. These data are yielded by various sensors and Global Positioning System (GPS) rigged on each vehicle. A periodic exchange of BSM packets can create mutual awareness and alert drivers in time, thus avoiding road accidents. It is remarkable that safety beacons are massively generated at all times, but event-trigger information only originates from a few sources when urgent situations or events take place.

On the other hand, the non-safety services have drawn a great deal of attention as well by affording on-board infotainment and other personal or commercial services. Typically, these services may include audio-visual contents, Internet surfing, road navigation, on-board virtual conference

---

1 Data sent from RSU to vehicle is also referred to I2V communications, which can be regarded as a special type of V2I communications.
2 BSM is a term in the US standard [13], and it is also referred to as Cooperative Awareness Message (CAM) in the European standard [14].
and so on [3-8] [82-84]. The non-safety services can offer commercial information, entertain people who are travelling or commuting by vehicles like bus, and convey different types of useful information and social interactions via social medias, emails, and other on-line applications. These functions make them become a necessary part in ITS. In short, they can greatly enrich people’s lives and provide convenience. However, the non-safety services generally have lower priority than the safety-related counterparts in many vehicular networks, according to the Third Generation Partnership Project (3GPP) standard [9].

Fig. 1.1 shows some typical V2X communications at an intersection in ITS. It includes V2V, V2P and V2I communications. Those different types of V2X communications can support various services. For instance, V2V communication can enable vehicles in proximity to be aware of each other, while V2I communications may enlarge the range of communications among vehicles by forwarding messages further. V2P communications can alert the drivers that pedestrians are approaching or crossing road, which can prevent accidents due to unawareness or aggressive driving.

Experts from both academia and industry have endeavoured to fulfil various functionalities envisioned in ITS by creating technologies for V2X communications, and two widely recognised technologies have been proposed. One specific technology is Dedicated Short Range Communication (DSRC) [15]. Technically, DSRC consists of a stack of protocols [13] [16]. The IEEE Standard 802.11p [17] is the basis to provide specifications for physical (PHY) layer and medium
access control (MAC) layer. Middle and high layers of DSRC are structured by the IEEE 1609 working group [18-21]. More details of these protocols will be elaborated in Chapter 2.

Since the debut of DSRC in the first decade of the 21st century, concerted efforts have been made by experts from both industry and academia. In 2002 the U.S. Department of Transportation (DOT) and a consortium of automakers started a collaboration in the study of DSRC-based collision prevention. The project VSC and CAMP [128], which were both supported by DOT, have demonstrated the feasibility of a few of V2V safety applications including forward collision warning, blind spot warning, control loss warning, hard-brake warning, intersection movement assist and so on. Meanwhile, numerous similar projects involved in DSRC have also been conducted all over the world. The CVIS [129] platform initiated by European Union can support multichannel terminals that enabled continuous Internet access, open communication architecture, enhanced positioning and commercial applications by adopting different radio interfaces including Global System for Mobile Communications (GSM), Universal Mobile Telecommunications Systems (UTMS) and DSRC. Similarly, the SAFESPOT [130] realised applications like accurate localization, dynamic local traffic maps and scenario-based evaluation of safety applications. Based on experimental data, the authors in [35] showed the characteristics of DSRC networks and analysed how typical factors affected the network performance. Researchers attempted to address discovered issues and improve the reliability and scalability for inter-vehicle communications by introducing new techniques, such as adding congestion control [34] [40] [44], adopting repetitive transmissions [36], exploiting network coding [45-47] and so on.

Apart from DSRC, another technology is cellular V2X or C-V2X, which is based on long-term evolution (LTE) networks and fifth generation (5G) networks. The concept of C-V2X was firstly proposed as a part of cellular networks by 3GPP in 2016 in Release 14 [24-27], which established the foundation for communications to support 27 basic use cases [9]. Those basic use cases comprise basic safety and non-safety applications, such as collision warning, dynamic traffic control, which can warn drivers early in case of potential collisions or improve traffic efficiency. C-V2X has been evolving since the advent of 5G networks. In order to satisfy the requirements of advanced application from automotive industry, the latest Release 15 in 2019 has additionally defined four types of enhanced V2X (eV2X) services [28], including extended sensing, vehicle platooning, advanced driving and remote driving. Different from IEEE 802.11p, which only has one radio interface and applies carrier-sense multiple access with collision avoidance (CSMA/CA) at MAC layer and orthogonal frequency-division multiplexing (OFDM) at PHY layer, the 5G C-V2X contains two radio interfaces. One is cellular interface (called uU) that supports vehicle-to-infrastructure communications, while the other, known as PC5 interface, supports direct V2X (i.e.,
vehicle-to-vehicle and vehicle-to-RSU) communications (also known as sidelink communications) between vehicles and vehicles; and vehicles and other user equipment\(^3\) (UEs).

In recent years, numerous projects and studies have been carried out in various respects of C-V2X. To show the performance of 5G C-V2X, the 5G Automotive Association (5GAA)\(^4\) firstly launched a series of benchmark tests on BSM delivery [131]. The tests include congestion control, V2V message exchange in both line of sight (LOS) and non-line of sight (NLOS), as well as interference tests. The report confirms better performance of C-V2X than DSRC in key performance indices. In Europe, the 5GCAR project [133], supported by EU Commission, developed an overall 5G system architecture to provide optimized end-to-end V2X connectivity. It demonstrated a lane-merge coordination use case in France in 2019. A central planning system in the demonstration can recommend individual actions, including acceleration, deacceleration and lane changes, by collecting status information of connected vehicles. Meanwhile, researchers from institutes also performed important investigations to either promote the feasibility or provide more insights in C-V2X communications. Some studies were conducted for dedicated services in C-V2X. For instance, researchers have developed different strategies to match the latency and reliability demands of platooning applications in cooperative driving [115] [132]. There are also a number of works that contributed to the content dissemination. A case in point is a regional-centralized heterogeneous content dissemination scheme for 5G C-V2X using millimetre-wave communications [6]. The scheme can ensure a low-delay service in multimedia content dissemination. Advanced resource allocation and scheduling approaches were proposed to enhance the packet reception [50-51]. The work in [52] theoretically modelled the average PDR as a function of the distance between transmitter and receiver.

Vehicular networks running DSRC protocols are distributed networks, where mobile nodes contend for accessing channels. Such distributed networks are flexible and have lower management overhead. However, the ability of DSRC supporting reliable communications has been questioned by research that revealed its poor performance in scalability. In addition, due to its limited bandwidth, it is hard to meet the demands of high-speed communication for advanced safety applications and in-vehicle Internet access. Compared to DSRC, 5G C-V2X is promising to overcome those shortcomings and provide high data rate as well as large coverage V2X communications [31]. Although C-V2X seems to have more advantages than DSRC, it is not clear whether the cellular network can additionally accommodate V2X data traffic, especially in the background of

---

\(^3\) To be more accurate, in 5G era, the concept of UE contains cellular user equipment, vehicular user equipment and other equipment involved in V2X communications, such as RSU.

\(^4\) The 5GAA is a global, cross-industry organisation was founded by companies including AUDI AG, BMW Group, Daimler AG, Ericsson, Huawei, Intel, Nokia, and Qualcomm Incorporated in 2016. Its main role is to help develop, test, and promote 5G standards.
explosive increase of data traffic from its existing cellular users. Therefore, a potential hybrid architecture where DSRC and cellular are interworking has also been considered [32-33].

In the coming era of ITS, traditionally mechanical vehicles will be transformed to moving smart nodes that are equipped with diverse sensors and transceivers, by which colossal amount of data are generated, transmitted and received. The various functionalities envisioned in ITS can satisfy people’s increasing needs on safe, comfortable and convenient travelling. Nevertheless, it is still full of technological challenges. On the one hand, constantly changing wireless channels, highly dynamic network topology and widely ranging traffic density are critical tests of network’s performance, scalability, and robustness. On the other hand, many safety applications like BSM have stringent requirements on reliability and latency. The challenges impose considerable difficulty on system design, especially on protocols and schemes in PHY layer and MAC layer. To fight against the adversities and meet the requirements, this study strives for betterment of the MAC protocol in the framework of DSRC, optimization of parameters of the MAC protocol to boost the network performance and effective resource allocation for 5G cellular V2X communications.

1.1.2 Seminal V2X Cases in Industries

Due to the fast development of V2X technologies in past decade and imperative of improving road safety, some organizations have pioneered to deploy V2X in ITS. As a global leader with V2X solutions, Cohda Wireless provides various V2X products including both OBU and RSU, which has the potential to eliminate or mitigate up to 80% of non-impaired-driving collisions [137]. Cohda’s products are widely being deployed or being tested in different scenarios. For example, in a trail of autonomous platooning in Australia’s newest motor-racing circuit, tests confirmed Cohda’s platooning solution can deliver impressive gap management of 5 metre + 0.4 seconds at 95 KM/h by utilizing inter-vehicle communications [138]. In Germany, DIGINET-PS that is funded by the German Federal Ministry of Transport and Digital Infrastructure has been developed to test automated and connected driving under real-life conditions in the centre of Berlin. In the test field, V2X-locate technology, as an important application in V2X services, enables accurate positioning of vehicles in environments where Global Navigation Satellite System (GNSS) performs poorly such as urban tunnels and underground car-parks [139]. Another remarkable large-scale deployment of V2X is the New York city connected vehicle pilot, which is a milestone development in the adoption of connected vehicle technology around the world [140]. The New York pilot encompasses three distinct areas and comprises of over 3000 vehicles consisting of cars, buses, and fleet vehicles. Its goal is to reduce the number of fatalities and injuries resulting from traffic accidents through the deployment of connected vehicle technologies that allow vehicles to ‘speak to each other,’ extending their perception horizon far beyond that of human capability. The NYC deployment is primarily focused on safety applications – which rely on vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I) and infrastructure-to-pedestrian
(IVP) communications. About 14 applications have been developed and these applications provide drivers with alerts so that the driver can take action to avoid a crash or reduce the severity of injuries or damage to vehicles and infrastructure.

1.2 Research Motivations

This section presents our motivations of the conducted studies pertaining to effective safety message dissemination in V2X communications. Three projects constitute the entire study. The motivation of each project is described below.

1.2.1 Unreliability of BSM Dissemination in DSRC-Based V2X

With the dramatic growth of global traffic accidents in past decades, road safety issue has become a cause of great concern in daily life. According to the Global Status Report on Road Safety [1] from WHO, road traffic crashes have led to approximate 1.35 million deaths, numerous injuries, and huge number of property loss. Many factors contribute to vehicle accidents, most of which are due to distracted or improperly behaved drivers, who also have to face potential hazards at the same time, such as the presence of vehicles in their blind zones, abrupt braking by the vehicles in front, and so on.

The proposal of ITS was expected to create an accident-free transportation. In recent years, the advent of vehicular ad-hoc networks (VANETs) fulfilled various functionalities in ITS. One typical and foremost application in ITS is to reduce the risk of road accidents by providing a series of safety-related services, such as collision prevention and hazard warning, etc. The DSRC aimed to realize such safety applications, which can be divided into two categories: periodic and event-trigger application. The former is used to prevent accident by periodically broadcasting basic safety message (BSM, also known as safety beacon) to neighbouring vehicles, while the latter is for disseminating event-trigger messages (e.g., traffic accidents and hazardous weather condition) to vehicles in a specific geographical area. A BSM generated by each vehicle usually contains a vehicle’s current status information, such as velocity, direction, acceleration, and position. A periodic exchange of BSM packets can create mutual awareness in surrounding environment, thus avoiding potential accidents.

In DSRC, vehicles access channels and broadcast BSMs via a mechanism called carrier-sense multiple access with collision avoidance (CSMA/CA). However, this mechanism only works effectively in very sparse networks (e.g., less than 10 vehicles in a vehicular network) [34]. With the increase of traffic density, transmission collisions abound and result in a poor service for safety message delivery. Unlike other unicast communications, there is no retransmission on the occasion of loss of BSMs. Thus, such unreliability is unacceptable for many periodic applications. Meanwhile, BSM packets delivery ratio (PDR) is worsened by 1) highly dynamic topology; and 2) fading channels caused by buildings, bridges and other large objects on road [35]. Moreover,
another challenge comes from the stringent requirement on rather low delivery latency. Being distinct from the event-trigger messages, BSMs need to be rapidly disseminated to all vehicles in the proximity within the lifetime, i.e., 100 milliseconds in DSRC.

Towards tackling the issues of BSM broadcasting in vehicular networks based on DSRC, relevant studies have been carried out, and most of them either attempted to design completely new MAC protocols or enhance the originally CSMA/CA-based MAC protocol. Among all those studies, there are mainly three sorts of strategies proposed by researchers so far, with respects to their attributes. The first type is to replace the original MAC (i.e., IEEE 802.11p) and adopt a new distributed MAC protocol, in which each safety message is broadcast repeatedly in several times [36-37]. Although such approaches can undoubtedly improve the PDR to some extent, they still do not perform well in moderate and dense networks as the collisions caused by repetitive transmissions rise exponentially. To alleviate the adverse effect of lossy channels, network coding (NC) [38] or random linear network coding (RLNC) [39] are employed. However, packet loss rate is still too high to be accepted in dense networks due to the essence of its distributed manner that vehicles still face contentions for medium access and transmission collisions rise. Based on the observation, the second type is centralized MAC protocols that employ time-division multiple access (TDMA) have been proposed to eliminate transmission collisions [40-42]. The flaw of such centralized schemes is that some nodes need to work on coordination for transmissions, which inevitably incur large delay or occupy extra spectrum resources. The third type relates to hybrid MAC. However, they are either more suitable for non-safety message dissemination [47] or far from feasible [93] [104].

Predicated on the above observations, the work in Chapter 3 proposes a hybrid MAC protocol that contains both distributed session and centralized session. It not only effectively suppresses the transmission collisions but possesses compatibility with IEEE 802.11p and good robustness in dense networks.

1.2.2 Performance Analysis and Optimization Problems in the Proposed MAC

Driving safety became a spotlight in recent years, as traffic accidents rose sharply all over the world during past years. Meanwhile, new technologies emerged to prevent road crashes. The advent of vehicular ad hoc networks brought a solution to tackle this issue. As a realization, DSRC was proposed to support a variety of safety applications in VANETs. In DSRC, each vehicle broadcasts its basic safety message periodically to its neighbours. Vehicles that receive those BSM packets can build a neighbourhood map, which could assist drivers in avoiding accidents, since a BSM usually contains a vehicle's instant information, such as velocity, moving direction, and position. However, due to transmission collisions, non-retransmission mechanism and fading
channels, most of vehicular networks suffer a high packet loss rate and a large delivery latency, which are intolerable of many safety applications.

To cope with low reception ratio of BSM in vehicular networks, various methods have been proposed and applied in vehicular networks. To reduce reception failure, vehicles repeatedly broadcast every safety message more than one time during one control channel (CCH) interval in a so-called repetitive transmission scheme [36] in which the repetition times can be adjusted. However, it also increases the probability of simultaneous transmissions. To reduce the transmission collisions, one method is to use a positive orthogonal code [37] or a protocol sequence [43] in transmission scheme, and the other is to lower transmission frequency when the number of detected collisions rises. The authors in [44] attempted to reduce the congestion by dropping certain packets containing redundant or derivable information. Random linear network coding was applied to enlarge the packet reception probability [45-46]. These approaches only perform effectively in sparse networks. The packet delivery rate plummets in dense networks as vehicles still need to contend for accessing channels in those distributed schemes. Furthermore, although centralized MAC protocols seem to be able to eradicate transmission collisions, attempts of applying TDMA-based schemes cannot be deemed as success, because they may lead to a large delay that is unacceptable for BSM delivery.

Recently, researchers developed hybrid MAC protocols that contain both centralized and distributed manners for V2X communications. K. Liu et al [47] presented a network coding assisted scheduling algorithm to disseminate data via V2X communication, but it mainly targets on non-safety applications. The proposed MAC (called NC-PNC MAC) protocol elaborated in Chapter 3 provides a more effective solution, compared with all previous counterparts. It not only exploits joint effect of V2V and V2I communication, but also integrates RLNC and physical-layer network coding (PNC) [62] for safety message dissemination. The protocol outstrips its counterparts in packet delivery ratio (PDR) without causing too much delay for both sparse and dense networks.

However, interesting but challenging questions appears while considering the proposed NC-PNC MAC in depth. At first, it lacks theoretical examination of the MAC. Even though some analytical models, such as Markov chain, have been used to evaluate the network performance in [48] and [49], they are only appropriate for the MAC of DSRC (i.e., IEEE 802.11p). Furthermore, the models opined in the aforementioned works [36-37] [43-46] to analyse the corresponding protocols are evidently apt to either distributed protocols or centralized ones. The analysis in hybrid protocols [47] is not applicable NC-PNC MAC as well, as it does not include PNC in the model. Therefore, to validate the claimed performance and provide more insights on our proposed NC-PNC MAC, it is nontrivial to perform a theoretical analysis on the NC-PNC MAC. Moreover, can the PDR performance of NC-PNC MAC be further improved? Which factor(s) affect(s) its
performance and how to enhance it at the minimum cost? These questions motivate us to carry out a deeper study on the MAC and offer more knowledge for deploying vehicular networks.

1.2.3 Research Gap for Dynamic Resource Allocation for 5G V2X in Mode 3

C-V2X communications in 5G are conducted via the PC5 interface, which is independent on the uU interface supporting uplink and downlink communications with base station. As pointed out in the above, only mode 3 or mode 4 is used for the safety-related applications due to their stringent requirements. The difference between mode 3 and mode 4 lies at how the resource allocation and transmission scheduling are managed. Although the mode 3 allows diverse UEs either to select resources by themselves (like the working mechanism in mode 4) or to be assisted by the eNodeB in mode 3, the latter is more preferable in most of the situations because it is promising to provide a more effective resource allocation within the coverage of the eNodeB.

The sidelink communications\(^2\) adopt single-carrier frequency division multiple access (SC-FDMA) with channel of 10 MHz or 20 MHz in bandwidth. At the physical layer, time is segmented into subframes with the length of one millisecond, while the frequency spectrum is divided into subchannels consisting of a number of resource blocks (RBs). An RB is the minimum unit that can be managed and allocated. In addition, data are transmitted over the physical sidelink shared channel (PSSCH), and the sidelink control information (SCI) that indicates modulation and coding scheme (MCS) is transmitted over the physical sidelink control channel (PSCCH).

Much attention has been paid on 5G C-V2X communications in recent years. The authors in [30] compared features among four different work modes and concluded that vehicles working in mode 1 and 2 may incur large latency. Based on mode 4, the project in [50] studied link-level packet reception ratio and the study in [51] designed a novel scheduling mechanism for eV2X services. In addition, with the application of the standardised semi-persistent scheduling (SPS), analytical models were built to analyse the performance in mode 4 [52-53]. Apparently, none of the above analysed the C-V2X performance in mode 3, in which the transmission scheduling and resource allocation of all V2X communications are controlled by an eNodeB.

Resource allocation is an indispensable element in C-V2X networks as it has a tremendous impact on the network performance. Schemes of resource allocation were studied in [54] and [55], but they are either for uplink or downlink communications in the LTE cellular networks. In fact, a few of studies about dedicating spectrum resources have been conducted previously. For example, the authors in [56-58] proposed different resource allocation schemes to minimize co-channel interference between device-to-device (D2D) communications and uplink/downlink communications. Nevertheless, such schemes do not work for 5G V2X communications that use separate

\(^2\) Interchangeable term for C-V2X communications in 5G
frequency band with the uplink/downlink links. An autonomous reuse partitioning scheme described in [59] tried to reuse channels among different base stations, but it is far from V2X communications as the base stations have static positions. The subcarriers allocation scheme in work [60], though with lower complexity, does not allow to reuse the subcarriers among different users for the OFDMA system. The objective of resource optimization in paper [61] relies on the connections between Fog Computing-Zone Controllers and Fog Computing BBU Controllers in 5G VANETs rather than resource blocks (RBs) in PHY layer.

From above discussions, on the one hand, all prior studies in 5G C-V2X emphasized on analysing either link-level performance or a partial cellular network in mode 4. On the other hand, regarding how to allocate resources of physical layer, previous algorithms in LTE D2D communications cannot be directly applied in 5G C-V2X. Moreover, unlike mode 4, 3GPP does not specify how to reserve resources for UEs in mode 3. Apparently, there is a research gap in resource allocation in C-V2X communications, especially for mode 3. For instance, can C-V2X communications meet the stringent requirements including latency and reliability specified in the standard, especially in urban areas with dense vehicles? Which algorithm is competent to allocate resources properly in mode 3 and how about the performance of an entire cellular network if the algorithm is adopted? Moreover, it is also worth studying how resource allocation affects network performance. Unfortunately, answers to these questions are still unknown and prior studies cannot respond to them. Motivated by these research incentives, we work on analysing network performance of a 5G network for C-V2X and propose a fuzzy logic-based strategy for resource allocation to boost resource utilization.

1.3 Research Objectives

In this thesis, we chiefly study information dissemination via V2V and V2I communications. Since the safety-related services are the foremost parts in ITS as well as the unsolved issues in V2X communications pointed in the above section, the objectives of this thesis concentrate on how to effectively disseminate safety messages. Three main research objectives of this thesis are described as follows.

- The BSM reception rate needs to be improved, especially in dense networks. To ensure drivers having enough time to take measure in case of danger, the interchange of BSMs among vehicles should be done in a large area and completed within BSM’s lifetime (i.e., 100 ms in DSRC). To reach such goals, we first propose a novel MAC protocol based on DSRC. In addition, the compatibility of our proposed MAC with the IEEE 802.11p is also noteworthy as legacy users of DSRC may also exist at the same time.
- Taking into account the deployment of our proposed MAC, mathematically modelling the new MAC can provide more insights while adopting the MAC in the vehicular
networks. Based on the analysis, the thesis will explore how to optimize the protocol in order to enhance the overall performances.

- Regarding the C-V2X communications in 5G networks, we will endeavour to satisfy the stringent requirements on the latency and the reliability. To this aim, various strategies of allocating physical resource blocks and time resources to different vehicles will be studied as resource allocation is the main determinant of the network performance. Moreover, different types of services, including both safety and non-safety services, are considered in the research.

### 1.4 Main Contributions

As motivated by the discovered problems existing in V2X communications presented in Section 1.2 and the objectives defined in Section 1.3, studies have been conducted to grapple with those problems. The following parts summarise the main contributions made in this thesis.

1. In Chapter 3, in order to improve the reliability and the efficiency for BSM dissemination in V2X networks, we propose a hybrid MAC protocol based on the framework of DSRC. The hybrid MAC is partially centralized and partially distributed. It not only effectively suppresses the transmission collisions, but also shows compatibility with IEEE 802.11p and good robustness of PDR performance in dense networks. The main contributions of this study include:

- A novel MAC protocol is proposed for BSM broadcast. It consists of two centralized sessions and one distributed session. The BSM broadcasting, which is coordinated by an RSU mainly takes place in a centralized contention-free session, while a distributed session is reserved for legacy vehicles only supporting IEEE 802.11p and other ineligible nodes to transmit their BSMs via CSMA/CA.

- It integrates PNC and random linear network coding (RLNC) to exchange BSMs efficiently and reliably. It can be widely adopted because both roadway and intersection scenarios have been considered.

- A system model is built, and comprehensive simulations are conducted to evaluate the performances of the proposed protocol, and its communication complexity is also analysed.

2. Chapter 4 is a continuation of study based on Chapter 3. It firstly mathematically analyses the hybrid MAC protocol, and then enhances the performance based on the analytical results. The main contributions of this study include:

- A mathematical model is developed to analyse the subcarrier collision probability in an OFDMA session, the total number of transmissions of the MAC as well as the PDR performance of the network.
• We identify the factors that influence the PDR performance and investigate how they affect the BSM dissemination in V2X networks.

• With the consideration of time constraints, one strategy to improve PDR is to tune the parameters of the protocol. The PDR performance can be improved by 10% to 30% as compared to the previous one (in Chapter 3) with insignificant costs (i.e., only by selecting proper parameters rather than increasing transmission power, etc).

• Based on the observation from simulations, another strategy for performance enhancement is proposed other than adjusting the parameters. One or two pairs of auxiliary relay nodes are identified and designated by the RSU. The auxiliary relay nodes can significantly boost the PDR by applying RLNC as well as leveraging the idle remaining time which is at the end of each transmission period.

3. In Chapter 5, we evaluate the performance of an entire cellular network in urban areas and attempt to shed light on how resource allocation influences the overall network performance in C-V2X networks. For V2X communications in mode 3, three distinct algorithms of resource allocation (RA), including a random selection one, a location-aware one and a fuzzy-logic based one have been proposed.

• Random Selection RA: A simple resource allocation scheme is derived at first as a benchmark for comparison. The two-dimensional frequency-time resources are randomly assigned for each request from vehicles.

• Location-aware RA: In this algorithm, the base stations utilize the instantaneous location information of vehicles. To boost the resource utilization, the BS may allocate the same resources to different transmitters, according to their locations and service types (unicast or broadcast services).

• Self-adaptive fuzzy-logic based RA: In the algorithm, multiple factors, such as interference level, service priority and half-duplex radio, are input variables to the fuzzy system that tries to allocate the optimal resources for each transmission of vehicles.

• A complete network-level simulation model is built based on the NS-3 [63] based on the traffic and road model from SUMO [64] to simulate various V2X services. The network performance is analysed and compared among the above 3 resource allocation schemes.

1.5 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 reviews the basic knowledge and technologies of DSRC V2X as well as 5G cellular V2X, the fundamental concepts of random linear network coding and physical-layer network coding, and other related works of V2X communications for safety-related services. Chapter 3 presents a novel hybrid MAC protocol (named NC-PNC MAC) for basic safety message broadcast based on the framework of DSRC. Chapter 4
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builds a mathematical model to analyse the communication complexity and PDR performance of the NC-PNC MAC. It also figures out how to boost the network performance in two different ways: configuring the MAC mechanism by assigning appropriate parameters or resorting to adding extra relay nodes. Chapter 5 studies various resource allocation algorithms and compares their performance in 5G C-V2X networks. An efficient fuzzy-logic based approach resource allocation algorithm is proposed to allocate PHY resources. The proposed allocation method can maximise the utilization of RBs and make sure the quality of service. Chapter 6 concludes the thesis with some directions for future research.

To be more evident, a flow chart depicting the relationships among those chapters is provided in Fig. 1.2. Chapter 1 introduces background knowledge of V2X communications, research motivations and main contributions, while Chapter 2 reviews related works done previously and discusses fundamental theories. The main technological contents are concentrated in Chapter 3, 4 and 5. The chief contents and features of each chapter are included as well in the figure.

1.6 Summary

In this chapter, we first introduce the background of the emergence of ITS and typical services provided in ITS and their corresponding features. To realise the ITS, the concept of V2X communications was proposed. Key technologies and important research activities for V2X communications are described. Based on the observations and discussions of prior studies, research motivations of the thesis are stated, and the corresponding research objectives and contributions are presented.
Chapter 2 Fundamental Concepts and Literature Review

In this Chapter, fundamental concepts that are intimately bound up with the innovations made in the thesis will be presented. The underlying knowledge includes characteristics of two V2X technologies (DSRC and C-V2X), random linear network coding, physical layer network coding and fuzzy logic theory. Following this, the relevant state-of-the-art studies will then be discussed.

2.1 V2X Network Architecture

More and more vehicles are connected to the Internet or each other through the V2X communication and networks, changing the automotive industry and the transportation system. Being embedded by computing and radio devices into cars, roads, streets, and transit equipment (such as street signs, radars, traffic cameras, and others), vehicles are able to autonomously exchange data with other vehicles (V2V communications), with the network infrastructure (V2I communications), with pedestrians (V2P communications), and so forth. Data is processed and translated into useful information and recommendations to assist users of the transportation system and transit authorities. Such sophisticated communication network is commonly referred to as vehicular network. Vehicular networks connect vehicles to provide a platform for the future deployment of large-scale and highly mobile applications, such as safety applications in ITS described in the first Chapter.

The underlying system architecture of the vehicular network is shown in Fig 2.1. The architecture model mainly comprises four components: In-vehicle domain, ad hoc domain, infrastructure domain, and service domain. The in-vehicle domain contains transceiver modules with radio frequency antenna for each communication interface to enable interactions with different wireless access technologies such as DSRC, Wi-Fi, and 4G/5G. It is also responsible for reliable data transmission, security, IP mobility, and other essential features via OBU. The ad hoc domain is a special class of Mobile Ad-hoc Network (MANET), where the wireless network is created spontaneously for inter-vehicle communications. The two main components are vehicle and RSU. The inter-vehicle communications can be one hop or multi-hop. The presence of RSUs can extend the range of communication by forwarding the messages to other vehicles or serves as a hotspot for Internet access. The infrastructure domain includes the roadside wireless infrastructure and the backbone wired network with middleboxes. The roadside wireless infrastructure can be RSUs (DSRC), Base Stations (eNB) or other smart infrastructure. The wired network infrastructure components can be access switches, routers, open flow switches and controllers (in case of Software Defined Network), edge nodes, fog nodes, and gateways. The service domain is the top layer of the architecture that provides services to the vehicles using the infrastructure domain via V2I/I2V connectivity. They are divided into two main classes: traffic-related services and generic services.
To support communications in vehicular networks, different standards and protocols are developed by different standardization bodies including the Institute of Electrical and Electronics Engineers (IEEE) in North America, the European Telecommunications Standards Institute (ETSI) in Europe, and the Association of Radio Industries and Businesses (ARIB) in Japan. Those standards are different in operating spectrum band and the supported applications, etc. Fig 2.2 overviews the stacks of protocols by comparing with the famous Open System Interconnection (OSI) reference model.

Fig. 2.1: Vehicular network architecture [141].
Fig. 2.2: Vehicular network protocols as defined in the standards IEEE 1609.0 (North America), ETSI EN 302 665 (Europe), and ARIB STD-T109 (Japan), in comparison with the Open System Interconnection (OSI) reference model [32].
2.2 Specifications for V2X Technologies

This subsection succinctly describes the key features and specifications of two standardised V2X technologies: DSRC and C-V2X in 5G, which are the basis of the V2X technologies used for our research in this thesis. Table 2.1 lists all notations included in Chapter 2.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_x$</td>
<td>A packet sent by node/vehicle $x$</td>
</tr>
<tr>
<td>$\tilde{A}$ / $\mu_\tilde{A}(x)$</td>
<td>A fuzzy set / The membership function of $x$ in fuzzy set $\tilde{A}$</td>
</tr>
<tr>
<td>$COG(A)$</td>
<td>The centre of gravity of $A$</td>
</tr>
<tr>
<td>$w$</td>
<td>The number of time slots</td>
</tr>
<tr>
<td>$L$</td>
<td>The total number of time slots during a period</td>
</tr>
</tbody>
</table>

2.2.1 Dedicated Short-Range Communications

As illustrated in Fig. 2.3 (a), DSRC consists of a stack of protocols [13] and [16]. DSRC adopts IEEE 802.11p [17], a modified version of the well-known IEEE 802.11 (WiFi) standard, as its PHY and MAC layers. Middle layers are structured by IEEE 1609 working group [18-21]. Specifically, IEEE 1609.4 is utilized for MAC sublayer extension with functions including channel switching. IEEE 1609.3 takes care of the network and transport layer, while IEEE 1609.2 is for security services. There are two options at Network and Transport Layers. One is famous Internet protocols for the Network and Transport layers, i.e., Internet Protocol version 6 (IPv6), User Datagram Protocol (UDP) and Transmission Control Protocol (TCP). The other is Wireless Access in Vehicular Environments (WAVE) short message protocol (WSMP). The choice of using whether WSMP or IPv6+/UDP/TCP depends on the requirements of a given application. Single-hop messages, such as BSM, typically use the bandwidth-efficient WSMP, while multi-hop disseminations prefer to use IPv6 due to its routing capability. At the top, SAE J2735 Message Dictionary standard supports a variety of safety applications [65]. The most important of these applications is the BSM, while SAEJ2945.1 specifies performance requirements. In short, the IEEE 1609 family of standards defines the architecture, communications model, management structure, security mechanisms and physical access for WAVE [22-23].

Regarding the spectrum used in DSRC, DSRC operates at 5.9 GHz (from 5.850 GHz to 5.925 GHz) and the spectrum is divided into seven sub channels of 10 MHz bandwidth with a 5 MHz guard band; consisting of six service channels (SCH) and one control channel (CCH), as shown in Fig. 2.3 (b). Channel 172 and Channel 184 are reserved for advanced safety applications and
Fig. 2.3: (a) Stack of protocols in DSRC; (b) Channel division and switching [13].
high-power public safety usages [66]. Some studies shift the safety message communication to Channel 172 for multi-channel uses [13]. For generality, this work only considers vehicles equipped with a single radio. Therefore, BSM packets are usually broadcast during the CCH interval using CCH, Channel 178. The radio devices can work in a switching mode, in which they switch between CCH and SCH every 50 ms. Since the DSRC devices should be in the same channel to communicate, the channel switching for all devices is synchronized. The synchronization mechanism is described in IEEE 1609.4 standard [67]. Besides periodic switching mode, they can also work in a continuous mode, in which the channel is fixed during certain of time until being alternated [68].

Table 2.2: Basic Parameters for DSRC 10 MHz OFDM Channel.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of data subcarrier</td>
<td>48</td>
</tr>
<tr>
<td>Number of Pilot subcarrier</td>
<td>4</td>
</tr>
<tr>
<td>Total number of subcarriers</td>
<td>52</td>
</tr>
<tr>
<td>Subcarrier band width</td>
<td>156.25 KHz</td>
</tr>
<tr>
<td>Guard interval (GI)</td>
<td>1.6 us</td>
</tr>
<tr>
<td>Symbol interval (including GI)</td>
<td>8 us</td>
</tr>
</tbody>
</table>

Table 2.3: Supported data rates in DSRC 10MHz OFDM Channel.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Coded Bit Rate (Mbps)</th>
<th>Coding Rate</th>
<th>Data Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>6</td>
<td>1/2</td>
<td>3</td>
</tr>
<tr>
<td>BPSK</td>
<td>6</td>
<td>3/4</td>
<td>4.5</td>
</tr>
<tr>
<td>QPSK</td>
<td>12</td>
<td>1/2</td>
<td>6</td>
</tr>
<tr>
<td>QPSK</td>
<td>12</td>
<td>3/4</td>
<td>9</td>
</tr>
<tr>
<td>16-QAM</td>
<td>24</td>
<td>1/2</td>
<td>12</td>
</tr>
<tr>
<td>16-QAM</td>
<td>24</td>
<td>3/4</td>
<td>18</td>
</tr>
<tr>
<td>64-QAM</td>
<td>36</td>
<td>1/2</td>
<td>24</td>
</tr>
<tr>
<td>64-QAM</td>
<td>36</td>
<td>3/4</td>
<td>27</td>
</tr>
</tbody>
</table>

At the physical layer, DSRC utilizes the orthogonal frequency division multiplexing (OFDM) to support low-latency delivery of messages to vehicles. The basic parameters of the 10 MHz OFDM
channel are shown in Table 2.2. There are four modulation schemes are available for adoption, including binary phase shift keying (BPSK), quadrature phase shift keying (QPSK), 16 quadrature amplitude modulation (16-QAM), and 64 quadrature amplitude modulation (64-QAM). In addition, channel coding is also employed to correct errors in decoding process. With different combinations of coding rate and modulation, the supported data rate in DSRC is from 3 Mbps to 27 Mbps as listed in Table 2.3.

For the MAC layer, the enhanced distributed channel access (EDCA) is adopted. The EDCA merges the carrier sensing multiple access with collision avoidance (CSMA/CA) and the slotted binary exponential backoff mechanism, which are well-known in IEEE 802.11 [101]. Since this study mainly focuses on the lower 2 layers and the higher layers, like TCP/IP protocol, are well documented in other places [134], the higher layers are not further discussed here.

### 2.2.2 Cellular V2X in 5G

At the physical layer, C-V2X in 5G adopts single-carrier frequency-division multiple access (SC-FDMA) and supports 20 MHz or 10 MHz channel width at 5.9 GHz band. A channel is divided into subframes in time dimension and subchannels in frequency dimension. A subchannel comprises multiple consecutive resource blocks (RBs) in the same subframe. Each RB has 180 KHz wide in frequency that is made of 12 subcarriers of 15 KHz each. One RB is the smallest unit of frequency resources that can be assigned to vehicles. The number of RBs in a subchannel can vary, and it is set up by the size of data to be transmitted. Fig. 2.4 shows the structure of two-dimensional time-frequency pool.

Since each vehicle has two radio interfaces (uU and PC5, aforementioned in Chapter 1), a vehicle can communicate with eNodeB via conventional uplink/downlink, or it can exchange data with other vehicles, RSUs and devices via sidelink.

Whenever a vehicle transmits a data packet via sidelink, also known as a transport block (TB), the corresponding sidelink control information (SCI) must be transmitted at the same time. The SCI includes information such as MCS used in the associated TB, the RBs being used by the UE and so on. Therefore, SCI is crucial for receivers to decode the data transmitted in the TB. The data are transmitted over physical sidelink shared channels (PSSCH), while the SCI message is transmitted over physical sidelink control channels (PSCCH). According to 3GPP Release 14 or later release, there are two arrangements of PSSCH and PSCCH: 1) Adjacent configuration means that the SCI occupies the first two RBs and the TB occupies the following RBs for each SCI + TB transmission. 2) Nonadjacent configuration is structured by two separate RB pools. One of the pools is dedicated to SCI and the other is reserved for TB only.

Since Release 15, data can be transmitted using QPSK, 16-QAM, 64-QAM, whereas SCIs are always transmitted using QPSK. C-V2X subcarriers have 14 symbols per subframe, and four of
these symbols are dedicated to the transmission of demodulation reference signals (DMRSs) to combat the Doppler effect at high speeds.

Fig. 2.4: Two-dimensional (time and frequency) resource pool for 5G sidelink.

To manage resources and schedule transmissions, four work modes were introduced for sidelink communications in the 3GPP 5G standard [29]. The first two operation modes, mode 1 and mode 2, are dedicated to device-to-device (D2D) communications. According to the studies [30] and [51], the delivery latency in mode 1 and 2 is too large to satisfy the low latency requirement of eV2X services. In fact, the initial proposal of the two first modes reflected an intentional consideration of the limited battery storage for mobile devices. That is, the prolonged lifetime is at the cost of a large latency. In Release 14 or later, two additional modes, mode 3 and mode 4, are dedicatedly designed for ultra-reliable low latency used in V2X communications. In mode 4, VUEs and other UEs autonomously select their radio resources for transmission whether they are in the coverage of base stations. The selection method called sensing-based semipersistent scheduling (SPS), which has been explained in research papers [50-51] and the 3GPP standards [69-70]. The main idea is that each UE continuously senses all subchannels and reserves resources for a number of consecutive transmissions based on the prior sensing results. A reselection counter is introduced to control when the next reselection occurs. As opposed to mode 4, mode 3 does not specify a resource management algorithm to allow the telecommunication operators to implement their own algorithms. The algorithm in mode 3 should be either a dynamic scheduling and...
allocation or a SPS-based one. The former is assisted by the base station that assigns subchannels and transmission time per request from UEs, while the latter is analogous to the standardized SPS scheme in mode 4. Obviously, the dynamic approach is advantageous in resource utilization, but it also may increase overhead or cause bottleneck if not well designed. The main research targets of Chapter 5 in this thesis is to maximise resource utilization, and meanwhile keep a low overhead in resource management at base station.

2.3 Fundamental Knowledge of Network Coding Theory

In this subsection, the network coding theory is introduced. It revolutionizes the traditional method for information dissemination in networks. In the reality, random linear network coding shows superior feasibility in ad hoc networks. Additionally, physical layer network coding, which involves in processing two superposed radio signals at the physical layer, is also introduced.

2.3.1 Random Linear Network Coding

In a traditional network, an intermediate node executes a store-and-forward mode. However, with the network coding (NC), it turns to be a encode-and-forward mode instead. To achieve the maximum flow of a network for multicasting information, the initial idea of NC was proposed by Ahlswede et al. in 2000 [38]. Linear network coding was soon constructed in [71] based on the basic idea of NC. Paper in [39] proposed a random linear network coding (RLNC) approach for transmitting and compressing information in the multicast networks, and paper in [72] built a more feasible model for applying RLNC in multicast. Compared with the conventional mode of direct forwarding, the advantages of RLNC are in two folds: 1) the coefficients of network codes are distributed and randomly generated; and 2) the random linear network coding is robust to the dynamic network topology and it obviates the need for centralized knowledge of network topology. Based on the advantage of random linear network coding, numerous schemes apply it in different situations.

To better understand the concept of NC and RLNC, we use a simple example shown in Fig. 2.5 (a) to give a concise explanation. Both packet $P_A$ and packet $P_B$ need to be multicast to receivers $D_1$ and $D_2$. The line between two nodes represents a communication link and the number of links between any two nodes indicates the channel capacity. Intermediate node $R_3$ performs random linear network coding on the two incoming packets and forwards an encoded packet. For instance, node $R_3$ randomly selects two coefficients $\alpha$ and $\beta$ from Galois field (GF) [73] and encodes two incoming packets as $\alpha P_A + \beta P_B$. Coefficients are sent along with the payload of the packet. When the receiver $D_1$ receives $P_A$ and $\alpha P_A + \beta P_B$, it can recover two original packets $P_A$ and $P_B$ by operating a simple algebraic calculation. Similarly, $D_2$ can also obtain both $P_A$ and $P_B$ after carrying out the similar decoding process. One possible decoding method is Gaussian Elimination [74].
The application of RLNC in wireless communication shows more superiority in reliability and efficiency than its application in the wired circumstance. Suppose node $x$ and node $y$ need to exchange a packet between them. However, they are not within each other’s transmission range. A relay node $R$ that locates in the middle can assist them in completing the exchange. Without network coding, the node $R$ first receives packet $P_x$ from node $x$ and then forwards it to node $y$.

Fig. 2.5: (a) Basic concept of RLNC; (b) basic concept of PNC.
The same process is repeated for packet $P_y$ from node $y$. Given the erasure probability of channel between $x$ (or $y$) and $R$ is $P$, the successful exchange probability is $(1-P)^4$ and time consumption is 4 timeslots. By contrast, if node $R$ employs network coding, it can broadcast an encoded packet (e.g., $P_x+P_y$) at the third timeslot. The two nodes can obtain their desired packet after decoding the encoded packet. Apparently, in this situation, the successful probability turns to be $(1-P)^3$ and time consumption is reduced to 3 timeslots.

In fact, network coding can be implemented either in packet level or symbol level. In symbol-level network coding (SLNC), each data packet is divided into symbols and network coding is operated on symbols to achieve high data rate and high protocol efficiency. However, the overhead of SLNC is larger than that of packet-level network coding (PLNC), making it inefficient for the transmission of small-size packets, such as BSM packets, which are typically 200 to 400 bytes in length. Over the years, network coding has been studied and applied in different respects, including network security [75-77], network error correction coding [78-79], peer-to-peer content distribution and downloading [80-81], vehicular networks [82-85] and so on.

2.3.2 Physical-layer Network Coding

Physical-layer network coding (PNC), first appeared in [62], is a subfield of network coding. The simplest system in which PNC can be applied is the two-way relay channel (TWRC), as depicted in Fig. 2.5 (b), where two end nodes $A$ and $B$ exchange information via a relay node $R$. We assume half-duplex operation and no direct channel between $A$ and $B$. In traditional mechanism, it needs four timeslots to finish the exchange process. Node $A$ sends a message to relay $R$ at the first timeslot, and then $R$ sends it to $B$ at the second timeslot. Node $B$ takes the third timeslot to transmit its message to $R$, and $R$ broadcasts it at the last time slot. Compared with the conventional relay system, PNC doubles the throughput of TWRC by reducing the number of time slots for the exchange of one packet from four to two. In PNC, in the first timeslot, the two end nodes send signals simultaneously to the relay; in the second phase, the relay node processes the superimposed signals of the simultaneous packets and maps them to a network-coded packet (e.g., $P_A \oplus P_B$) for broadcast back to the end nodes.

PNC makes full use of the natural property of electromagnetic waves that can overlap each other during propagation if in the same carrier frequency. Therefore, PNC benefits from transmission collisions, which should be obviated in other communication systems. The key point of PNC lies in decoding the overlapped electromagnetic signals. In another word, the relay node needs to map superimposed signals to eXclusive OR (XOR) symbols. A variety of decoding methods have been investigated. Those methods developed diverse algorithms. Typical ones include belief-propagation based solutions in time domain [86-88] and OFDM-based PNC in frequency domain [89-90].
Since PNC can substantially increase the efficiency of information exchange in networks, it has been adopted in vehicular networks. For instance, work in [91] adopted PNC for message unicast in bidirectional shared links in vehicular networks, and paper in [92] used PNC to predict vehicles’ positions. The authors in [93] designed a MAC protocol for information broadcasting in VANETs where PNC is employed to restrain transmission collisions.

2.4 Fundamental Knowledge of Fuzzy Logic

Fuzzy logic is a theory that is closely linked with imprecise predicates. The truth values of variables in fuzzy logic can be any real number between two extremes: 0 and 1 both inclusive. It deals with vague and imprecise information, like decision making in human brain. By contrast, on Boolean logic, the truth values of variables may only be 0 or 1.

2.4.1 Basic Definitions

A classical (crisp) set is usually defined as a collect of elements or objects \( x \in X \). Each single element can either belong to or not belong to a subset \( A \), \( A \in X \). For a classical set, the member elements can be defined by using the characteristic function, in which 1 means membership and 0 non-membership. By contrast, for a fuzzy set, the characteristic function allows various degrees of membership rather than two values for an element of a given set [94].

Definition 2.1: If \( X \) is a set of objects denoted by \( x \), then a fuzzy set \( \tilde{A} \) in \( X \) is a set of ordered pairs:

\[
\tilde{A} = \{(x, \mu_{\tilde{A}}(x)) \mid x \in X\}
\]  
(2.1)

where \( \mu_{\tilde{A}}(x) \) is called membership function of \( x \) in \( \tilde{A} \). The value of the membership function is nonnegative real numbers no larger than 1.

For example, \( \tilde{A} = \{\text{real number close to 10}\} \) can be represented by \( \tilde{A} = \{(x, \mu_{\tilde{A}}(x)) \mid x \in X\} \), where \( \mu_{\tilde{A}}(x) = (1 + (x - 10)^2)^{-1} \). The membership function is plotted in Fig. 2.6.

From Fig. 2.6, we can see that for any real number \( x \), the closer the \( x \) to 10, the larger degree it has. Such conclusion is consistent with people’s judgement.

A fuzzy set \( \tilde{A} \) can be represented in one of the two ways as follows:

- The set \( X \) is discrete and finite:

\[
\tilde{A} = \left\{ \frac{\mu_{\tilde{A}}(x_i)}{x_i} + \frac{\mu_{\tilde{A}}(x_i)}{x_i} + \frac{\mu_{\tilde{A}}(x_i)}{x_i} + \ldots \right\} = \left\{ \sum_{i=1}^{n} \frac{\mu_{\tilde{A}}(x_i)}{x_i} \right\}
\]  
(2.2)

- The set \( X \) is continuous and infinite:

\[
\tilde{A} = \int \frac{\mu_{\tilde{A}}(x)}{x} \, dx
\]  
(2.3)
The basic operations with fuzzy sets are defined via their membership functions. According to the theory proposed by Zadeh [95], there are three basic operations for fuzzy sets: intersection, union and complement, as follows.

Definition 2.2: The membership function $\mu_C(x)$ of the intersection $C = \tilde{A} \cap \tilde{B}$ is pointwise defined by

$$\mu_C(x) = \min \{ \mu_A(x), \mu_B(x) \}, x \in X .$$

(2.4)

Definition 2.3: The membership function $\mu_D(x)$ of the union $D = \tilde{A} \cup \tilde{B}$ is pointwise defined by

$$\mu_D(x) = \max \{ \mu_A(x), \mu_B(x) \}, x \in X .$$

(2.5)

Definition 2.4: The membership function of the complement of a fuzzy set by $\tilde{A}$ is defined by

$$\mu_{\tilde{A}}(x) = 1 - \mu_A(x), x \in X .$$

(2.6)

2.4.2 Main Stages of A Fuzzy-logic based Algorithm

Differing with variables in mathematics, fuzzy logic algorithms often take linguistic variables to facilitate the expression of rules and facts. There are three main stages in fuzzy algorithms: fuzzification, inference and defuzzification.

Fuzzification is the process of mapping numerical input of a system into fuzzy sets with degree of membership. Membership functions are used to complete this mapping process. For instance, Fig. 2.6 delineates such a mapping, in which input variables can be any real numbers, membership
function is \( \mu_\alpha(x) = \left(1 + (x - 10)^2\right)^{-1} \) and output values are between 0 and 1. In fact, for any membership function, the degree of membership should be real numbers within the range \([0,1]\). If it is \(0\) then the value does not belong to the given fuzzy set, and \(1\) means the value completely belongs to the fuzzy set.

As shown in Fig. 2.7, a fuzzification process converts measured temperature into linguistic variables low, moderate, and high. The vertical line in the figure denotes a specific input value (i.e., 22 °C). Three values at three interceptions represent the degree that the temperature belongs to three fuzzy sets. From the bottom to the top along the vertical line, three values are 0, 0.2 and 0.8, which are the degree of the low, moderate, and high, respectively. More specifically, the value 0 pointed by the blue arrow means that the temperature of 22 °C has zero membership in fuzzy set low. Similarly, it has 0.8 membership in set moderate.

Inference is a process that pre-defined rules are applied to generate ranks or verdicts according to the results of fuzzification. The rules are usually conditions and inferred results based on IF/THEN process. For example, in a temperature control system like Fig. 2.7, the rules can be:

- Rule 1: If the temperature is low, then start to turn on the heating system;
- Rule 2: If the temperature is high, then start to turn on the cooling system.

Defuzzification is a process computing a crisp output, which is widely used for decision making and control system. There are different types of defuzzification strategies given different criteria.
Those criteria include core selection, scale invariance and so on [96]. Therefore, corresponding
typical defuzzification methods can be extreme value strategy and centroid strategy. In extreme
value strategy, extremal values of membership function are adopted to define the crisp output.
The extremal values can be randomly elected or from a certain position of the core. By contrast,
the centroid strategy chooses a value that corresponds to the centre of the area with membership
greater than zero. The best known one is the centre of gravity (COG) [94] and [96]. From a math-
ematical point of view, the COG can be calculated by:

\[
COG(A) = \frac{\int x\mu_A(x)dx}{\int \mu_A(x)dx}.
\]  

(2.7)

2.5 Literature Review in V2X Communications for Safety Services

This subsection reviews the relevant research studies for safety message dissemination in V2X
communications. In vehicular networks based on DSRC, most of the innovative designs focus on
MAC layer. Their goal is to boost the reception probability of safety messages by mitigating the
transmission collisions, leveraging network coding or developing other novel approaches. Re-
garding C-V2X in 5G, pioneers devoted to improving the spectrum utilization as well as con-
straining the interference to match the requirements of the services.

2.5.1 Basic Safety Message Dissemination in DSRC-Based V2X

Due to transmission collisions, being lack of feedback in case of lost messages for broadcasting
and highly dynamic channels, DSRC is incompetent to guarantee the delivery of safety messages,
especially for BSMs, in vehicular networks. To tackle the issue, colossal efforts have been made
from different respects, and they largely focus on innovation at MAC layer. They can be catego-
rized into distributed, centralized and hybrid schemes.

A repetitive transmission approach was proposed in [36]. In this paper, a control channel (CCH)
interval is slotted into \( L \) length-fixed time slots. Vehicles repeatedly broadcast each safety beacon
several times to enlarge the likelihood of reception. This idea develops into six variations: asyn-
chronous fixed repetition (AFR), synchronized fixed repetition (SFR), asynchronous p-persistent
repetition (APR), synchronized persistent repetition (SPR), AFR with Carrier Sensing (AFR-CS), and
APR with Carrier Sensing (APR-CS). In SFR or AFR, \( w (w < L) \) time slots are randomly selected
to broadcast a packet repeatedly, while in SPR or APR a packet is sent with a predetermined
probability \( p \) at each time slot. AFR-CS and APR-CS, both of which listen to the channel status
before transmissions, are compatible with the DSRC. The authors in [36] also modelled the upper
bound for packet reception failure and acquired the optimal repetition number for different
schemes. Although both schemes can diminish the reception failure, they also increase the chance
of concurrent transmissions and the interference at the same time, especially in a network with a
high density of vehicles. Therefore, the schemes only work effectively in sparse networks. To limit the number of collisions, a positive orthogonal code is introduced in [37], while protocol sequence is adopted in [43]. A collision-recording based scheme is introduced to control the congestions in [97]. When the number of detected collisions increases, vehicles begin to decrease the frequency of BSM transmission. By contrast, in [44], the authors tried to reduce the number of packets by omitting certain packets containing redundant or derivable information in between consecutive sending packets. Y. Park et. al proposed an application-level control scheme [98], in which a CCH interval is divided into a number of asynchronous epochs. To minimize the chance of transmission collisions, the application layer hands over a BSM to the MAC layer in an epoch that is unlikely used by other vehicles.

Additionally, some researchers also explored applying RLNC in distributed schemes to enhance the reliability. Based on DSRC, paper [45] presented an application of RLNC for safety message dissemination among a cluster of nodes. Each node has multiple opportunities to rebroadcast network coded packets that is produced by encoding its own packet with the ones overheard from its counterparts. Paper in [99] built a model to analyse the delivery delay in a highway situation where vehicles broadcast encoded BSM packets. A loss probability upper bound was derived by using discrete phase type model. The dissemination of BSM packets at an intersection of two roads was investigated in [46] and [100]. The former only allows an intersection vehicle to carry out encoding buffered packets before broadcasting, while the latter integrates the repetitive transmissions with RLNC at each vehicle to repetitively transmit encoded packets. In the proposed scheme RT-NC, each vehicle first applies RLNC, in which the vehicle linearly combines packets overheard from others and its own safety packet, and then broadcasts the encoded packets repeatedly. For each repetition, the randomly selected coefficients are applied to do the encoding. The authors adopted Markov chain to mathematically analyse the packet delivery ratio. The analytical results tightly follow the simulation results, which validates the correctness of the analytical model. Compared with DSRC, the RT-NC scheme is able to significantly improve the packet delivery rate to almost 100%, but the packet reception rate plummets when there are more than 50 vehicles in the network. Studies in [91] and [92] try to make use of collisions by means of adopting physical-layer network coding (PNC), but both schemes only work for unicast communications rather than broadcast.

Since the distributed schemes unlikely eliminate transmission collisions for the safety messages in dense vehicular networks, a few centralized protocols based on TDMA have been designed. In [40], a road is divided into numerous segments and each segment has a fixed transmission period. Different vehicles transmit safety beacons in different time slots assigned by a coordinator vehicle. In [41] and [42], an RSU measures the traffic in its coverage and manages the time slots for
different nodes to ensure that every vehicle has its exclusive time slot to broadcast BSMs without contention.

There are also hybrid MAC protocols for VANETs. The authors in [47] developed a NC-assisted scheduling algorithm that fully exploits the joint effect of V2V and V2I communication. Nodes in the network work in both centralized and distributed way. However, the algorithm only suits the non-safety data dissemination due to the large delay. Two papers in [102] and [103] firstly proved the feasibility of implementing PNC at physical layer in vehicular environment. The former examined the impact of motion-induced carrier frequency offset (CFO) and inter-carrier interference (ICI) by applying conventional equalization methods, while the latter delineated an algorithm based on belief propagation to mitigate the CFO/ICI effect on signal decoding. Ndih et. al designed a PNC-based MAC protocol named VPNC-MAC [93] and [104], which consists of a centralized period and a distributed period for BSM exchange. In VPNC-MAC, among a cluster of vehicles on road, one vehicle is dynamically designated as a relay vehicle according to vehicles’ current positions. The rest of non-relay vehicles apply PNC to exchange their BSM packets with the coordination of the relay vehicle. Each time, a pair of vehicles transmit BSMs at the same time. The relay vehicle plays a similar role of the relay node $R$ in Fig. 2.5 (b). After mapping the overlapped signals from two simultaneous transmissions, the relay vehicle will broadcast a XOR packet. At the end, a contention period is reserved for vehicles that fail to obtain opportunity for transmission in the PNC period. The VPNC protocol can increase the communication efficiency by taking advantage of PNC and reduce the transmission collisions by arranging a centralized session. However, the protocol also has many drawbacks. Firstly, it is based on so many unrealistic assumptions (e.g., one-dimension road in its system model and all vehicles being aware of each other’s instant location in advance, etc) that it is far from reality. In addition, the scheme is not robust because the performance is largely affected by the location of the relay. Lastly, the numerical results from theoretical analysis has not been validated by simulations.

More recently, in order to alleviate the broadcast storm and enhance the message delivery rate, some complicated broadcast protocols have been put forward. Protocols in [105] and [106] use fuzzy logic to determine the next hop relay nodes. Comparably, a forwarding node selection scheme that integrates directional broadcast was presented in [107]. The authors in [108] even tried to use a service channel to relay safety messages. Unfortunately, all of them are only suitable for multi-hop dissemination of event-trigger messages rather than BSMs.

2.5.2 Performance Analysis and Enhancement for V2X communications in DSRC

Performance analysis for V2X communications in DSRC have been investigated in previous studies. The mathematical models built in [109-110] are only suitable for unicast scenarios rather than broadcast situations, in which retransmission will not take place if packets are lost. The broadcast
behaviour was modelled by using a Markov chain in [111] for both the saturation and non-saturation states. Gao et al. also adopt a similar approach to examine network performance such as packet delivery ratio for BSM broadcast [100-101] where RLNC is applied in the schemes. Although these theoretical models can correctly predict network performance for broadcast, they only work for distributed MAC protocols rather than the hybrid MAC protocol proposed in Chapter 3. Similar conclusions can also be reached while considering the studies in [36-37], [43-45] and [97-99] discussed in the above section.

As mentioned in the previous section, centralized MAC protocols have been developed [40-42]. These protocols are mainly based on TDMA, in which a vehicle [40] or an RSU [41-42] is elected as a coordinator to schedule transmissions. Unfortunately, due to the overhead of coordination, the delivery latency is usually too large to meet the requirement of some safety applications (e.g., BSMs) in vehicular networks. Again, the models included in those works are exclusively apt to centralized protocols.

A few of hybrid MAC protocols were designed for message dissemination in vehicular networks. Partially centralized and partially distributed working manners are the features of those hybrid protocols. K. Liu et al [47] presented a network coding assisted scheduling algorithm to disseminate data via V2X communication, but it mainly targets on non-safety applications. The study in [93] delineated a protocol that applies PNC to enhance the performance. However, it is far from achievable because of its one-dimension network model and other ideal assumptions. Our proposed hybrid MAC protocol in Chapter 3, known as NC-PNC MAC, which not only exploited joint effect of V2V and V2I communications, but also integrated RLNC and PNC for safety message dissemination. The protocol outstrips its counterparts in PDR for both sparse and dense networks. However, more insights need to be provided given the consideration of deployment. On the one hand, despite analytical models have been provided to evaluate the performance of hybrid protocols [48] and [93], they cannot be used to examine NC-PNC MAC. The reason is that the model does not include PNC in the analysis in [48], whereas the model in [93] only considers V2V communications. On the other hand, a mathematical model is helpful to optimize the performance of a vehicular network. Several studies are dedicated to enhancing the DSRC. The optimization of contention window (CW) for MAC based on DSRC standard indicated the CW size should be determined by traffic density on road [112]. Rossi et al. [113] theoretically analysed the relationship between the CW and the throughput in order to acquire the optimal CW size. The proposed technique is studied through numerical examples. The DSRC performance was evaluated when the network load was saturated. In [114], the authors proposed a vehicle-density estimation approach that utilizes the PHY attainable information to measure the traffic density. Based on the estimation and Markov chain, an analytical solution to getting the optimal CW size was introduced. Although there are relevant research in performance enhancement for DSCR
networks, there is a research gap in performance optimization for hybrid MAC like NC-PNC MAC as the studies mentioned above only work effectively for the distributed MAC.

<table>
<thead>
<tr>
<th>Protocol Types</th>
<th>Features</th>
<th>Typical Papers</th>
<th>Contributions</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributed MAC Protocols</td>
<td>Repetitive transmission</td>
<td>[36]</td>
<td>Diminish the reception failure by transmitting the same packet multiple times.</td>
<td>Increase the transmission collisions</td>
</tr>
<tr>
<td></td>
<td>Collision reduction and congestion control</td>
<td>[37] [43] [44] [97] [98]</td>
<td>Reduce the concurrent transmissions by leveraging various strategies including: 1) positive orthogonal code [37]; 2) protocol sequence [43]; 3) congestion control [97]; 4) getting rid of redundant packets [44]; 5) asynchronous transmission [98].</td>
<td>Transmission collisions cannot be eliminated, and the network performance degrades sharply in dense networks.</td>
</tr>
<tr>
<td></td>
<td>RLNC based schemes</td>
<td>[45] [46] [99] [100]</td>
<td>The RLNC is applied to improve the reliability and reduce latency for BSM broadcast as vehicles may have higher opportunity to derive the original information by decoding.</td>
<td>Transmission collisions cannot be eliminated, and the network performance degrades sharply in dense networks.</td>
</tr>
<tr>
<td></td>
<td>PNC based schemes</td>
<td>[91] [92]</td>
<td>PNC is used to promote the efficiency of information dissemination.</td>
<td>Only works for unicast scenarios.</td>
</tr>
<tr>
<td>Centralized MAC protocols</td>
<td>TDMA based schemes</td>
<td>[40] [41] [42]</td>
<td>A coordinator dedicates different time slots to different vehicles to obviate collisions</td>
<td>Not compatible to DSRC and overhead results from coordination.</td>
</tr>
<tr>
<td>Hybrid MAC protocols</td>
<td>Contains both centralized and distributed elements</td>
<td>[47] [93] [104]</td>
<td>1) Partial vehicles broadcast in a centralized way and the left in a distributed way [93] [104]; 2) All vehicles disseminate their information in a centralized way during one period and switch to a distributed mode in another mode [47].</td>
<td>The performance may be negatively affected by a relay node.</td>
</tr>
<tr>
<td>Others</td>
<td>Cooperative forwarding [105-107] or occupy extra channels</td>
<td>[105] [106] [107] [108]</td>
<td>1) A relay node is elected by using a particular approach to forward messages [105-107]; 2) SCH channel in DSRC is occupied to relay safety messages [108].</td>
<td>Only work for event-trigger message dissemination in multiple hops. They cannot be used for periodic transmission like BSM.</td>
</tr>
</tbody>
</table>
2.5.3 Resource Allocation in 5G Cellular V2X Communications

V2X communications in 5G networks have four work modes. However, only mode 3 and mode 4 can support Ultra-Reliable Low-Latency Communications (URLLC), according to their different resource reservation approaches. When vehicles are out of the coverage of base stations, they switch to mode 4 and select time and spectrum resources autonomously using a sensing-based SPS scheme. By contrast, in mode 3, when vehicles fall into the communication range of base stations, there are two options for resource allocation. The resources are either managed and allocated dynamically by base stations or reserved via the SPS scheme.

Even though the SPS scheme, which works in a distributed way among vehicles, is flexible for implementation, it manifests a drawback of resource selection collisions that may cause transmission collisions, thereby reception failure. Toward dealing with the issue, papers in [30] and [51] proposed a cooperative scheduling method that decreases the transmission collisions. The authors firstly evaluate the link-level performance of mode 3 and mode 4 with all configurations and scheduling method based on the standard [29]. Based on the simulation using Matlab, they showed how the block error rate (BLER) is affected by factors like Doppler shift, modulation, and retransmission. The simulation results proved that the modulation and the retransmission have enormous impact on BLER. Their simulation further revealed that the probability of transmission collisions, induced by resource selection collisions, is between 1% and 5%, when there are only 10 vehicles in the simulation. To lower the collision probability, the authors proposed a cooperative solution, in which counter values are appended in the transmitted packets. Such method can make surrounding vehicles be aware of the surrounding vehicles’ counters, thus obviating two or more vehicles’ counters arrive to zero at the same time. Consequently, it leads to a collision-free resource selection. However, there are some drawbacks in the study. The authors only consider the case of rather light traffic in the simulations, and the capacity of the network is unknown if the proposed scheme is applied. In addition, the study omits the other performance indicators such as packet reception ratio and latency. Although the transmission collisions are mitigated, the probability for packet reception was not verified as low transmission collisions do not necessarily result in good reliability.

The study in [50] identified the inefficiency of the SPS scheme in subchannel reselection due to size difference between two packets in two consecutive selections. Based on the findings, a modification to the original SPS was proposed to make full use of subchannels. Nardini et al [115] considered feasibility and evaluated system-level performance of two dynamic scheduling; a sequential mode resembling TDMA and simultaneous transmissions with frequency reuse for a platooning application, which is a typical cooperative driving use case envisioned in C-V2X. However, the authors only considered the platooning application in their simulations and the network-level performance is unknown if more applications are employed in networks. Through extensive
simulations, the study revealed how the resource allocation in mode 4 affects some key performance indicators like latency and packet delivery rate in high-density vehicular networks [53]. Modelling C-V2X mathematically was also provided. As a case in point, the authors of [52] quantified four transmission errors and provided PDR against distance in mode 4. To maximize the number of concurrent V2V links, a belief propagation-based algorithm was developed to allocate RBs for vehicles [116]. Unfortunately, the algorithm only works for a simplified situation of V2V using unicast case. From above discussions, most of these studies in resource allocation for 5G V2X relate to mode 4.

In fact, to improve spatial frequency reuse, comprehensive research has been conducted in LTE cellular networks. Study in [54] presented a heuristic algorithm to assign RBs to CUEs. The algorithm aimed to make the network achieve the largest throughput in uplink. To boost the throughput in downlink of LTE-Advance (LTE-A) networks, Rostami et al [55] addressed the problem of optimization of RB allocation by solving an integer linear programming when carrier aggregation and Multiple-Input Multiple-Output (MIMO) are enabled in downlink. Although such resource allocation algorithms can well deal with the problem in uplink or downlink, they are far from sidelink communications where both unicast and broadcast are included.

Radio resource management was studied thoroughly in D2D communications in LTE, which shares certain features with V2V communications in 5G C-V2X networks. Authors in [56] proposed an interference-aware resource allocation (IARA) scheme, which can dynamically assign channels based on two-way channel gain estimation and interference measurements. The IARA can substantially diminish adverse effect of cochannel interference, thus enlarging the system throughput. The research in [57] focused on alleviating the interference between the eNB relaying and D2D using fractional frequency reuse (FFR), in which D2D and cellular UEs use the different frequency bands chosen according to users’ locations. Researchers in [58] firstly discussed resource allocation problems in a multi-cell environment, and then studied intra-inter-cell D2D communications. They have evaluated their proposed novel resource allocation and power optimization scheme by exploiting FFR. A more recent project in [117] studied the joint resource allocation and power control problem for energy efficient V2V communications underlaying cellular networks. The authors transformed the issue as combinatorial and fractional programming and designed a two-layer scheme to solve the problem. The work in [118] introduced a reverse iterative combinatorial auction as a resource allocation mechanism for D2D in LTE-A. In the auction, resources act as bidders competing to obtain D2D links. D2D pairs were auctioned off in each auction round. Toshihito Kanai designed an autonomous reuse partitioning that is an adaptive channel allocation in cellular systems [59]. It coordinates how to allocate radio channels among multiple base stations and minimizes the interference. Though D2D communications are similar to V2V communications in C-V2X network, the above algorithms cannot be adopted
because C-V2X communications consist of unicast and broadcast, and use different spectrum of cellular users rather than as an underlay that sharing with the same channels in the downlink in LTE-A.

Fuzzy logic was also employed for resource allocation in cellular networks. In [61], network resources such as connections between Fog Computing-Zone Controllers and Fog Computing BBU Controllers in 5G VANETs are allocated in a flexible and scalable way. However, the fuzzy-logic-based strategy in this work cannot solve the problems in resource allocation in 5G C-V2X networks because the research objective in [61] focuses link connectivity among vehicles in the networks rather than allocation of RBs and subframes at time dimension. Wu et al. [119] proposed a fuzzy logic method to address the issues of the interference coordination among cells as well as the resource allocation among the users served by the same cell. In the proposed fuzzy logic method, four factors are considered and fuzzified as inputs. There are required data rate, signal strength at reception, interference level and fading level. The outcome of the fuzzy system includes a three-state judgement (i.e., positive, neutral, and negative) for allocability and transmission power. Finally, a decision-making algorithm was used to allocate RBs to mobile stations (MSs) in the same cell in accord with the suitability scores obtained from the defuzzification. The proposed algorithm can improve the system throughput and allow the base stations of different small cells work autonomously. However, the authors did not consider the interference between MSs associated with the pico-base station and MSs associated with macro-base station. In addition, the algorithm cannot work on the resource allocation in the circumstance of 5G C-V2X where many services are based on broadcast rather than the unicast communications between BS and mobile stations via downlink and uplink.

2.6 Summary

In Chapter 2, we first introduce specifications of two main technologies in V2X communications: DSRC and 5G C-V2X. Following the specifications, fundamental knowledge of network coding theory and fuzzy logic theory are described. In the literature review of V2X communications, relevant studies of both DSRC-based and cellular-V2X-based protocols or algorithms are discussed. In the discussions, innovations, features, drawbacks, and research gaps in previous studies are included.
Chapter 3 A Novel Hybrid MAC Protocol for BSM Broadcasting in Vehicular Networks

3.1 Introduction

This chapter devotes to investigating how to disseminate BSMs effectively and reliably in vehicular networks. The BSMs periodically broadcast by every vehicle can improve the cooperative awareness on road, thus preventing road accidents. However, due to transmission collisions, fading channels and highly dynamic topology, vehicular networks usually suffer a high packet loss rate and a large delay, which are intolerant of safety applications. To tackle these issues, we propose a hybrid medium access control protocol for BSM dissemination in vehicular networks. Its partially centralized and partially distributed characteristic not only can effectively suppress the collisions but keep compatibility with IEEE 802.11p. In addition, the integration of Physical-Layer Network Coding and Random Linear Network Coding strengthens the reliability and efficiency. In the protocol, both V2V and V2I communications are involved. Then, comprehensive simulations have been conducted to evaluate its performance. Simulation results indicate that, compared with existing schemes, the proposed protocol can significantly improve the packet delivery ratio by a range between 20% and 300% in both sparse and dense networks. In addition, it can ensure the delivery latency meet the stringent requirement of safety application in ITS.

Table 3.1: List of Notations in Chapter 3.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>The communication range of RSU</td>
</tr>
<tr>
<td>$r$</td>
<td>The communication range of vehicle</td>
</tr>
<tr>
<td>$S$, $\mathcal{D}$</td>
<td>The set of vehicles, the set of PNC pairs, respectively</td>
</tr>
<tr>
<td>$v_x$, $\mathcal{R}$</td>
<td>A vehicle $x$, and the RSU, respectively</td>
</tr>
<tr>
<td>$E$</td>
<td>The set of edges in communication graph</td>
</tr>
<tr>
<td>$d(v_i,v_j)$</td>
<td>The distance between $v_i$ and $v_j$</td>
</tr>
<tr>
<td>$PDR(i)$</td>
<td>The packet delivery ratio for $v_i$</td>
</tr>
<tr>
<td>$N$</td>
<td>The total number of vehicles in RoI</td>
</tr>
<tr>
<td>$T$</td>
<td>The overall time spent for all vehicles to complete transmitting their BSM packets</td>
</tr>
<tr>
<td>$\chi(i)$</td>
<td>The total number of BSM packets received at vehicle $v_i$</td>
</tr>
<tr>
<td>$TH$</td>
<td>The network throughput</td>
</tr>
<tr>
<td>$TH_{norm}$</td>
<td>The normalized network throughput</td>
</tr>
<tr>
<td>$T_{CCH}$</td>
<td>The CCH interval</td>
</tr>
<tr>
<td>-------------</td>
<td>------------------</td>
</tr>
<tr>
<td>$v^L_{Relay}$, $v^R_{Relay}$</td>
<td>A pair of relays at the left and right side of RSU</td>
</tr>
<tr>
<td>$T_{setup}$</td>
<td>The total time spent on the MAC setup session</td>
</tr>
<tr>
<td>$T_{poll}$</td>
<td>The transmission time for one poll packet</td>
</tr>
<tr>
<td>$T_{join}$</td>
<td>The transmission time for one join packet</td>
</tr>
<tr>
<td>$T_{coord}$</td>
<td>The transmission time for one coordination packet</td>
</tr>
<tr>
<td>$N_b$, $N_{sub}$</td>
<td>The batch volume, the total number of data subcarriers in OFDMA</td>
</tr>
<tr>
<td>$T_{SIFS}$</td>
<td>The waiting time before sending a join packet</td>
</tr>
<tr>
<td>$T_{DIFS}$</td>
<td>The waiting time before sending the PNC session</td>
</tr>
<tr>
<td>$T_{AIFS}$</td>
<td>The waiting time before sending the CSMA session</td>
</tr>
<tr>
<td>$P_{coll}(n)$</td>
<td>The probability of a subcarrier and a batch chosen by $n$ ($n \geq 2$) nodes</td>
</tr>
<tr>
<td>$T_{CSMA}$</td>
<td>The time spent on the CSMA session</td>
</tr>
<tr>
<td>$n_{CSMA}$</td>
<td>The number of vehicles participating in the CSMA session</td>
</tr>
<tr>
<td>$T_{BSM}$</td>
<td>A BSM packet transmission time</td>
</tr>
<tr>
<td>$t_{i,j}[^{th}]$</td>
<td>A random back off time in the $j^{th}$ transmission</td>
</tr>
<tr>
<td>$M_L$, $M_R$</td>
<td>The number of BSM packets in the buffer of the left and right relay</td>
</tr>
<tr>
<td>$P_{v_j}$</td>
<td>A packet sent by vehicle $v_j$</td>
</tr>
<tr>
<td>$P_{Relay}$</td>
<td>A packet sent by a relay</td>
</tr>
<tr>
<td>$P_{RSU}$</td>
<td>A packet sent by the RSU</td>
</tr>
<tr>
<td>$T_{PNC}$</td>
<td>The total time spent on PNC session</td>
</tr>
<tr>
<td>$n_{PNC}$</td>
<td>The total number of PNC pairs</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>The set of selected subcarriers</td>
</tr>
<tr>
<td>$I_{x_i}$</td>
<td>Indicator if subcarrier $x_i$ has appeared in $\Psi$</td>
</tr>
<tr>
<td>$P_{(i,x_i)}$</td>
<td>The probability of $x_i$ has appeared in $\Psi$</td>
</tr>
<tr>
<td>$E[N_{\rho}]$</td>
<td>The expectation of repeated times for all subcarriers in $\Psi$</td>
</tr>
<tr>
<td>$P_{veh_coll}$</td>
<td>The proportion of vehicles colliding in subcarriers</td>
</tr>
<tr>
<td>$TNP$</td>
<td>The total number of packets sent by all vehicles and the RSU</td>
</tr>
<tr>
<td>$X$</td>
<td>The probability density function of the signal amplitude</td>
</tr>
<tr>
<td>$m$</td>
<td>The fading figure in Nakagami fading channel</td>
</tr>
<tr>
<td>$\omega$</td>
<td>The average receiving power in Nakagami fading channel</td>
</tr>
</tbody>
</table>
3.2 System Model and Performance Metrics

This subsection delineates the system model considered in this chapter and defines three performance metrics that will be used to indicate and compare the performance of the proposed protocol.

3.2.1 System Model

We are interested in one-hop BSM packets dissemination among vehicles in a vehicular network. In particular, each vehicle is obliged to receive all BSM packets from neighbouring vehicles within a time interval (also known as the lifetime of a BSM packet). Table 3.1 lists all notations in Chapter 3.

Fig. 3.1 shows the network model for a road segment scenario and an intersection scenario. For each scenario, there are a number of moving vehicles but one static RSU. Each vehicle is equipped with an onboard unit (OBU), which is able to communicate with other OBUs and the RSU. Assume all OBUs have the same communication range. Let \( R \) and \( r \) represent the communication range of the RSU and the OBU, respectively, where \( R > r > 0 \). The communication range of the RSU is defined as a region of interest (ROI). In both scenarios, every vehicle disseminates its BSMs to all other vehicles in the same RoI via V2X communications. Some of the vehicles are within each other's communication range (e.g., \( v_1 \) and \( v_6 \) in Fig. 3.1 (a)), but some of them are not (e.g., \( v_1 \) and \( v_3 \) in the same figure). In addition, all vehicles in the ROI can receive packets sent by the RSU. However, the RSU may not receive any information from certain distant vehicles (say \( v_2 \) in Fig. 3.1 (a)) because it is out of the transmission range of those vehicles. Such assumptions are on the basis of fact that RSU and OBU have different transmission powers in practice. To be clearly articulated, a corresponding communication graph is explained in the next paragraph. To avoid confusion, throughout the whole chapter, OBU, vehicle and node are interchangeable terms in our discussion.

We let \( S = \{ v_1, v_2, ..., v_N \} \) and \( \mathcal{R} \) denote the set of all \( N \) vehicles in the ROI and the RSU, respectively. We further assume that a vehicle's sensing range is \( 2r \), and \( N \) vehicles in the ROI follow a Poisson point process distribution and the density of vehicles is \( \alpha \) vehicles per kilometre. In addition, \( d(x, y) \) is the Euclidean distance between any two points \( x \) and \( y \) on the road, where \( x, y \in S \cup \mathcal{R} \). We define a hybrid communication graph \( HCG \) to characterize the topology of the vehicular network, as follows:

**Definition:** \( HCG = (V, E) \) is a communication graph with node set \( V = S \cup \mathcal{R} \) and edge set \( E = E_1 \cup E_2 \cup E_3 \cup E_4 \). For any two vehicles \( v_i, v_j \in S \), \( E_1 \) and \( E_2 \) contains bidirected edge \((v_i, v_j)\) if \( d(v_i, v_j) \leq r \) and \( d(v_i, v_j) > r \), respectively. For \( \forall v_x, v_y \in S, E_3 \) includes bidirected edge \((v_x, \mathcal{R})\) if \( (v_x, \mathcal{R}) \leq r \), while \( E_4 \) comprises directed edge \((v_y, \mathcal{R})\) if and only if \( r < d(v_y, \mathcal{R}) \leq R \).
Communication range of vehicle $v_i$, radius is $r$
Communication range of RSU, radius is $R$
RSU node

Fig. 3.1: Network model of BSM broadcasting in vehicular networks for two typical scenarios: (a) a roadway scenario; (b) an intersection scenario.
In the $HCG$, pairwise vehicles in $E_1$ are able to communicate with each other directly, vehicles connected by $E_2$ are able to receive/send signals from/to the RSU. By contrast, vehicles involved in $E_3$ can only obtain signals from the RSU, but in the opposite direction, their signals cannot reach the RSU.

We assume all OBUs and the RSU can access GPS signal and have been synchronized by a mechanism shown in [67]. Besides, each vehicle generates a BSM packet at the beginning of every control channel (CCH) interval [13], and then the dissemination process is conducted during the whole interval. It is noteworthy that although vehicles may move at a high speed, the network topology can be deemed unchanged during a CCH interval. For example, for a vehicle is travelling at 100 km/h, its position change during one CCH interval of 50ms will be no more than 1.4 meters, which is not considered as significant.

In order to obtain a better performance, we consider adopting three decoders at the physical layer of the RSU: one PNC decoder, one multi-user detection (MUD) decoder and one single user successive interference cancellation (SU-SIC) based decoder [88] [120]. The PNC decoder attempts to decode a packet like $P_{v_a} \oplus P_{v_b}$ based upon the overlapped signals from two nodes, while the MUD decoder attempts to decode two individual packets, $P_{v_a}$ and $P_{v_b}$, which are sent by two vehicles $v_a$ and $v_b$, respectively. The SU-SIC decoder is for single-user case. At the MAC layer, both the RSU and OBUs are capable of encoding and decoding RLNC packets, as well as uncoded original packets.

3.2.2 Performance Metrics

1) Packet Delivery Ratio

We denote $PDR(i)$ the packet delivery ratio for a vehicle $i$ in the ROI. If the vehicle receives $n$ packets during a CCH interval, we define $PDR(i) = (n+1)/N$, where $N$ is the total number of generated BSM packets in the interval. If a vehicle collects all $N-1$ packets, it is able to construct a complete neighbourhood map based on the information contained in those packets. Since each node has had its own BSM packet, the upper bound and lower bound of the PDR for a vehicle should be 1 and $1/N$, respectively. Different nodes may have different PDRs due to its location and channels, so we take the average PDR to evaluate the performance of the entire network.

2) Delivery Latency

Many safety applications in VANETs need to update information timely, so a large delay in BSM delivery is usually intolerable. Let $T_d$ denote the time required to get the BSMs from vehicles in a ROI for making a neighbourhood map of a vehicle. Different number of vehicles may have different delivery latency.

3) Throughput
Throughput is usually defined as how many information bits are received by a node per time unit. With regard to a network, the network throughput is the sum of per-node throughput over all nodes. This research investigates one-hop BSM packet dissemination in a vehicular network. Therefore, we evaluate the network throughput that exclusively involves the delivery of BSM packet for all vehicles. Let $\chi(i)$ denote total number of BSM packets received at vehicle $v_i$, since there are $N$ vehicles in the network, the network throughput can be defined as

$$TH = \frac{8\sum_{i=1}^{N} \chi(i)}{T}$$  \hspace{1cm} (3.1)

where $T$ is the overall time spent for all vehicles to complete transmitting their BSM packets, and $l$ is the predefined length of a BSM packet in byte (one byte is equal to eight bits). In DSRC, safety messages are disseminated during the CCH interval (i.e., $T_{CCH}$). Further, we define a normalized throughput to indicate the relative efficiency of a protocol while considering safety message broadcasting among all nodes in a vehicular network, as follows:

$$TH_{\text{norm}} = \frac{8\sum_{i=1}^{N} \chi(i)}{8N(N-1)} = \frac{T_{CCH}}{T} \frac{\sum_{i=1}^{N} \chi(i)}{N(N-1)}$$  \hspace{1cm} (3.2)

### 3.3 Protocol Design

The proposed MAC protocol (called NC-PNC MAC) will be explained in detail in this section. It consists of three consecutive sessions, including a MAC setup session, a CSMA session and a PNC session, as shown in Fig. 3.2, in which the lifetime of BSM packets is defined as the length of a CCH interval.

#### 3.3.1 MAC Setup Session

At the very beginning of each CCH interval, the RSU broadcasts a polling message to invite vehicles to join in PNC session. Vehicles that successfully receive the polling message reply to the RSU after a short inter-frame space (SIFS) interval through an orthogonal frequency division multiple access OFDMA-based scheme [121]. Each vehicle randomly and independently selects one subcarrier out of $N_{\text{sub}}$ subcarriers in the OFDMA. In order to reduce the collision in subcarrier selection, each vehicle randomly chooses one out of $N_t$ transmission batches to transmit its join packet, the length of which is very short and only includes its ID and current location. Apparently, if two or more vehicles pick the same subcarrier and the same batch, collisions will be inevitable.

Here we use an approach of random selection to determine how to dedicate carriers to vehicles. On the one hand, the advantage of this method is that it has minimal overhead. Each vehicle can
Fig. 3.2: Packet dissemination process in NC-PNC MAC protocol.
randomly adopt one carrier and one batch to send a join packet without any extra efforts on coordination. Many hybrid or centralized protocols like [104] and [40] have an extra period of coordination. During this coordination period, vehicles firstly broadcast a hello packet to show their presence and then a coordinator is elected. The coordinator can assign each vehicle a transmission time slot. Such methods waste so much time on coordination that there may be not enough time left for BSM dissemination, which may cause great delay. On the other hand, although method of random OFDMA may results in collisions in carrier selection, this problem is overcome by: 1) we can increase the number of batches to make sure the collision probability is as low as 1%; 2) a CSMA session is reserved for those vehicles that have collisions during this OFDMA period. Those vehicles still have chance to broadcast their BSM in the subsequent session.

Since each subcarrier is orthogonal in frequency to each other, the RSU is able to know which node can take part in the PNC session if no transmission collision takes place for the subcarrier. Then the RSU broadcasts a coordinate packet to notify all vehicles about which two vehicles form a PNC pair as well as the total number of PNC pairs, according to their instant locations. Here, one PNC pair consists of two vehicles that exchange their safety messages through the PNC scheme [62] during the PNC session. To form a PNC pair, the RSU prioritizes two vehicles at different sides of the RSU. For instance, the left-side node $v_l$ and the right-side node $v_r$ in Fig. 3.1 (a) can be a PNC pair, but $v_2$ and $v_3$ is not a wise choice because both $v_2$ and $v_3$ are at the right side of the RSU.

Assume all PNC pairs form a set $\mathcal{S}$, so $\mathcal{S} \subseteq S$. For the roadway scenario, $\mathcal{S}$ can be further divided into two subsets $\mathcal{S}_L^L$ and $\mathcal{S}_R^R$, which stands for vehicles on the left and right side of the RSU, respectively. In a similar way, $\mathcal{S}$ can be divided into four parts ($\mathcal{S}_L^L$, $\mathcal{S}_R^R$, $\mathcal{S}_U^U$ and $\mathcal{S}_D^D$) for the intersection case. Among all PNC pairs in $\mathcal{S}$, the RSU designates one pair as relay nodes. The relay nodes help those nodes, which lose the opportunity to take part in the PNC session, to forward their safety messages. Their roles will be elaborated in the subsection of PNC session. In order to have the best coverage of other vehicles, a pair of relay nodes $v_{relay}^L$ and $v_{relay}^R$ must satisfy the following conditions:

$$
\begin{align*}
    v_{relay}^L &\in \mathcal{S}_L^L \quad \text{and} \quad v_{relay}^L = \arg \max_{v_i \in \mathcal{S}_L^L} (d(v_i, 9)), \\
    v_{relay}^R &\in \mathcal{S}_R^R \quad \text{and} \quad v_{relay}^R = \arg \max_{v_i \in \mathcal{S}_R^R} (d(v_i, 9)).
\end{align*}
$$

(3.3)

**Proof:** Without loss of generality, take the left relay node at first. On the left side of the RSU, for a vehicle $v_x \in \mathcal{S}_L^L$, since it is communicable to the RSU, so $0 \leq d(v_x, 9) \leq r$. Obviously, any vehicle $v_j$ between $v_x$ and RSU is communicable to $v_x$ due to $d(v_x, v_j) \leq d(v_x, 9)$. Therefore, the

---

6 See the collision probability analysis in section 3 of Chapter 4.
most distant vehicle to the RSU in $\mathbb{L}^L$ (called $\hat{v}^L_{\text{Relay}}$) covers the most vehicles in between. On the other hand, assume $\mathbb{L}^L_{\text{out}}$ denotes the set of left-side vehicles of the RSU but the distance from the RSU is larger than $r$ (i.e., not in $\mathbb{L}^L$). For an arbitrary vehicle $v_j \in \mathbb{L}^L_{\text{out}}$, $d(v_j, \hat{v}^L_{\text{Relay}}) \leq d(v_j, v_x)$ where $v_x \in \mathbb{L}^L$ yet $v_x \neq \hat{v}^L_{\text{Relay}}$. Therefore, the node $\hat{v}^L_{\text{Relay}}$ covers the most vehicles in $v_j \in \mathbb{L}^L_{\text{out}}$. Thus, $v^L_{\text{Relay}} = \hat{v}^L_{\text{Relay}}$ is the determined left relay. The conditions for the other relay $v^R_{\text{Relay}}$ on right sides can be proved correspondingly.

For the intersection scenario in Fig. 3.1 (b), four relays can be elected by using a similar method as descript in equation (3.3).

Since the length of the poll packet, join packet and coordination packet are very short (i.e., the length of a poll or a join packet is no more than twenty bytes, and the length of a coordination packet is less than two hundred bytes), the total time spent on the MAC setup session is also very short. The duration can be estimated as follows:

$$T_{\text{setup}} = T_{\text{poll}} + N_bT_{\text{join}} + T_{\text{coord}} + N_pT_{\text{SIFS}} + T_{\text{DIFS}}$$

(3.4)

where $T_{\text{poll}}$, $T_{\text{join}}$, and $T_{\text{coord}}$ are the transmission time for one poll packet, join packet and coordination packet, respectively, $N_b$ is the total number of batches of OFDMA uplink, and $T_{\text{SIFS}}$ (or $T_{\text{DIFS}}$) is the waiting time before sending a join packet (or the waiting time before the next session).

### 3.3.2 CSMA Session

Some nodes may not be able to participate the PNC session after the MAC setup session because the RSU fails to receive their join packets. The failure can be induced by various of factors, including fading channels, long distance to the RSU, disability of sending a join packet and so on. Therefore, the RSU cannot arrange an opportunity for those vehicles in the PNC session. Among all factors, the dominant one is the subcarrier collision, which means some nodes select the identical data subcarrier at the same transmission batch during the OFDMA uplink stage. The probability of a subcarrier and a batch chosen by $n$ ($n \geq 2$) nodes at the same time is:

$$P_{\text{coll}}(n) = \left( \frac{N}{n} \right) \left( \frac{N_{\text{sub}}N_b - 1}{N_{\text{sub}}N_b} \right)^{N-n} \left( \frac{1}{N_{\text{sub}}N_b} \right)^n.$$  

(3.5)

Fig. 3.3 illustrates that the collision probability of selecting one subcarrier during the OFDMA decreases as the batch volume $N_b$ increases. In addition, the probability of four or more vehicles picking the same subcarrier is much less than that of two vehicles selecting the same subcarrier.
Fig. 3.3: Collision probability $P_{\text{coll}}(n)$ of selecting one subcarrier during the OFDMA uplink.
coincidentally. That is, most of OFDMA uplink transmission collisions are caused by selection collisions caused by two vehicles.

Noticeably, it might be that more than one subcarrier and one batch are repeatedly selected (i.e., it may have multiple collisions). The overall collision probability will be analysed in the following part. For all unqualified nodes, the CSMA session provides them with an opportunity to broadcast their BSM packets, if $T_{\text{AIFS}} > T_{\text{DIFS}} > T_{\text{SIFS}}$.

During the CSMA session, all participants contend for accessing channels and transmitting their safety messages by using the CSMA/CA. Vehicles in the vicinity including the relay nodes can receive these BSM packets and buffer them for further purpose of decoding the PNC packets or RLNC packets, which will be illustrated in the next subsection. The time $T_{\text{CSMA}}$ spent on this session can be calculated by:

$$T_{\text{CSMA}} = n_{\text{CSMA}}T_{\text{BSM}} + \sum_{i=1}^{n_{\text{CSMA}}} (t_{b}[i] + T_{\text{DIFS}}),$$

where $n_{\text{CSMA}}$ is the number of vehicles participating in the CSMA session, $T_{\text{BSM}}$ is a BSM packet transmission time, $t_{b}[i]$ denotes a random back off time in the $i^{th}$ transmission.

### 3.3.3 PNC Session

The RSU launches the PNC session after the CSMA session. It waits for an arbitrary inter-frame space (AIFS) before broadcasting a beacon packet, which requests the first PNC pair to transmit their BSM packets. After an interval of SIFS, the first PNC pair send their BSM packets simultaneously. The RSU tries to decode the overlapped signals by utilizing the three physical-layer decoders aforementioned in Section 3.3.1. After decoding, the RSU will broadcast a downlink packet, which also notifies the next PNC pair by piggybacking their ID information. Upon receiving, the next PNC pair start the next round of BSM packet exchange, and this process repeats for all PNC pairs until the last one. For the last PNC pair, the process is slightly different from those before. The last pair comprises of two relays (or four relays at each direction for the intersection case). Each relay adopts the RLNC to encode its own BSM packet with other BSM packets buffered during the CSMA session. Being different from other non-relay PNC pairs, the relay nodes work in a burst mode: They consecutively conduct $M$ rounds of exchange but with different encoding coefficients for each round. Coding coefficients are randomly generated from Galois field (GF). Here $M = \max(M_L + M_R) + 1$, where $M_L$ and $M_R$ is the number of BSM packets in the buffer of the left and right relay, respectively, taking into account the roadway case.

In order to distinguish different types of packets, the notation $P_{v_i}$, $P_{\text{Relay}}$ and $P_{\text{RSU}}$ means a packet sent by a vehicle $v_i$, a relay and the RSU, respectively. Considering the compatibility, we utilize
the same MAC header of IEEE 802.11p but assign different values in \textit{Frame Control} (FC) field for different types. Meanwhile, to distinguish different types of packets sent by ordinary vehicles, relays or RSU, we assign different values in the \textit{FC} field, which is shown by Fig. 3.4 and Table 3.2.

Table 3.2: FC values for different types of signals in NC-PNC MAC.

<table>
<thead>
<tr>
<th>Packet Type</th>
<th>FC Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polling signal from RSU $P_{RSU_{-pol}}$</td>
<td>0x2001</td>
</tr>
<tr>
<td>Join signal from OBU $P_{v_{-join}}$</td>
<td>0x2002</td>
</tr>
<tr>
<td>Coordination signal from RSU $P_{RSU_{-coor}}$</td>
<td>0x2003</td>
</tr>
<tr>
<td>Original BSM signal from OBU $P_v$</td>
<td>0x1000</td>
</tr>
<tr>
<td>Trigger (Beacon) signal from RSU $P_{RSU_{-bcn}}$</td>
<td>0x2004</td>
</tr>
<tr>
<td>PNC signal from RSU $P_{RSU_{PNC}}$</td>
<td>0x1801</td>
</tr>
<tr>
<td>Compound PNC signal from RSU $P_{RSU_{comp}}$</td>
<td>0x1802</td>
</tr>
<tr>
<td>RLNC signal from RSU $P_{RSU_{RLNC}}$</td>
<td>0x1803</td>
</tr>
<tr>
<td>RLNC signal from relay $P_{relay_{RLNC}}$</td>
<td>0x1804</td>
</tr>
</tbody>
</table>

According to three physical-layer decoders in the RSU, the decoding results based upon the superimposed uplink signals would be one of the following:

1) \textit{One lone packet}: e.g., only packet $P_{v_4}$ from the vehicle $v_4$ is decoded by the MUD decoder or the SU-SIC decoder;

2) A bit-wise coded packet: e.g., $P_{v_4} \oplus P_{v_5}$ through the PNC decoder;

3) Two lone packets: e.g., both $P_{v_4}$ and $P_{v_5}$ through the MUD decoder;

4) No packet is obtained.
For case 2) and 3), the RSU will transmit a downlink packet such as $P_{RSU}^{PNC} = P_i \oplus P_j$. For case 1), it will buffer a lone packet at first, and then transmit an encoded RLNC packet $P_{RSU}^{RLNC} = \sum_i h_i P_i$, where $P_i$ is a previously buffered lone packet and $h_i$ is a random coefficient generated in GF field. In case 4), the RSU will also send an encoded packet by encoding the buffered lone packets but with different coefficients in case 1). To ensure vehicles can decode all lone packets, we conceive a lower triangular matrix for all $h_i$. That is, when the RSU obtains a lone packet at the first time, it just forwards it to all vehicles without encoding. Then, at the second time, it encodes the two packets (one is the packet stored at the first time) and broadcasts the encoded packet. Similarly, at the $t^{th}$ time when the RSU decodes a lone packet, it encodes all $t$ packets and broadcasts the encoded packet for downlink.

As pointed out above, relay nodes generate and transmit $M$ distinct uplink packets. As a case in point, if $v_1$ and $v_3$ are selected as relay nodes in Fig. 3.1, the $k^{th}$ ($1 \leq k \leq M$) two compound uplink packets generated at two relay nodes are:

$$P^{\text{Relay}}_L(k) = \sum_{i=1}^{M} d_{ik} P_i$$
$$P^{\text{Relay}}_R(k) = \sum_{j=1}^{M} c_{jk} P_j \quad (3.7)$$

respectively, where $d_{ik}$ (or $c_{jk}$) are random coefficients at node $v_1$ (or $v_3$), and $P_i$ (or $P_j$) are its own packet as well as packets stored during the CSMA session. Based on the two RLNC uplink packets shown by (3.6), the PNC decoder of the RSU may generate a downlink packet also called a compound downlink packet as follows:

$$P^{\text{comp}}_{RSU}(k) = P^{\text{Relay}}_L(k) \oplus P^{\text{Relay}}_R(k) = \left( \sum_{i=1}^{M} d_{ik} P_i \right) \oplus \left( \sum_{j=1}^{M} c_{jk} P_j \right). \quad (3.8)$$

After receiving a downlink packet, each PNC pair are able to obtain their desired information by XORing the downlink packet with their own packets. Notably, nodes that have collected sufficient number of compound downlink packets can also obtain all individual packets $P_i \forall i$ (or $P_j \forall j$) by carrying out the Gaussian Elimination.
Fig. 3.5: Applied methodologies in the NC-PNC MAC.
An interesting and remarkable phenomenon is that some other vehicles also possibly restore original packets when receiving downlink packets that belong to other PNC pairs if they can overhear the corresponding uplink packets. Moreover, for a relay node, since it has the best coverage, most of the surrounding vehicles get benefits from decoding compound downlink packets, since those nodes can overhear the compound uplink from the relay. This characteristic is helpful to disseminate BSM packets. On the other hand, some vehicles may not overhear all uplink packets, so they cannot restore the original packets even though they have received downlink packets from the RSU. This issue will be tackled by our extended multiple relay scheme, which will be articulated in Chapter 4.

The total time spent on PNC session is:

\[
T_{\text{PNC}} = (n_{\text{PNC}} - 1)(T_{\text{up}} + T_{\text{down}}) + \sum_{i=1}^{M} (T_{\text{up}} + T_{\text{down}}) + 2T_{\text{SIFS}} (M + n_{\text{PNC}} - 1) + T_{\text{AIFS}}.
\]  

(3.9)

where \(T_{\text{up}} = T_{\text{down}} = T_{\text{BSM}}\) are transmission time for one uplink packet or downlink packet, and \(n_{\text{PNC}}\) is the total number of PNC pairs.

The proposed MAC involves a series of methodologies. For the first session and the second session, it applies the OFDMA and the CSMA/CA, respectively. Both of them are widely used in many existing networks, such as LTE cellular networks and WiFi networks. Therefore, we highlight the ones adopted in the PNC session. As depicted by Fig. 3.5, during each uplink, a pair of nodes or relays transmit their BSMs independently and simultaneously, then the RSU broadcasts a downlink packet by employing PNC. The non-relay nodes send original BSMs only once for uplink, while the relays transmit encoded packets (by using RLNC) for uplink multiple times.

3.3.4 Collision Probability for Subcarrier Selection

As aforementioned, when each vehicle randomly and independently chooses one batch and one subcarrier to transmit its join packet, it may lead to transmission collisions. In this section, we will firstly derive the proportion of vehicles that involves in carrier collisions.

In order to figure out how many vehicles involved in the subcarrier collision, we firstly calculate the repeated times of selected subcarriers. The whole process can be equivalent with the case that \(N\) vehicles randomly pick up subcarriers out of \(S = N_bN_{\text{sub}}\) subcarriers, where \(N_b\) is the batch volume and \(N_{\text{sub}}\) is the number of data carriers at the physical layer. Apparently, \(N\) subcarriers will be selected (including the repeated ones). Let \(\Psi\) denote the set of selected subcarriers and \(\chi_i\) is the \(i^{th}\) subcarrier in this set, where \(\chi_i \in \Psi\) and \(1 \leq i \leq N\). We define an indicator \(I_{\chi_i}\) as follows:
\[ I_{i_k} = \begin{cases} 1, & \text{if } x_i \text{ has appeared in } \Psi \\ 0, & \text{otherwise} \end{cases} \]  

(3.10)

The probability for \( I_{i_k} = 0 \) and \( I_{i_k} = 1 \) are

\[ P_{(I_{i_k} = 0)} = \left( \frac{S - 1}{S} \right)^{i-1}, \]
\[ P_{(I_{i_k} = 1)} = 1 - \left( \frac{S - 1}{S} \right)^{i-1}. \]

(3.11)

Therefore, the expectation of repeated times for all subcarriers in \( \Psi \) is:

\[ E[N_{\Psi}] = E\left[ \sum_{i=1}^{N} I_{i_k} \right] = \sum_{i=1}^{N} P_{(I_{i_k} = 1)} = N - S \left[ 1 - \left( \frac{1}{S} \right)^{N} \right]. \]

(3.12)

In addition, the probability of choosing one certain subcarrier out of \( S \) subcarriers only once is \( \left( \frac{N}{1} \right) \left( \frac{S - 1}{S} \right)^{N-1} \frac{1}{S} \), and the probability of a certain subcarrier never chosen is \( \left( \frac{N}{0} \right) \left( \frac{S - 1}{S} \right)^{N} \).

Therefore, the proportion of vehicles colliding in subcarriers is

\[ P_{veh\_coll} = \frac{S \left[ 1 - \left( \frac{N}{1} \right) \left( \frac{S - 1}{S} \right)^{N-1} \right] - \left( \frac{N}{0} \right) \left( \frac{S - 1}{S} \right)^{N} + E[N_{sub\_repeat}]}{N} \]

(3.13)

3.3.5 Communication Complexity

We will examine the communication complexity of the proposed NC-PNC MAC. Generally, a protocol’s communication complexity means the number of packets transmitted in function of the total number of nodes of a network. It can be deemed as an evaluation of a protocol’s complexity and efficiency.

Assume \( N \) vehicles in the vehicular network and let \( TNP \) be the total number of packets sent by all vehicles and the RSU, so \( TNP \) is equal to the sum of packets in each session, i.e., \( TNP = TNP_1 + TNP_2 + TNP_3 \) (there are three sessions in the protocol: MAC setup session, CSMA session and PNC session).

During the first session, vehicles send their join packets following the polling packet. Therefore, \( TNP_1 \leq N + 2 \) because \( N \) join packets are sent at most.

Based on Equation (3.13), the number of vehicles that transmit their BSM packets during the CSMA session is \( \left\lceil NP_{veh\_coll} \right\rceil \). Therefore, \( TNP_2 = p_{csma} \left\lceil NP_{veh\_coll} \right\rceil \leq \left\lceil N - N(1 - \frac{1}{N_sN_{sub}})^{N-1} \right\rceil, \)
where \( p'_{\text{csma}} \) is the probability that a node transmits without collision during the CSMA session and has been derived in [48].

During the last session, the remaining \( N(1 - \frac{1}{N_b N_{\text{sub}}})^{N-1} \) vehicles will exchange their packets by using PNC. Among those vehicles except relays, each vehicle will transmit only one uplink packet, while every relay node broadcast multiple uplink RLNC packets. As mentioned in the manuscript, the relay nodes encode and forward packets from collided vehicles and remote vehicles. The former part has \( N P_{\text{veh. coll}} \) vehicles. For the latter, since vehicles distribute randomly and independently, the number of vehicles can be covered by relays are approximately \( N \frac{r}{R - r} \).

For all occasions, the RSU will broadcast the same amount of downlink packets as uplink packets. Thus, we have

\[
TNP = 2 \left( N(1 - P_{\text{veh. coll}}) + N P_{\text{veh. coll}} + N \frac{r}{R - r} \right) \leq 2N \frac{2R - r}{R - r} + 2n_r + 2, \quad (3.14)
\]

where \( n_r \) denotes the number of relays (\( n_r = 2 \) for the roadway case, \( n_r = 4 \) for the intersection case). Finally, the upper bound of total number of transmissions for each round of message exchange is

\[
TNP \leq 2N \frac{2R - r}{R - r} \cdot N(1 - \frac{1}{N_b N_{\text{sub}}})^{N-1} + 2n_r + 5 \leq 2N \frac{2R - r}{R - r} + 2n_r + 5 \quad (3.15)
\]

Obviously, the communication complexity of NC-PNC MAC is linear and can be expressed as \( O(N) \). The conclusion will be validated in the simulations in the following subsection.

**Table 3.3: Key Physical and MAC Layer Parameters in Simulation.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Frequency</td>
<td>5.9 GHz</td>
</tr>
<tr>
<td>Transmission Power</td>
<td>RSU: 45dBm; OBU: 30dBm to 40dBm</td>
</tr>
<tr>
<td>Path Loss Exponent / GF size</td>
<td>3.5 / 256</td>
</tr>
<tr>
<td>Number of Vehicles ( N )</td>
<td>Number of batches ( N_b )</td>
</tr>
<tr>
<td>Data Rate / BSM Packet Size</td>
<td>3 Mbps to 27 Mbps / 200 Bytes</td>
</tr>
<tr>
<td>Vehicle velocity / ( N_{\text{sub}} / CW )</td>
<td>10 to 30 m/s / 48 / 63</td>
</tr>
<tr>
<td>SIFS/DIFS/AIFS</td>
<td>16us/32us/48us</td>
</tr>
</tbody>
</table>
3.4 Simulation results

In this part, we first present the simulation setup for our proposed NC-PNC MAC protocol. The simulation tool we use is NS-3 [63]. Then we use simulation data to evaluate its performance and compared it with benchmarks selected from existing schemes in other relevant studies.

3.4.1 Simulation Setup

The simulation is set up according to the system model in Section 3.2. The key physical and MAC layer parameters are listed in Table 3.3. The dissemination of BSM packets experiences Nakagami fading. The probability density function of the signal amplitude $X$ is subject to

\[
 f_X(x) = \frac{2m^m x^{2m-1}}{\Gamma(m)\omega^m} e^{-\frac{m^m}{\omega}}
\]

(3.16)

where we assume fading figure $m$ is 1.5 (for distance less than 80m) and 0.8 (for distance larger than 80m), according to empirical measurements [122]. In addition, a so-called log-distance path loss model is added. In the simulation, vehicles distribute randomly on each lane and move with a constant speed. We run the simulation 500 times. For each time, the whole process depicted by Fig. 3.2 is continuously conducted 100 rounds, and vehicles have different initial positions and moving speed.

In order to validate the effectiveness and efficiency of the proposed protocol, we also choose several other MAC protocols as benchmarks with the same configuration. These protocols are IEEE 802.11p, which utilizes CSMA/CA to access channels, NC Relaying scheme [46], in which both RSU and vehicles are able to encode and forward the message they received, and RSU-NC [100], in which RSU carries out RLNC scheme to relay packets while vehicles still adhere to CSMA/CA.

The communication range can be changed by adjusting transmission power. The definition of a communication range is that vehicles can receive the transmitted packet more than 95% probability within this range. According to this, in our simulation, the communication range is 100 m, 150 m, 200 m and 300 m, corresponding to the transmission power of 30 dBm, 35 dBm, 40 dBm and 45 dBm, respectively.

Two mobility models are used in the simulations. For the roadway scenario shown in Fig. 3.1 (a), vehicles travel on a section of a road at a constant speed. By adopting the constant speed model we simulate a scenario where vehicles move on a highway. For the intersection scenario shown in Fig. 3.1 (b), a realistic model is adopted. Vehicles slow down or even stop when they approach the intersection, in which a roundabout is used to ensure the safety. After passing the intersection, they may accelerate and leave the area.
3.4.2 Batch Volume Selection in OFDMA Uplink

It is necessary to be aware of the probability of subcarrier collision while specifying an appropriate value for $N_b$ in simulations. The probability of vehicles involving in carrier collisions are given in equation (3.13). To validate the theoretical analysis of the probability, simulations are conducted. According the PHY of DSRC, the number of data subcarrier is 48. Thus, we take $N_{sub}$ = 48 in both simulations and analysis. Fig. 3.6 shows the trend of proportions of vehicles involved in subcarrier collisions. Apparently, more vehicles and fewer uplink batch $N_b$ will cause more collisions, which conforms to our expectation. In addition, it is evident that the analytical model precisely predicts the collision proportions as any two relevant curves are overlapped.

To keep the collision probability on a low level and according to Fig. 3.6, we need to keep $N_b$ as large as possible. However, this strategy will expand the MAC setup session, thus enlarging the delivery latency substantially. Therefore, to keep balance between collision probability and time consumption, we set $N_b = 4$ if the number of vehicle is less than 80, else $N_b = 8$ in the simulation. Fig. 3.7 reveals the effect of such strategy. It illustrates that the time spent on the MAC setup session almost doubles when the number of vehicles increases from below 80 to above 80.

![Fig. 3.6: Proportion of vehicles involved in subcarrier collisions.](image)
3.4.3 Simulation Results and Discussions

As mentioned before, BSM packets contain real-time safety information. Each BSM packet has a limited lifetime and it should be disseminated within a certain period. Apparently, the proposed protocol consumes different amount of time as the number of vehicles varies. Fig. 3.7 illustrates the average time consumed (e.g., $T_{\text{setup}} + T_{\text{CSMA}} + T_{\text{PNC}}$) for two scenarios with two typical data rates. The latency increases linearly as the number of vehicles increases, which is substantiated by the communication complexity in Section 3.3.5. It can be up to 95 ms (or 99 ms) in the roadway scenario (or the intersection scenario) for 160 vehicles with a 6 Mbps data rate. Remarkably, under the same condition (i.e., the same data rate and the same number of vehicles), the latency of the intersection case is larger than that of the roadway case, because there are one more pair of relays in the intersection, which need more time to exchange compound packets shown in (3.7) and (3.8).

The PDR performance of the proposed NC-PNC MAC is evaluated in Fig. 3.8 with respect to the proportion $r/R = 1/3$ and data rate = 6Mbps. In order to be fair, the three benchmarks spend the same time period of the NC-PNC MAC. Compared with three benchmarks, the NC-PNC MAC significantly improve the PDR performance in both scenarios as well as different networks with varied vehicle density. Unlike benchmarks, it can maintain a relative high PDR (no less than 0.8) even when the number of vehicles reaches 80. By contrast, the PDR curves of others plunge as the number of vehicles increases. The benefit firstly stems from the property of the NC-PNC MAC, which effectively suppresses collisions, because BSM transmissions mainly take place during the collision-free PNC session and only a small part of vehicles involves in the CSMA session. In addition, by virtue of relays and the RSU, remote nodes and nodes with transmission collisions can also broadcast their safety messages by integrating RLNC and PNC. However, the collision rate in other schemes is inevitably high, especially for dense vehicular networks. Thus, massive packets are lost, and a high PDR cannot be ensured.

To see how the proportion of two communication ranges $r$ and $R$ affects the PDR performance, we compare the PDR for different proportions, as shown in Fig. 3.9. The simulation results show that with the increase of $r/R$, a better PDR performance can be reached. The reason is that when the proportion goes up, more edges are included in the set $E_1$ and $E_3$ in HCG. As a result, more vehicles can communicate with each other directly and may take part into the PNC session, which in turn lead to a larger PDR.

Data rate is another key factor that can impose on PDR performance in vehicular networks. Generally, a vehicular network with dense vehicles may need more time to complete a round of dissemination. To avoid exceeding the lifetime of the safety messages, higher data rate should be considered for those networks. At physical layer, different data rates imply applying different
coding rates and modulations, which have impacts on packet error rate at reception. The curves in Fig. 3.10 is the PDR performance for a network adopting various typical data rates specified in [13]. Lower data rates result in a better PDR performance, which meets our expectation. More importantly, despite with a high data rate of 12 Mbps, compared with other schemes using a lower data rate of 6 Mbps, the proposed MAC has a much better PDR performance than IEEE 802.11p and even maintains the same level as the NC based scheme [46] (see Fig. 3.8).

We further evaluate the overall throughput for the entire network, as the network throughput can embody the efficiency of data exchange among different nodes. Fig. 3.11 sketches the network throughput in absolute values. In both scenarios, the proposed NC-PNC MAC outperforms other three counterparts, which means the MAC works more competently and efficiently for BSM dissemination among vehicles in the RoI. In addition, the throughput curve of NC-PNC MAC increases linearly against the number of vehicles goes up and the gap between our protocol and any other in benchmarks enlarges as the density of vehicles increases. Apart from the absolute throughput, a normalized one is also provided in Fig. 3.12. The normalized throughput is a relative value that stands for how much the real throughput is better than the DSRC standard. Again, we observe that the NC-PNC MAC has the largest normalized throughput among all schemes. A normalized value larger than 1 means a protocol spends less time than a CCH interval completing BSM dissemination in the network. The value descends gradually as the vehicle volume increases because it takes more time in a denser network, which meets our expectation.

The impact of travelling speed on PDR performance is shown in Fig. 3.13. We increase the moving speed from 10m/s to 30m/s and plot three curves under the same condition of $r/R=1/3$ and data rate = 6Mbps. There is no significant difference among three curves. Therefore, from all figures listed above, we can safely draw a conclusion that even if vehicles have a high moving speed up to 30m/s, the PDR performance of the proposed NC-PNC MAC in VANETs still keeps on the same level of a low-speed case. The results are consistent with those from [35]. To understand the above phenomenon, we need to examine the physical layer of DSRC [13]. The design of physical layer in DSRC has considered the features of high-speed mobile communications in VANETs. On one hand, it applies OFDM scheme and its specially designed preamble can overcome the issues caused by Doppler shift. On the other hand, the subcarrier frequency spacing (e.g., 156 KHz) in OFDM is much larger than the Doppler spread (e.g., 0.58 KHz to 1.1 KHz), according to a study [135]. Such large subcarrier spacing can absorb the impact of Doppler spread induced by vehicle-level mobility. Therefore, the influence of mobility on PDR turns to be negligible.
Fig. 3.7: Average time consumed of each session with different number of vehicles in: (a) the roadway scenario; (b) the intersection scenario.
Fig. 3.8: PDR comparison among NC-PNC MAC and other existing schemes for: (a) the roadway scenario; (b) the intersection scenario.
Fig. 3.9: PDR performance for different proportions of two communication ranges in: (a) the roadway scenario; (b) the intersection scenario.
Fig. 3.10: PDR performance for different data rates in: (a) the roadway scenario; (b) the intersection scenario ($r/R=1/3$).
Fig. 3.11: Network throughput comparison among NC-PNC MAC and other existing schemes for: (a) the roadway scenario; (b) the intersection scenario.
Fig. 3.12: Normalized throughput comparison for: (a) the roadway scenario; (b) the intersection scenario.
Fig. 3.13: The impact of speed on PDR from simulation with r/R=1/3 and data rate = 6Mbps: (a) the roadway scenario; (b) the intersection scenario.
3.5 Summary

This project is motivated by unsolved issues in basic safety messages dissemination in vehicular networks. We proposed a novel hybrid MAC protocol to tackle the existing issues. It consists of two centralized sessions and one distributed session. The BSMs are mainly broadcast over the centralized PNC session while a few remnant vehicles broadcast BSMs during the CSMA session, which is also reserved for legacy vehicles applying the standard of IEEE 802.11p. Such characteristic is able to effectively suppress the transmission collisions and keep the compatibility with DSRC. In addition, the joint effect of PNC and RLNC has been fully exploited during the one-hop dissemination via the V2V and V2I communications. Moreover, we theoretically analyse the subcarrier collision probability, as well as the communication complexity of the protocol. The analytical results are validated by simulations implemented in NS-3. Both the analytical results and simulation results show the proposed MAC outperforms its counterparts and has a better scalability and reliability regarding different traffic densities while maintaining a linear communication complexity. Such advantages provide a promising solution for BSM interchanging among vehicles in ITS.
Chapter 4 Performance Analysis and Enhancement for A MAC Protocol

4.1 Introduction

In this Chapter, an extended study of the NC-PNC MAC protocol proposed in last chapter is carried out. The hybrid MAC protocol, which is advantageous to other existing schemes, has been analysed only through simulations. However, its performance is still unknown on a wide range of circumstances due to lack of a theoretical model. Predicated on such observation, we propose a theoretical model to investigate its performance and provide more sights on the protocol. We firstly examine the total number of transmissions during one broadcast period in a vehicular network implementing the protocol, and then derive a model to analyse packet PDR for the network. From both the analytical model and simulations, tuneable parameters are identified and dominant factors influencing the PDR are revealed. In addition, two distinctive strategies are formulated to enhance the network performance. One strategy is to optimize the parameters of the MAC protocol, whereas the other is to designate vehicles as extra relay nodes to improve the packets reception. In both enhancement methods, the PDR performance can be enhanced by 10% to 30% under the constraint of the delivery latency.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>The communication range of RSU</td>
</tr>
<tr>
<td>$r$</td>
<td>The communication range of vehicle</td>
</tr>
<tr>
<td>$S$</td>
<td>The set of vehicles</td>
</tr>
<tr>
<td>$v$, $\mathcal{R}$</td>
<td>A vehicle $v$, and the RSU, respectively</td>
</tr>
<tr>
<td>$E$</td>
<td>The set of edges in communication graph</td>
</tr>
<tr>
<td>$d(v_i,v_j)$</td>
<td>The distance between $v_i$ and $v_j$</td>
</tr>
<tr>
<td>$PDR(i)$</td>
<td>The packet delivery ratio for $v_i$</td>
</tr>
<tr>
<td>$N$</td>
<td>The total number of vehicles in RoI</td>
</tr>
<tr>
<td>$TNT$</td>
<td>The total number of transmissions</td>
</tr>
<tr>
<td>$Y$</td>
<td>The probability density function of the signal amplitude</td>
</tr>
<tr>
<td>$m$</td>
<td>The fading figure in Nakagami fading channel</td>
</tr>
<tr>
<td>$\omega$</td>
<td>The average receiving power in Nakagami fading channel</td>
</tr>
<tr>
<td>$p_e$</td>
<td>Channel erasure probability over Nakagami fading channels</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$P_{\text{tr}}$</td>
<td>Transmission power</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Path loss exponent</td>
</tr>
<tr>
<td>$N_s$</td>
<td>The number of symbols in a packet</td>
</tr>
<tr>
<td>$P_{\text{PNC}}$</td>
<td>Channel erasure probability for PNC decoding</td>
</tr>
<tr>
<td>$N_{\text{sub}}$</td>
<td>The number of data subcarriers</td>
</tr>
<tr>
<td>$P_{\text{coll_occ}}$</td>
<td>The probability of the collision occurrence in OFDMA period</td>
</tr>
<tr>
<td>$P_{\text{veh_coll}}$</td>
<td>The overall proportion of vehicles colliding in subcarrier selection</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>The number of vehicles per kilometre</td>
</tr>
<tr>
<td>$N_{\text{con_in}}$</td>
<td>The number of vehicles that are disqualified to take part in the PNC session due to subcarrier collisions</td>
</tr>
<tr>
<td>$N_{\text{con_out}}$</td>
<td>The number of ineligible vehicles due to long distance</td>
</tr>
<tr>
<td>$N_{\text{node}}$</td>
<td>The number of non-relay nodes that are eligible for PNC session</td>
</tr>
<tr>
<td>$P_{\text{CSMA_in}}$</td>
<td>The probability of a successful transmission for $N_{\text{con_in}}$</td>
</tr>
<tr>
<td>$P_{\text{CSMA_out}}$</td>
<td>The probability of a successful transmission for $N_{\text{con_out}}$</td>
</tr>
<tr>
<td>$N_{\text{relay}}$</td>
<td>The number of packets relays received</td>
</tr>
<tr>
<td>$P_{\text{DR}}$</td>
<td>The average $P_{\text{DR}}$ of the network</td>
</tr>
<tr>
<td>$P_{\text{DR_CSMA}}$</td>
<td>$P_{\text{DR}}$ during the CSMA session</td>
</tr>
<tr>
<td>$P_{\text{DR_PNC}}$</td>
<td>$P_{\text{DR}}$ during the PNC session</td>
</tr>
<tr>
<td>$RX_{1}(v_i)$</td>
<td>The number of vehicles falling into the communication range of $v_i$.</td>
</tr>
<tr>
<td>$N_{\text{node_in}}$</td>
<td>The number of eligible vehicles involved in $E_1$</td>
</tr>
<tr>
<td>$N_{\text{node_out}}$</td>
<td>The number of eligible vehicles involved in $E_4$</td>
</tr>
<tr>
<td>$RX_{\text{PNC}}$</td>
<td>The number of neighbours in a vehicle’s coverage</td>
</tr>
<tr>
<td>$P_{\text{DR_PNC_1}}$</td>
<td>The network $P_{\text{DR}}$ regarding the non-relay nodes $N_{\text{node_in}}$</td>
</tr>
<tr>
<td>$P_{\text{DR_PNC_2}}$</td>
<td>The network $P_{\text{DR}}$ regarding the non-relay nodes $N_{\text{node_out}}$</td>
</tr>
<tr>
<td>$N_{\text{relay_tx_1}}$</td>
<td>The number of vehicles belonging to $E_1$</td>
</tr>
<tr>
<td>$N_{\text{relay_tx_2}}$</td>
<td>The number of vehicles belonging to $E_2$</td>
</tr>
<tr>
<td>$P_{\text{relay}}$</td>
<td>The probability of successful transmission to the relay</td>
</tr>
<tr>
<td>$P_{\text{DR_relay_PNC}}$</td>
<td>$P_{\text{DR}}$ contributed by the relay nodes</td>
</tr>
</tbody>
</table>
4.2 Problem Formulation

In this part, some assumptions for modelling are made and network model is stated. A concise retrospect of the MAC proposed in Chapter 3 is followed by definitions of performance metrics. The list of notations in this chapter is included in Table 4.1.

4.2.1 Assumptions and Network Model

The vehicular network considered in this study is depicted by Fig. 3.1, where vehicles move on a section of a roadway or pass through an intersection with a roundabout, while exchanging their basic safety messages. For each vehicle, BSM packets are generated and transmitted periodically via an on-board unit rigged on it.

A roadside unit (RSU) locates on the road and it can communicate with OBUs. Both OBUs and the RSU can access GPS and their clocks are synchronized. The effective transmission radius of an OBU and the RSU are $r$ and $R$, respectively, where generally $R > r > 0$. Besides, a vehicle’s sensing range is $2r$. We define the communication range of the RSU as the region of interest (RoI). We assume that there are $N$ vehicles in the RoI and they follow a Poisson point process distribution. The density of vehicles is $\alpha$ vehicles per kilometre, so $N=2R\alpha$. We let $\mathcal{S} = \{v_1, v_2, \ldots, v_N\}$ and $\mathcal{R}$ denote the set of $N$ vehicles in the RoI and the RSU, respectively. In addition, $d(x,y)$ is the Euclidean distance between any two nodes $x$ and $y$ on the road, where $x, y \in \mathcal{S} \cup \mathcal{R}$. A hybrid communication graph $HCG$ is defined to characterize the topology of the vehicular network, as follows:

*Definition*: $HCG = G(V, E)$ is a communication graph with a node set $V = \mathcal{S} \cup \mathcal{R}$ and an edge set $E = E_1 \cup E_2 \cup E_3 \cup E_4$. For any two vehicles $v_i, v_j \in \mathcal{S}$, the set $E_1$ contains bidirected edge $(v_i, v_j)$ if $d(v_i, v_j) \leq r$, while the edge $(v_i, v_j)$ belongs to $E_2$ if $d(v_i, v_j) > r$. In addition, $E_3$ includes all bidirected edges $(v_n, \mathcal{R})$ if $d\left(v_n, \mathcal{R}\right) \leq r$, while $E_4$ comprises the directed edge $d\left(v_n, \mathcal{R}\right) > r$ which only allows the direction from the RSU $\mathcal{R}$ to $v_n$, if and only if $r < d\left(v_n, \mathcal{R}\right) \leq R$. Here $(v_n, v_n) \in \mathcal{S}$.

In the $HCG$, pairwise vehicles in $E_1$ are able to communicate with each other directly. A vehicle associated with $E_3$ and the RSU are communicable to each other. By contrast, vehicles involved in $E_4$ can receive signals from the RSU, but in the opposite direction, the RSU cannot obtain signals sent by those vehicles.
4.2.2 Features of the hybrid MAC Protocol

The following paragraphs provide a retrospect of the NC-PNC MAC and list key its features. The hybrid protocol elaborated in Chapter 3 consists of three sessions, including MAC setup session, CSMA session and PNC session, in chronological order. During the first session the RSU invites vehicles in the RoI to participate in the upcoming PNC session for exchanging their safety messages. The CSMA session is reserved for those vehicles that cannot participate in the PNC session due to various reasons, involving subcarrier collisions, long distance to the RSU, etc. the dissemination of BSM packets mainly takes place in the last session.

As shown in Fig. 4.1, at the beginning of the MAC setup session, the RSU broadcasts a polling message to invite vehicles to join. Vehicles that successfully receive the polling message reply to the RSU after a short inter-frame space (SIFS) interval by applying a scheme called orthogonal frequency-division multiple access (OFDMA). More specifically, each vehicle randomly and independently selects one subcarrier and one batch to transmit its join packet, and there are $N_b$...
batches totally in the OFDMA. Apparently, this random OFDMA uplink transmission may incur subcarrier collisions if two or more vehicles choose the same subcarrier and the same batch. Once a collision happens, the RSU cannot obtain the ID information of those vehicles. As a result, the RSU cannot arrange a chance for them to take part in the PNC session. In the end, the RSU broadcasts a coordination packet to inform vehicles how to exchange BSMs in the last session.

Vehicles that lose opportunities of joining the PNC session take advantage of CSMA session to send safety messages. Finally, eligible vehicles exchange their packets pair by pair via the RSU, by making use of PNC. Definitely, the RSU should have the functionality of executing the PNC decoding algorithm. In addition, one pair of vehicles designated as relays also participate the PNC session, by integrating RLNC with PNC.

4.2.3 Performance Metrics

1) Total Number of Transmissions

The total number of transmissions is defined as all transmissions carried out by all nodes in $V$ over a dissemination interval, regardless of BSM packets or control packets. It is usually used to evaluate the communication complexity of a protocol. The NC-PNC MAC has three sessions. Therefore, the total number of transmissions can be expressed by $TNT = TNT_1 + TNT_2 + TNT_3$, where the three items at the right side represent the number of transmissions in three sessions respectively.

2) Packet Delivery Ratio

The PDR can be used to evaluate the capability and effectiveness of a MAC protocol in packet dissemination. If a vehicle $v_i$ receives $n$ BSM packets (messages) during one dissemination period, $PDR(v_i) = \frac{n}{N-1}$ will represent its packet delivery ratio. Obviously, if we do not count the vehicle's own BSM (i.e., $0 \leq n \leq N-1$), the upper bound and the lower bound of PDR for a vehicle should be 1 and 0, respectively. Different nodes may have different PDRs due to individual reception of safety messages, so we average all PDRs to evaluate the performance of the entire network.

3) Delivery Latency

Many safety applications in VANETs need to update information timely, so a large delay of BSM delivery is usually unacceptable. Let $T_d$ denote the delivery latency, which means the time spent on completing all three sessions. Different vehicle volumes in a vehicular network may have different delivery latencies.

4) Network Throughput
The throughput of a network reflects the capability of a network in interchanging information among different nodes. One of the key factors that influence the capability is protocols. To evaluate the potential of the enhanced strategies, the performance index of network throughput is adopted. It has the identical definition in Chapter 3, as shown by equations (3.1) and (3.2).

4.3 System Modelling and Performance Analysis

This subsection provides mathematical analysis for collision probability during the MAC setup session and the PDR performance.

4.3.1 Channel Erasure Probability

It has been shown that Nakagami distribution with proper parameters would be a realistic channel model [123] for VANETs. We assume that all channels in the network experience Nakagami fading and keep stable during one packet duration. The probability density function of the reception power \( Y \) based upon this model is represented as

\[
f_r(y) = \frac{m^m y^{m-1} e^{-m\omega}}{\Gamma(m)\omega^m}, \tag{4.1}
\]

where \( \omega \) is the average received power and \( m \) is the fading figure. The average received power \( \omega = P_a d^{-\beta} \), in which \( P_a \), \( d \) and \( \beta \) are transmission power, distance between the transmitter and the receiver and path loss exponent respectively. According to an empirical measurement [122], \( m \) is 1.5 (for distance less than 80m) or 0.8 (for distance larger than 80m). In addition, a typical value of 3 for \( \beta \) is adopted here.

For block fading channels, the erasure probability \( p_e \) [124] for the point-to-point case is

\[
p_e = \left(1 - \int_0^\infty \left(1 - Q(\sqrt{ky})\right)^N f_r(y) dy\right), \tag{4.2}
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-u^2/2} du \) denotes the Gaussian \( Q \) function, \( k \) is the number of bits per symbol, and \( N \) is the number of symbols in a packet. For simplicity, we consider an approximation of \( p_e \) provided in [124]:

\[
p_e \approx \gamma^{-t+1} \left(\frac{2}{k}\right)^{t+1} \frac{aN_t}{2(t+1)\sqrt{\pi}} \Gamma\left(t + \frac{3}{2}, \frac{ky_a}{2}\right), \tag{4.3}
\]

in which \( t = m-1 \), \( \gamma_a = \frac{2}{k} \left(\text{erfc}^{-1}\left(\frac{1}{N_t}\right)\right)^2 \), \( a = \frac{m^m}{\Gamma(m)} \) denotes the average signal to noise ratio (SNR). As each BSM has a fixed length in DSRC, \( N_t \) becomes a constant actually. Therefore, for a specific data rate (i.e., \( k \)), \( p_e \) turns to be a function of distance \( d \). In the following analysis, we
deem $p_e = 0$ if a receiver locates within the communication range of a transmitter. Otherwise, we adopt the average erasure probability over a communication range of $D$ as below

$$p_e = \frac{1}{D} \int_0^D p_e(x)dx$$

(4.4)

On the other hand, we assume the erasure probability for the RSU decoding a PNC packet based on two superimposed signals from two vehicles is $p_e^{PNC}$. Generally, $p_e \leq p_e^{PNC}$ under the same condition. However, applying some advanced decoding algorithms [103] can ensure the bit error rate (BER) for PNC case as close as that of the point-to-point case. Therefore, we take $p_e \approx p_e^{PNC}$ in the subsequent sections.

### 4.3.2 Collision Probability in Subcarrier Selection

As aforementioned, when each vehicle randomly and independently chooses one batch and one subcarrier to transmit its *join* packet, it may lead to transmission collisions. In this section, we will derive the collision occurrence probability and the proportion of vehicles that involves in subcarrier collisions.

Assume there are $N_{sub}$ available subcarriers for each batch, this problem is equivalent that each vehicle opts for one subcarrier out of $N_{sub}$ subcarriers at once. Let $S = N_{sub}$, and apparently there are $\binom{S}{N}$ cases without collisions. When more than one vehicle selects the same subcarrier out of $S$ subcarriers, it will result in a collision. Therefore, the probability of the collision occurrence is

$$P_{coll_{occ}} = 1 - \frac{\binom{S}{N}}{S^N}.$$  

(4.5)

From the analysis of transmission collisions in OFDMA uplink stage in Chapter 3, the overall proportion of vehicles colliding in subcarrier selection is

$$P_{veh_{coll}} = 1 - \left(1 - \frac{1}{N_{veh}N_{sub}}\right)^{N-1}.$$  

(4.6)

The above analysis is validated by simulations carried out in Matlab. Fig. 4.2 (a) shows the collision occurrence probability with $N_{sub} = 48$, which is the number of data subcarriers defined in DSRC. The probability rises up sharply as the number of vehicles $N$ increases. When the number of vehicles in a VANET is more than 60, it is prone to causing subcarrier collisions. In Fig. 4.2 (b), it demonstrates how the number of vehicles and batch volume affect the proportion of vehicles with carrier collisions. More vehicles and fewer transmission batches will lead to more subcarrier collisions, which conforms to our expectation. Straying from our intuition, the number of
Fig. 4.2: (a) Probability of collision occurrence; (b) proportion of vehicles in subcarrier collisions.
ineligible vehicles for the *PNC session* is not rare in a dense network. For instance, assume \( N = 80 \) and \( N_b = 8 \), which means although 80 vehicles have 384 choices to send their *join* packets, it almost inevitably has collisions and the proportion is about 0.2 (i.e., about 16 vehicles collide in subcarrier and are disqualified to participate in the *PNC session*).

### 4.3.3 Total Number of Transmissions

As sketched in Fig. 4.1, each vehicle in the RoI would send a *join* packet to the RSU in the first session. By adding a *poll* packet and a *coordination* packet from the RSU, we can easily get \( \text{TNT}_1 = N + 2 \).

During the *CSMA session*, vehicles that are ineligible for the *PNC session* access the channel and broadcast BSMs by means of CSMA/CA. The ineligibility, on one hand, stems from subcarrier collisions during the OFDMA in the first session, and on the other hand, due to large distance between some vehicles and the RSU (i.e., vehicles associated with the edge set \( E_4 \)). According to the property of Poisson process, the probability of \( k \) vehicles involved in the \( E_4 \) is

\[
P(k, 2r) = \frac{(2\alpha)^k}{k!} e^{-2\alpha r}.
\]  

(4.7)

The expected number of vehicles in this range is

\[
E[K_m] = \sum_{k=0}^{\infty} k P(k, 2r) = \lfloor 2\alpha r \rfloor.
\]

(4.8)

Among those vehicles, \( N_{in}^{con} = \lfloor 2\alpha r P_{veh\_coll} \rfloor \) vehicles are disqualified to take part in the *PNC session* due to subcarrier collisions. Nevertheless, their counterparts involved in \( E_4 \) that might have one or both issues mentioned above lose the opportunity. Likewise, the total number of vehicles and the ineligible vehicles of this type is \( E[K_{out}] = \lfloor 2\alpha (R - r) \rfloor \) and 

\[
N_{out}^{con} = \lfloor 2\alpha (R - r) \{(1 - (1 - P_{veh\_coll})(1 - p_e)) \rfloor,
\]

respectively, where \( p_e \) is the channel erasure probability. Since all the ineligible vehicles would broadcast a BSM during the second session. Thus, the total number of transmissions in this session is

\[
\text{TNT}_2 = N_{in}^{con} + N_{out}^{con} = \lfloor 2\alpha r P_{veh\_coll} \rfloor + \lfloor 2\alpha (R - r) \{(1 - (1 - P_{veh\_coll})(1 - p_e)) \rfloor.
\]

(4.9)

All the eligible nodes exchange their safety messages applying physical layer network coding in the last session. A number of non-relay nodes and a pair of relay nodes constitute them. Obviously, the number of non-relay nodes is

\[
N_{node} = 2 \lfloor \alpha r (1 - P_{veh\_coll}) \rfloor - 2 + 2 \lfloor \alpha (R - r) \{(1 - P_{veh\_coll})(1 - p_e) \rfloor.
\]

(4.10)
The relay nodes encode and transmit multiple packets that are overheard and buffered during the CSMA session. Since the CSMA/CA may also incur transmission collisions, according to [48], the probability of a successful transmission for \( N_{\text{con}}^{\text{in}} \) nodes and \( N_{\text{con}}^{\text{out}} \) nodes is (remember the sensing range is \( 2r \))

\[
\begin{align*}
    P_{t,\text{in}}^{\text{CSMA}} &= \left(1 - \frac{1}{CW+1}\right)^{\min\left(\frac{2Rh_y}{2-\alpha r}, 4r\right)} \quad \text{and} \quad P_{t,\text{out}}^{\text{CSMA}} &= \left(1 - \frac{1}{CW+1}\right)^{\min\left(\frac{R_h}{2-\alpha r}, 4r\right)},
\end{align*}
\]

respectively, where \( CW \) is the contention window ranging between \( CW_{\text{min}} \) (15) and \( CW_{\text{max}} \) (1023). Therefore, the number of packets relays received (adding their own packets) is

\[
N_{\text{relay}} = \left[ N_{\text{in}}^{\text{con}} P_{t,\text{in}}^{\text{CSMA}} + N_{\text{out}}^{\text{con}} P_{t,\text{out}}^{\text{CSMA}} (1 - p_e) \right] + 2.
\] (4.12)

Considering for each pair of uplink packets either from the relays or the non-relay nodes, the RSU will broadcast a downlink PNC packet after decoding, we can derive the total number of transmissions in the PNC session is \( TNT_5 = \frac{3}{2} \left( N_{\text{node}} + N_{\text{relay}} \right) \).

Fig. 4.3 delineates the analytical results and the simulation results with respect to the total number of transmissions \( TNT \). It has a linear relationship with the number of vehicles in the RoI, which is
consistent with the equations above. Therefore, the communication complexity of the protocol can be regarded as $O(N)$. The simulation is conducted in NS-3 [63], and the setup and parameters are shown in Section 4.4.

4.3.4 PDR Analysis

In order to derive the PDR, the roadway scenario is considered at first. The average PDR of the network can be expressed by

$$PDR = \frac{\sum_{i=1}^{N} RCV(i)}{N(N-1)},$$  \hspace{1cm} (4.13)

where $RCV(i)$ is the total number of received BSM packets of $v_i$. The BSM broadcast only occurs in the CSMA session and the PNC session. As a consequence, the average PDR is the summation of the average PDR of the two sessions, as below

$$PDR = PDR_{CSMA} + PDR_{PNC}.$$  \hspace{1cm} (4.14)

During the CSMA session, only an interference-free transmission may lead to a successful reception, as transmission collisions cannot be eliminated even if applying the CSMA/CA. According to the analysis in the last subsection, the number of vehicles involved in $E_i$ that would transmit BSMs is $N_{con}^{out}$ and the probability of a successful transmission from $P_{t-out}^{CSMA}(v_i)$. Therefore, taking into account all transmissions from vehicles in this set, the average PDR of the network is

$$PDR_{CSMA}^{i} = \frac{\sum_{i=1}^{N_{con}^{CSMA}} P_{t-out}^{CSMA}(v_i)RX_i(v_i) + (1 - p_v)(N - RX_i(v_i))}{N(N-1)}.$$  \hspace{1cm} (4.15)

in which

$$E[RX_i] = \left\lfloor \min \left( \frac{\alpha(R+r)}{2} - 1, 2\alpha r - 1 \right) \right\rfloor,$$  \hspace{1cm} (4.16)

denotes the expectation of $RX_i(v_i) = \left\lfloor \min \left( \alpha(r + R - d(v_i, R)) - 1, 2\alpha r - 1 \right) \right\rfloor$, which means the number of vehicles falling into the communication range of $v_i$. On the other hand, for vehicles $0 < d(v_i, R) \leq r$, based upon (4.8) and (4.11), the PDR contributed by this part can be acquired similarly:

$$PDR_{2}^{CSMA} = \frac{N_{con}^{CSMA} P_{t-out}^{CSMA}(E[RX_2] + (1 - p_v)(N - E[RX_2]))}{N(N-1)}.$$  \hspace{1cm} (4.17)
\[ E[RX_2] = \min \left( \frac{\alpha}{2} (2R + r) - 1, 2\alpha r - 1 \right) \]. The summation of \( PDR_{\text{CSMA}} \) and \( PDR_{\text{CSMA}} \) would lead to the PDR of the second session \( PDR_{\text{CSMA}} \).

For the PNC session, let consider the non-relay nodes at first. The total number of those vehicles is \( N_{\text{node}} \), which can be further divided into two parts, \( N_{\text{node}}^{\text{in}} \) and \( N_{\text{node}}^{\text{out}} \). The former comes from eligible vehicles involved in \( E_1 \), while the latter is the number of their counterparts in \( E_2 \). From (4.10), we have

\[
N_{\text{node}}^{\text{in}} = 2 \left[ \alpha r (1 - P_{\text{veh_coll}}) \right] - 2 \text{ and } N_{\text{node}}^{\text{out}} = 2 \left[ \alpha (R - r) (1 - P_{\text{veh_coll}}) (1 - p_r) \right].
\] (4.18)

Suppose a non-relay node \( v_i \), the amount of neighbours in its coverage is \( RX_{\text{PNC}} = \left[ \min \left( \alpha \left( r + R - d(v_i, R) \right) - 1, 2\alpha r - 1 \right) \right] \). Those nodes can overhear the uplink packets. Consequently, they can recover the original packets after receiving the corresponding downlink PNC packets from the RSU. By using the expectation of \( RX_{\text{PNC}} \), the network PDR regarding the non-relay nodes can be expressed by (4.19) and (4.20), as follows:

\[
PDR_{\text{PNC1}}^{\text{node}} = \frac{N_{\text{node}}^{\text{in}}}{N(N-1)} \left[ \min \left( \alpha \left( R + \frac{r}{2} \right) - 1, 2\alpha r - 1 \right) \right] + \left( N - \min(\alpha (R + \frac{r}{2}), 2\alpha r) \right) (1 - p_r) \] (4.19)
\[
PDR_{\text{PNC2}}^{\text{node}} = \frac{N_{\text{node}}^{\text{out}}}{N(N-1)} \left[ \min \left( \alpha \left( R + r \right) - 1, 2\alpha r - 1 \right) \right] + \left( N - \min(\alpha \left( R + r \right), 2\alpha r) \right) (1 - p_r) \] (4.20)

Vehicles on the left side that have received the left relay's uplink packets are able to restore the packets encoded by the right relay, and vice versa for the right-side vehicles. On either side, vehicles sending BSMs to a relay can be divided into two groups that belong to \( E_1 \) and \( E_2 \) respectively. The number of vehicles in two sets is denoted by \( N_{\text{tx}}^{\text{relay}} \) and \( N_{\text{tx}}^\text{relay} \) respectively, where

\[
N_{\text{tx}}^{\text{relay}} = \left( \alpha r P_{\text{veh_coll}} + \min \left( \alpha r, \alpha (R - r) \right) (1 - (1 - P_{\text{veh_coll}}) (1 - p_r)) \right) \),
\[
N_{\text{tx}}^{\text{relay}} = \left[ \max (0, \alpha (R - 2r)) (1 - (1 - P_{\text{veh_coll}}) (1 - p_r)) \right].
\] (4.21)

Among those nodes, the probability of successful transmission to the relay is

\[
P_{\text{tx}}^{\text{relay}} = \left( 1 - \frac{1}{CW + 1} \right)^{N_{\text{tx}}^{\text{relay}}} + \min(2\alpha r, \alpha (R - r))(1 - p_r). \] (4.22)
where \( p_{out} = 1 - (1 - P_{veh\_col})(1 - p_e) \). Since packets from \( N_{rel}^{rel} \) vehicles might be received with the probability \( 1 - p_e \), we have

\[
PDR_{PNC}^{rel} = \frac{1}{N(N-1)} P^\alpha_{\alpha} \left( N_{rel}^{rel} + N_{rel}^{rel} (1 - p_e) \right) \left( R^\alpha_{\alpha} + (1 - p_e) (N - R^\alpha_{\alpha}) \right),
\]

(4.23)

where \( R^\alpha_{\alpha} = \left\lfloor \min(2\alpha r, R\alpha) \right\rfloor \) is the number of nodes in a relay’s coverage. By adding the two parts of PDR from non-relay nodes (i.e., (4.19) and (4.20)) and the one from relays (i.e., (4.23)), we can get the PDR for the PNC session

\[
PDR_{PNC} = PDR_{PNC1}^{node} + PDR_{PNC2}^{node} + PDR_{PNC1}^{rel}.
\]

(4.24)

By substituting (4.24) and \( PDR_{CSMA} = PDR_{CSMA1}^{node} + PDR_{CSMA2}^{node} \) with relevant variables in (4.14), the average PDR of the entire network can be derived. Likewise, the overall PDR performance of the intersection scenario can be obtained.

On the basis of (4.13) to (4.24), we plot the PDR performance against various vehicle volumes for both the roadway and the intersection scenario\(^7\) where \( r = 100 \text{ m} \) and \( R = 300 \text{ m} \), as shown by Fig. 4.4. In addition, by changing \( N_i \) and \( k \) in (4.3), the corresponding \( p_e \) for different data rates can be calculated. The figure also demonstrates the PDRs for three typical data rates of DSRC. Under the same condition, lower data rate will lead to better PDR performance. Furthermore, to validate the theoretical analysis presented above, simulations are conducted in NS-3 under the same configuration (the simulation setup will be elaborated later in Section 4.4.1). The analytical results follow tightly the simulation ones, which approve the PDR performance of the proposed protocol. In all situations, the theoretical results are slightly better than the corresponding simulation results because we adopt \( p_{e\_PNC} = p_e \) in the model. However, in the reality, \( p_{e\_PNC} < p_e \) but their gap is very small.

### 4.3.5 Discussions About the Analytical Model

The average PDR performance of the whole network has been derived in the above section 4.3.4, based on the analysis of channel erasure probability, the probability of collisions taking place in the OFDMA uplink and the total number of transmissions. As shown in the equations from (4.13) to (4.24), the derivation of the PDR is based on calculation of probability (e.g., packet reception probability). Such analytical model significantly distinguishes from the models based on the Markov Chain, which is widely adopted in paper [45], [46] and [100]. The main reason is that the proposed NC-PNC MAC is a hybrid MAC that contains both centralized and distributed session,

\(^7\) The PDR analysis for the intersection situation is very similar to the roadway situation, so we omit the derivation in order to avoid redundancy.
whereas the Markov Chain is applicable to distributed MAC, such as IEEE 802.11p. In fact, the theoretical model proposed in this chapter can also be used in other hybrid MAC like [104]. Furthermore, the correlation and state of the packet transmission is not considered in our analysis because this model is for the scenario of BSM broadcasting, where BSMs are independently and periodically transmitted in each vehicle, and all BSMs generated from different vehicles are independent. Therefore, the ignorance of the correlation relationship and the state of the packet transmission will not affect the analytical results.

4.4 Strategies for Performance Boost

We will show two different strategies to enhance the performance of the hybrid MAC protocol. One is to optimize the parameters of the MAC and the other is to add extra relays.

4.4.1 Parameter Optimization

In this section, we firstly try to identify the tuneable parameters in the system and maximize the PDR without any constraint. Then we build a simulation model to confirm the performance enhancement results with the consideration of latency constraint.

1) Tuneable Parameters and Their Influence on PDR

From the PDR-related equations from (4.15) to (4.24), the PDR mainly depends on a number of parameters, including communication ranges (i.e., \( r \) and \( R \)), traffic density \( \alpha \), successful transmission probability \( P_{CSMA} \) during the CSMA session, erasure probability \( p_e \), subcarrier collision probability \( P_{veh\_coll} \) and so on. However, among those parameters, the vehicle density \( \alpha \) on a road segment is contingent on traffic situations, while the communication ranges, which are mainly subject to transmission power of the corresponding radio devices, cannot be tuned frequently and arbitrarily due to limited number of fixed levels of transmission power in DSRC [13]. According to (4.3), once the channel model is determined, \( p_e \) is inversely proportional to data rate (i.e., the variable \( k \) in (4.3)). Actually, the PDR is a monotonic function of data rate. A higher data rate will lead to lower PDR, which is also substantiated in Fig. 4.4. By contrast, the PDR has a more complicated relationship with the directly adjustable \( P_{veh\_coll} \), which is only determined by the variable \( N_b \), as both the total number of vehicle \( N \) in the RoI and the amount of data carrier \( N_{sub} \) are constant, based on (4.6).

Therefore, to find the maximum PDR, let \( \frac{\partial PDR}{\partial P_{veh\_coll}} = 0 \), the corresponding collision proportion of the maximum PDR can be obtained. Unfortunately, the closed-form expression is hard to be solved, because the partial derivative equation contains transcendental functions. Here we use
Fig. 4.4: Analytical results vs simulation results for the average PDR performance under the different data rates in: (a) the roadway scenario; (b) the intersection scenario.
Matlab to calculate the approximate numerical roots (e.g., the method adopted to acquire the roots is *bisection* method). After that, by inversely use (4.6), the corresponding \( N_b \) is given by:

\[
N_b = \frac{1}{N_{\text{sub}}} \cdot \frac{1}{1 - \left(1 - P_{\text{veh\_coll}}\right)^{1/N_b}}
\]

(4.25)

Finally, the numerical results of the maximum PDR and the relevant values of \( N_b \) and \( P_{\text{veh\_coll}} \) are shown in Table 4.2.

2) Simulation Setup

<table>
<thead>
<tr>
<th>( N )</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>160</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{veh_coll}} )</td>
<td>0.091</td>
<td>0.094</td>
<td>0.098</td>
<td>0.097</td>
<td>0.098</td>
<td>0.1</td>
<td>0.099</td>
</tr>
<tr>
<td>( N_b )</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>32</td>
</tr>
<tr>
<td>( PDR )</td>
<td>0.95</td>
<td>0.9</td>
<td>0.86</td>
<td>0.82</td>
<td>0.8</td>
<td>0.75</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 4.3: Key PHY and MAC Layer Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Frequency / CW</td>
<td>5.9 GHz / 511</td>
</tr>
<tr>
<td>Transmission Power</td>
<td>RSU: 45 dBm, OBU: 30 dBm</td>
</tr>
<tr>
<td>Path Loss Exponent / Antenna Gain</td>
<td>3 / 2 dB</td>
</tr>
<tr>
<td>Number of Vehicles / ( N_{\text{sub}} )</td>
<td>200 to 160 / 48</td>
</tr>
<tr>
<td>BSM Packet Size / Data Rate</td>
<td>200 Bytes / 3 Mbps, 6 Mbps, 12 Mbps</td>
</tr>
<tr>
<td>Vehicle Velocity</td>
<td>10 to 30 m/s (36 to 108 km/h)</td>
</tr>
<tr>
<td>SIFS / DIFS / AIFS</td>
<td>16 us / 32 us / 48 us</td>
</tr>
<tr>
<td>Road Length / Number of Lanes</td>
<td>2 km / 4</td>
</tr>
</tbody>
</table>

All the best PDRs listed in Table 4.2 are obtained mathematically and without time constraint. Considering the requirement of delivery latency in vehicular networks, some of the results may be invalid. To verify the results, a simulation model is built up according to the network model in Section II. We adopt the Nakagami channel model for all communication channels, as shown in (4.1). In addition, a so-called log-distance path loss model is also added on all these channels. All key simulation parameters are listed in Table 4.3. All relevant simulations are conducted in NS-
3. For each case, it consists of 2000 trials, and each trial means running the whole process shown by Fig. 4.1.

Before maximizing the PDR by simulation, Table 4.4 shows the elected \( N_b \) and the corresponding \( P_{\text{veh\_coll}} \) in simulations. Due to limited space, results for other vehicle volumes can be calculated similarly by applying (4.6).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( N_b ), ( P_{\text{veh_coll}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>16, 0.0245, 12, 0.0325, 8, 0.0483, 4, 0.094, 2, 0.18, 1, 0.33</td>
</tr>
<tr>
<td>40</td>
<td>24, 0.0333, 16, 0.0495, 8, 0.0967, 4, 0.184, 2, 0.33, 1, 0.56</td>
</tr>
<tr>
<td>60</td>
<td>36, 0.036, 20, 0.06, 12, 0.0974, 6, 0.185, 3, 0.337, 2, 0.46</td>
</tr>
<tr>
<td>80</td>
<td>40, 0.0403, 28, 0.057, 16, 0.098, 8, 0.186, 4, 0.338, 2, 0.56</td>
</tr>
<tr>
<td>100</td>
<td>36, 0.055, 20, 0.098, 8, 0.227, 6, 0.29, 4, 0.4, 2, 0.64</td>
</tr>
<tr>
<td>120</td>
<td>40, 0.06, 24, 0.098, 12, 0.187, 7, 0.298, 5, 0.392, 3, 0.56</td>
</tr>
<tr>
<td>160</td>
<td>54, 0.0595, 30, 0.104, 14, 0.21, 10, 0.282, 6, 0.425, 4, 0.56</td>
</tr>
</tbody>
</table>

3) Enhancement Results and Discussion

Based on the configuration described in the above paragraphs, we simulate the BSM packets dissemination and figure out the maximum PDR for vehicular networks with different vehicle volumes. As shown in Fig. 4.5 (a), for each vehicle volume, the PDR curve has a maximum value at a particular batch volume \( N_b \). Compared with the original performance (see Fig. 3.8 (a) in Chapter 3), the PDR can be boosted up by 10% to 30%, if an appropriate \( N_b \) is predetermined. However, the condition (i.e., the parameter \( N_b \)) of the best PDR performance for different vehicle volumes is not necessarily the same. For instance, when the number of vehicles is 40, the curve peaks at \( N_b = 8 \). By contrast, a network with 80 vehicles reaches its highest point only if \( N_b = 28 \). Nevertheless, a common feature among them is that all corresponding \( P_{\text{veh\_coll}} \) of the maximum PDR is around 0.1. Moreover, the simulation results of maximizing PDR are basically consistent with the analytical results listed in Table 4.2.

Because the delivery latency is a significant metric in VANETs, Fig. 4.5(b) presents the average delivery latency \( T_d \) as a function of \( N_b \) as well. Comparing the curves vertically, networks with more vehicles consume more time. Horizontally, for a particular \( N \), a larger \( N_b \) means more batches for vehicles to choose and more time needed in the MAC setup session. Thus, the total
Fig. 4.5: (a) PDR performance for vehicular networks with different batch volumes (data rate 6 Mbps, $r/R=1/3$); (b) Delivery latency $T_d$ for vehicular networks with different batch volumes (data rate 6 Mbps, $r/R=1/3$). To easily determine the best PDR under a time constraint $T_c$, each pair of curves with the same number of vehicles in the above two figures have the same set of batch volumes $N_b$. When $N \geq 100$, the minimum $T_d$ exceeds 50 ms.
consumed time increases gradually as the $N_b$ goes up, but the PDR curves do not have this attribute.

Table 4.5: The best PDR and corresponding $N_b$ under time constraints.

<table>
<thead>
<tr>
<th>N</th>
<th>$N_b$</th>
<th>PDR</th>
<th>$N_b$</th>
<th>PDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8</td>
<td>0.93</td>
<td>8</td>
<td>0.93</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
<td>0.88</td>
<td>8</td>
<td>0.88</td>
</tr>
<tr>
<td>60</td>
<td>12</td>
<td>0.83</td>
<td>12</td>
<td>0.84</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
<td>0.78</td>
<td>28</td>
<td>0.81</td>
</tr>
<tr>
<td>100</td>
<td>N. A.</td>
<td>N. A.</td>
<td>20</td>
<td>0.78</td>
</tr>
<tr>
<td>120</td>
<td>N. A.</td>
<td>N. A.</td>
<td>24</td>
<td>0.74</td>
</tr>
<tr>
<td>160</td>
<td>N. A.</td>
<td>N. A.</td>
<td>30</td>
<td>0.66</td>
</tr>
</tbody>
</table>

More essentially, a comprehensive consideration is necessary while making a network attain the best PDR. Since most safety applications in vehicular networks have stringent requirement on delivery latency, we may need to determine the best PDR under time constraint. Here we set two time constraints $T_c = 50$ ms and $T_c = 100$ ms, according to safety applications in DSRC. As a result, the best PDR of a vehicular network is the one that not only has the maximum value among all PDR candidates, but ensures the corresponding $T_d$ is no more than a pre-set $T_c$. As a case in point, assume $N = 80$ and $T_c = 50$ ms, based on Fig. 4.5 (b), the three leftmost data points of the curve meet the requirement of $T_d < 50$ ms. The relevant values of $N_b$ of the three points are 2, 4 and 8. Since Fig. 4.5 (a) and Fig. 4.5 (b) have the same coordinates of $N_b$ for each pair of curves with the same $N$, we can acquire three PDRs from the three leftmost data points of the curve (for $N = 80$) in Fig. 4.5 (a). After a simple comparison, the best PDR and its associated $N_b$ in this example are 0.78 and 8, respectively. If we still consider the case with $N = 80$ but set $T_c = 100$ ms, in 4.5 (b) we can easily observe that all of the delivery latencies are less than 100 ms. Consequently, the peak of the entire curve for $N = 80$ in Fig. 4.5 (a) represents the best PDR (i.e., 0.81 in this case) and its corresponding $N_b$ is 28. Repeating this process for every vehicle volume in the network, we can get all best PDRs and their corresponding $N_b$ under the two time constraints.
constraints, as shown in Table 4.5 (the data rate is 6 Mbps). Similar conclusions can be drawn for other time constraints and data rates.

In fact, according to the transmission power of the RSU, the radius $R$ of the RoI is 300 meters. Confined within this range, the probability of the traffic density on a typical bidirectional four-lane road section that has no more than 160 vehicles per kilometre is larger than 95%, according to a relevant study [125]. Therefore, a latency constraint with a period of 100 ms can ensure vast majority of VANETs achieve their maximum PDRs.

### 4.4.2 NC-PNC MAC with Multiple Relays

Distinguishing from some distributed protocols like IEEE802.11p, the NC-PNC MAC is a hybrid protocol with both centralized parts (MAC setup session and PNC session) and distributed part (CSMA session). Therefore, after the PNC session, channels enter an idle state until the next round if the actual consumed time is less than one CCH interval. On the other hand, although the proposed protocol has a much better PDR performance than several benchmarks, the average PDR still does not reach as close as 100%, based upon the observation in Fig. 3.8. There are many factors accounting for this phenomenon, such as decoding failure at the RSU or OBUs because of fading channels, insufficient packets collected to decode a compound packet and so on. However, the dominant factor is that some remote nodes cannot obtain desired packets even if they have received downlink PNC packets from RSU, because they fail to overhear the uplink packets. For instance, in Fig. 3.1 (a), the vehicle $v_5$ is out of the transmission range of $v_4$. If $v_4$ takes part in the PNC session, $v_5$ possibly does not receive the uplink packet $P_{v_4}$. Thus, even if the node $v_5$ can receive a downlink packet $P_{v_4} \oplus P_{v_x}$ from the RSU, it still is not able to retrieve the target packet $P_{v_x}$, which is a safety message from a certain node $v_x$ at the other side of the RSU.

Based upon the discussion above, there are two strategies to deal with the problem. The first one is to extend the PNC session by blindly reassigning new PNC pairs. Let assume node $v_6$ and node $v_x$ become a PNC pair, node $v_5$ can decode $P_{v_6}$ with a high probability after receiving $P_{v_6} \oplus P_{v_x}$ from the RSU if it has overheard uplink packet $P_{v_6}$ previously. However, this strategy cannot guarantee that those distant nodes like $v_5$ can always decode the target information from downlink packets. In addition, intentionally shuffling PNC pairs to ensure a high decoding probability is not easy and needs massive calculations at RSU.

By contrast, the second strategy proposed is able to solve the issue more effectively. In this strategy, extra relays are assigned (called auxiliary relays) along with relays set previously (called primary relays). To make a distinction, we denote this strategy NC-PNC-MR MAC. Both primary and auxiliary relays apply RLNC to encode and forward BSM packet but with distinguished
purposes. Primary relays only serve to relay packets received during the CSMA session, while auxiliary relays intend to relay BSM packets from vehicles in the vicinity of RSU to distant vehicles (i.e., inside vehicles close to the rim of the larger solid circle in Fig. 3.1).

The RSU selects one auxiliary relay $v_{\text{aux Relay}}^{\text{left}}$ at each side, according to the location information contained in join packets sent during the first setup session. Therefore, for the roadway scenario, one at left side and the other at the right side of the RSU are selected. Certainly, four auxiliary relays are selected for the intersection case. We apply the following conditions to determine a left-side auxiliary relay:

$$v_{\text{Relay}}^{\text{left}} \in \mathbb{D} \text{ and } v_{\text{max Relay}}^{\text{left}} = \arg \max_{v_i \in \mathbb{D} \text{left}} \left( d(v_i, R) \right).$$

(4.26)

The remaining auxiliary relays can be identified in a similar way. Once both the primary relays and the auxiliary relays are determined, the RSU announces them in the coordination packet.

An auxiliary relay node does not necessarily help encode and forward all overheard uplink safety messages for the purpose of keeping efficiency. As aforementioned, it only relays the packets from vehicles close to the RSU. Therefore, we define a forwarding range $d_{\text{relay}}^{\text{aux}} = R/3$, which means that for any vehicle $v_i \in \mathbb{D}$, if $d(v_i, R) < d_{\text{relay}}^{\text{aux}}$, their packets will be forwarded by a corresponding relay node $v_{\text{aux Relay}}^{\text{left}}$.

In order to evaluate the performance of the NC-PNC-MR MAC, simulations are conducted in NS-3, for both roadway and intersection scenarios. The PDR performance and average consumed time are shown in Fig. 4.6. From the left figure, we can see that two PDR curves of the multiple relay scheme increase about 15%, compared with the NC-PNC MAC. The PDR is no less than 0.9 when the number of vehicles is below 80 and can ensure a PDR of 0.8 even the number of vehicles reaches 160. At the same time, the consumed time (i.e., average delivery latency) increases approximately 10% to 15%.

Finally, we further make a broad comparison for the normalized throughput among five MAC protocols for both the roadway and the intersection scenario, depicted in Fig. 4.7. It is observed that NC-PNC-MR have much higher throughput than that of the NC relay scheme, RSU-NC scheme and DSRC standard, but it is less efficient than the NC-PNC MAC (about 1% to 5% less in sparse network if $N < 80$). The reason is that multiple relays spend extra time in broadcast network coded packets than single relay. However, the downgrade of the efficiency is not significant. Generally, the enhanced NC-PNC MR scheme have higher reliability and efficiency for safety information dissemination in vehicular networks, for both sparse and dense networks.
Fig. 4.6: Performance evaluation for NC-PNC-MR MAC with different number of vehicles \((r/R=1/3, \text{ data rate } = 6 \text{ Mbps})\) in: (a) PDR performance; (b) average consumed time.
Fig. 4.7: Normalized throughput comparison among different schemes (r/R=1/3, data rate=6 Mbps) in: (a) the roadway scenario; (b) intersection scenario.
Fig. 4.8: Comparison between two performance enhancement strategies (r/R=1/3, data rate=6 Mbps) in: (a) enhancement in PDR performance; (b) cost of the enhancement in time consumption.
4.4.3 Comparison Between Two Enhanced Strategies and Discussions

In the above two subsections, two upgraded strategies have been proposed and evaluated. Both of the strategies can boost the PDR performance of the vehicular network, thereby contributing to improve the reliability of safety message broadcasting. The following parts will examine and compare the two enhanced schemes and shed more light on their features.

In order to illustrate which strategy has better PDR performance, we plot a bar chart to show the PDR for the original NC-PNC MAC, the parameter-optimized scheme discussed in 4.4.1 and multiple-relay scheme (NC-PNC-MR) described in 4.4.2, as shown in Fig. 4.8 (a). From the figure, the NC-PNC-MR scheme has the largest packet delivery ratio with the same configuration (i.e., data rate is 6 Mbps and \( r/R=1/3 \)) for all traffic densities. This advantage is enlarged in dense networks. The performance difference between NC-PNC-MR and parameter-optimization one increases from 4% to 20% as the number of vehicles increases from 20 to 160. The relative superiority of NC-PNC-MR proves that it can better handle the BSM dissemination in dense vehicular networks than others because the auxiliary relays broadcast network-coded packets to vehicles that are remote from the main relays. The above observation provides us with an inspiration for deployment of NC-PNC MAC. In some areas with less vehicles (say rural areas), the parameter-optimized scheme or even the NC-PNC MAC is excellent enough. By contrast, in urban areas, NC-PNC-MR may be more suitable.

On the other side, from the Fig. 4.8 (b), it is not hard to find that the NC-PNC-MR, though has the best PDR performance, also consumes the most quantity of time, which may incur larger delivery latency or even exceeds the lifetime of BSM packets (i.e., 100 ms). This is unacceptable for safety messages as a late reception may not prevent road accidents. However, the NC-PNC-MR scheme demands more computational resources than that of the parameter-optimization scheme, because the auxiliary relays need to execute the RLNC encoding process shown in equation (3.7) and recipient nodes also need to implement decoding process. The parameter-optimized approach requires the same resources of the single-relay NC-PNC MAC. The overhead of extra time consumption stems from more transmission batches during OFDMA uplink period. In short, the two enhanced approaches have better performance at the cost of either larger delivery latency or more computational resources.

4.5 Summary

This chapter provides more insights on the hybrid MAC protocol, the NC-PNC MAC, as well as attempts to enhance its reliability for BSM dissemination in vehicular networks by means of two distinct strategies. At first, it mathematically analyses the protocol, including the total number of transmissions and the average packet delivery ratio in one broadcast interval. The analytical results prove that the protocol shows a linear communication complexity as the total number of
transmissions in a dissemination interval grows linearly against the vehicle volume. The analytical model has been validated by extensive simulations carried out in NS-3. Furthermore, based upon the theoretical analysis, an adjustable parameter $N_b$ (i.e., the number of uplink batches) that affects how vehicles join the data exchange sessions is pinpointed, and the maximum PDR is acquired accordingly by assigning an appropriate value of $N_b$. Then taking into account the time constraint on safety message dissemination in reality, the results are reconsidered before indicating the best PDR performance for vehicular networks with different traffic densities. Besides the parameter-optimization strategy, a multi-relay scheme is conceived based on the features of the protocol and observations in the simulation. The PDR performance can be improved by designating extra relays (called auxiliary relays), which forward network-coded packets to distant vehicles. Finally, the individual advantages of two upgraded schemes are compared and the trade-off between the PDR and the extra costs (delivery latency and computation resources) are discussed.
Chapter 5 A Fuzzy-Logic Based Resource Allocation Algorithm in 5G V2X

5.1 Introduction

This chapter spotlights V2X communications in 5G cellular networks, which has drawn much attention in recent years. Differing with V2X communications supported in DSRC, C-V2X communications in 5G enable more advanced services included in the latest standard released by the Third Generation Partnership Project (3GPP). Those services, on the one hand, fulfil more exciting functions visualized in ITS; on the other hand, however, consume much more spectrum and time resources, as well as have more stringent requirements. To guarantee the quality of the services, making full use of the limited resources is necessary. Therefore, resource allocation plays a crucial role to exchange information among vehicles, infrastructure, and other devices. To investigate the resource allocation in C-V2X and its influence on network performance, we firstly develop a straightforward resource allocation scheme derived from the standard and a location-aware strategy. A network model for V2X communications is built in urban areas, and typical safety and non-safety services are considered in the network. Simulation results reveal that although both the proposed resource allocation schemes are able to avoid transmission collisions and inter-vehicle interference, they cannot provide guaranteed services, especially for the enhanced V2X services. Consequently, a self-adaptive fuzzy-logic based algorithm is proposed to allocate resources in a more intelligent way. Compared with the counterparts, the proposed fuzzy algorithm can effectively improve the resource utilization and satisfy the requirements of V2X services. Table 5.1 list all notations used in Chapter 5.

5.2 System Model

This subsection will describe a cellular network as the study objective and discuss types of V2X services considered in the network.

5.2.1 Network Model

We aim to investigate how to allocate resources for V2X communications in a 5G cellular network that provides various UEs (including vehicles, RSUs, smart phones) with basic safety services, enhanced safety services and infotainment-related services.

As depicted in Fig. 5.1, different types of UEs (RSU is deemed as a static UE) and an eNB in the network model. All UEs fall into the coverage of the eNB. Each RSU covers a zone at a predefined hotspot. Those UEs are exchanging information via sidelink and working in mode 3. The eNB, on the other hand, are dynamically dedicating resources to UEs. A UE should firstly send a request message to the eNB via the uplink. As long as receiving a reply message that indicates which
### Table 5.1: List of Notations in Chapter 5.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r, S )</td>
<td>Coding rate, Packet size</td>
</tr>
<tr>
<td>( N_{\text{sub}} )</td>
<td>The number of RBs in a subchannel</td>
</tr>
<tr>
<td>( L_{\text{subCH}} )</td>
<td>The number of contiguously allocated subchannels</td>
</tr>
<tr>
<td>( N_{\text{subf}} )</td>
<td>The number of subframes</td>
</tr>
<tr>
<td>( RIV )</td>
<td>Resource indication value</td>
</tr>
<tr>
<td>( n_{\text{start}} )</td>
<td>The beginning subchannel index</td>
</tr>
<tr>
<td>( N_{\text{subCH}} )</td>
<td>The total number of subchannels</td>
</tr>
<tr>
<td>( \text{numsubfr} )</td>
<td>The number of subframes needed for a transmission</td>
</tr>
<tr>
<td>( \text{numsubch} )</td>
<td>The number of subchannels needed for a transmission</td>
</tr>
<tr>
<td>( \text{curSubfr} )</td>
<td>The index of current subframe</td>
</tr>
<tr>
<td>( \text{curSubch} )</td>
<td>The index of current subchannel</td>
</tr>
<tr>
<td>( \text{subfr}_\text{tx} )</td>
<td>The subframe index for a scheduled transmission</td>
</tr>
<tr>
<td>( \text{subch}_\text{tx} )</td>
<td>The subchannel index for a scheduled transmission</td>
</tr>
<tr>
<td>( P )</td>
<td>Transmission period for a certain application</td>
</tr>
<tr>
<td>( w )</td>
<td>The sequential number of the current subframe in the whole transmission period ( P )</td>
</tr>
<tr>
<td>( P_r, P_t )</td>
<td>The receiving power, The transmission power</td>
</tr>
<tr>
<td>( G_i )</td>
<td>The antenna gain</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>The wave length</td>
</tr>
<tr>
<td>( d )</td>
<td>The distance between transmitter and receiver</td>
</tr>
<tr>
<td>( d_0 )</td>
<td>The reference distance</td>
</tr>
<tr>
<td>( PL_{\text{w}} )</td>
<td>The path loss at the reference distance ( d_0 )</td>
</tr>
<tr>
<td>( \chi )</td>
<td>A zero-mean Gaussian distributed random variable</td>
</tr>
<tr>
<td>( R )</td>
<td>The transmission radius of the vehicle</td>
</tr>
<tr>
<td>( d_i )</td>
<td>The distance between a transmitter and the ( i^{th} ) interfering node</td>
</tr>
<tr>
<td>( \mu_i(x) )</td>
<td>The output membership function</td>
</tr>
<tr>
<td>( x^* )</td>
<td>The ( x ) coordinate of the centroid of the shape</td>
</tr>
<tr>
<td>( \omega )</td>
<td>The average received power in Nakagami fading channels</td>
</tr>
<tr>
<td>( m )</td>
<td>The fading figure in Nakagami fading channels</td>
</tr>
</tbody>
</table>
resources have been reserved for the UE from the eNB via downlink, the UE would start a transmission in accord with the resources assigned by the eNB. If the eNB fails to find available resources for a request, it will decline the request and the UE will cancel the transmission.

![V2X communications in a 5G cellular network in urban areas](image)

**Fig. 5.1:** V2X communications in a 5G cellular network in urban areas.

### 5.2.2 V2X Services Implemented in the Network

We consider six typical services in the system model. To clearly demonstrate the comprehensive effect impacted by various of V2X applications in a cellular network, the elected services cover both safety and non-safety related scenarios. Their features and requirements are listed in Table 5.2.

Cooperative awareness message (CAM) defined by European Telecommunications Standards Institution (ETSI) [127] is a periodic message to interchange a vehicle’s instant status among its counterparts in vicinity. It resembles the BSM in DSRC. Cooperative manoeuvre is used to coordinates moving vehicles, such as platooning, lane change coordination, thus requiring higher data rate and beacon frequency than CAM. Distinguishing with the two prior types, cooperative sensing involves in triggering events rather than continuously periodic broadcast. In this case, immense amount of data generated by kinds of sensors equipped in vehicles are exchanged within a short period to prevent crashes or provide mutual awareness, for instance. In our network model, we assume vehicles broadcast such kind of data only when they arrive at an interception because it can prevent accidents in complicated traffic situations, such as zones at interections.
For the case of dynamic traffic control and warning, it is concerned with notifying vehicles about current traffic status and road conditions. Regarding the last two scenarios, which are both non-safety applications, the real-time one is usually required by social media applications and entertainment applications such as online chat and video stream, while the other is demanded by data downloading services like email over Internet. For the sake of easier discussion, we use CAT1, CAT2, ..., CAT6 to denote six elected scenarios listed in the table, from the top to the bottom.

<table>
<thead>
<tr>
<th>V2X Services</th>
<th>Message Type</th>
<th>Beacon Frequency</th>
<th>End-to-End Delay</th>
<th>Data Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperative awareness (CAT1)</td>
<td>Periodic broadcast</td>
<td>100 ms</td>
<td>100 ms</td>
<td>5-100 Kbps</td>
</tr>
<tr>
<td>Cooperative manoeuvre (CAT2)</td>
<td>Periodic broadcast</td>
<td>10 ms</td>
<td>10 ms</td>
<td>2-5 Mbps</td>
</tr>
<tr>
<td>Cooperative sensing (CAT3)</td>
<td>Event-driven</td>
<td>N/A</td>
<td>10 ms</td>
<td>10-25 Mbps</td>
</tr>
<tr>
<td>Dynamic traffic Control and warning (CAT4)</td>
<td>Periodic broadcast</td>
<td>500 ms</td>
<td>500 ms</td>
<td>0.5-2 Mbps</td>
</tr>
<tr>
<td>Nonsafety non-real-time content (CAT5)</td>
<td>Non-periodic unicast</td>
<td>N/A</td>
<td>N/A</td>
<td>1-5 Mbps</td>
</tr>
<tr>
<td>Nonsafety real-time content (CAT6)</td>
<td>Non-periodic unicast</td>
<td>N/A</td>
<td>20 ms</td>
<td>5-10 Mbps</td>
</tr>
</tbody>
</table>

5.3 Dynamic Resource Allocation Schemes in 5G V2X

In this subsection, three dynamic resource allocation schemes for mode 3 will be presented. The first one that is based on the standard is a basic method. Compared to the first method, the second one attempts to increase the network capacity by leveraging the position information of vehicles, while the third strategy adopts a fuzzy logic system to further boost the network performance.

5.3.1 A Straightforward Resource Allocation Scheme

Since V2X communications in mode 3 are assisted by the base station, each vehicle needs to be under the cellular coverage. In fact, base station is in charge of radio resource allocation, and channel and transmission parameters are configurable. In this case, data is transmitted over sub-channels that consist of a number of RBs. To change subchannel granularity, the quantity of RB in a subchannel is flexible, and the number of subchannels for different transmissions is also adjustable. Unlike mode 4, in which UEs work in a distributed way and reserve resources applying an approach called semipersistent scheduling (SPS), 3GPP standard does not specify a particular algorithm to allocate resources for UEs in mode 3. However, according to [29], the assignment
of subframes and resource blocks should be done either in a dynamic way or a SPS-based way, as follows:

1) Dynamic Allocation: Vehicles and other UEs send requests to the associated eNB via uplink before each sidelink transmission and the eNB allocates resources and notify them via downlink. Suppose coding rate is $r$, packet size is $S$ in bytes and the number of RBs in a subchannel is $N_{RB}^{sub}$, the number of contiguously allocated subchannels $L_{subCH}$ for a transmission can be calculated by

$$L_{subCH} = \frac{8S}{12rN_{subf}N_{RB}^{sub} \log_2(M)},$$  

(5.1)

where $N_{subf}$ is the number of subframes shall be used and it is determined by the required data rate of a specific application, $M$ is the constellation size. Frequency resource location is equal to resource indication value ($RIV$) that is given by

$$RIV = \begin{cases} 
N_{subCH}(L_{subCH} - 1) + n_{start}^{subCH}, & \text{for } (L_{subCH} - 1) \leq \lfloor N_{subCH}/2 \rfloor \\
N_{subCH}(N_{subCH} - L_{subCH} + 1) + N_{subCH} - 1 - n_{start}^{subCH}, & \text{other,}
\end{cases}$$  

(5.2)

where $n_{start}^{subCH}$ is the beginning subchannel index and $N_{subCH}$ is the total number of subchannels in the resource pool. Finally, if the SCI is transmitted on the PSCCH resource $m$ in subframe $t_m^{SL}$, $L_{subCH}$ consecutive subchannels $m, m+1, ..., m+L_{subCH} - 1$ will be reserved for a requesting UE in the corresponding PSSCH in the same subframe.

2) SPS-based scheme: eNB allocates radio resources with a similar mechanism in mode 4. Since we mainly focus on dynamic method in mode 3 in this study, the details of SPS-based scheme and its performance evaluation are skipped, and relevant content can be found in [29-30][50].

Fig. 5.2: The process of allocating resources in the naive method.
A simple dynamic allocation method (the naive method) is based on random selection of sub-channels and subframes for each request. To explicitly show the process, a flow chart is provided in the Fig. 5.2. Once the eNB receives a request from a UE, it firstly calculates how many sub-channels and subframes needed by the UE, according to (5.1), then it searches the resource pool and attempts to allocate random resources for the UE. If it successfully locates available resources, it will notify the UE and specify which resources the UE can occupy. Otherwise, it will decline the request. The eNB may receive multiple requests from different UEs, to easily handle them, the eNB works in a first-come-first-serve mode.

The sidelink radio interface in each UE works in a half-duplex mode and VUEs cannot receive and transmit data at the same time via PC5 interface. In consequence, certain applications in V2X services, such as CAM, need to engage one or more subframes exclusively and do not allow other UEs to transmit over free subchannels during the engaged subframes. Otherwise, those UEs that are currently broadcasting messages forfeit receiving messages from their counterparts, which may cause road crashes. On the other hand, unicast related applications (i.e., CAT5 and CAT6) may allow multiple UEs to transmit simultaneously but adopting different subchannels.

5.3.2 A Location-Aware Resource Allocation

In order to obviate transmission collisions for message broadcasting, the eNB node tries to allocate different subframes for different UEs. Otherwise, all concurrent senders cannot receive each other’s message even they occupy different subchannels, due to the property of half-duplex radio. For instance, for cooperative awareness message, which has the size of only 300 bytes, if we allocate 6 subchannels to it, such a message only takes up one subframe. Apparently, the remain 16 subchannels are wasted because other UEs cannot use them during the subframe. As a consequence, such strategy negatively influences the resource utilization ratio, thereby lowering the successful transmission ratio and the throughput. Relevant results will be discussed in 5.3.4.

Predicated on the above observation, we propose a distinctive resource allocation scheme called location-aware resource allocation (LARA) scheme. The key idea is to allow multiple UEs to transmit their data simultaneously without causing interference in reception. To realise this, when a UE sends a request to base station, it encloses its current location in the request packet. After receiving the request, the base station will allocate resources for the UE, which may reuse certain resources allocated to others previously or take up fresh ones. This process is conducted in accordance with both UE’s location and message type. For instance, in Fig. 5.1, the two dashed circles are transmission range of vehicle V1 and V2 respectively. If both vehicles are broadcasting packets, they can use the same resources because they are too far to cause significant interference to their respective receivers.
Another case in point is to use different subchannels yet the same subframes. Let us still suppose $V1$ is broadcasting at subframe $t$ and $V4$ would send a packet to $V3$. $V4$ probably cannot receive the broadcast information from $V1$ due to large distance between them. In this case, the based station can allow $V4$ to use other free subchannels in subframe $t$ rather than waiting for the next subframe. The location-aware resource allocation is described in Algorithm 1.

Algorithm 1: Pseudo code of LARA

```
1: Procedure RA (srcNod, srcAddr, dstNod, dstAddr, pkt)
2:     numsubfr = calculateSubfr(pkt)
3:     numsubch = calculateSubch(pkt)
4:     while curSubfr <= total_num_subfr
5:         if curSubch in curSubfr free
6:             subfr_tx ← curSubfr
7:             subch_tx ← curSubch
8:         else if dstAddr is broadcast
9:             if curSubfr is broadcast
10:                dist ← distance (srcNod, other_src)
11:                if dist < 2*commRang
12:                    curSubfr ← curSubfr+1, Continue
13:                else
14:                    subfr_tx ← curSubfr
15:                    subch_tx ← curSubch
16:                    TxSchedule (curSubfr, curSubch, pkt)
17:            else curSubfr is unicast
18:                dist1 ← distance (srcNod, other_dst)
19:                dist2 ← distance (other_src, other_dst)
20:                if dist1 > 2*dist2
21:                    subfr_tx ← curSubfr
22:                    subch_tx ← curSubch
23:                    TxSchedule (curSubfr, curSubch, pkt)
24:            else
25:                curSubfr ← curSubfr + 1, Continue
26:        else if dstAddr is unicast
27:            dist1 ← distance (srcNod, dstNod)
28:            dist2 ← distance (other_src, dstNod)
29:            if dist1 < 2*dist2
30:                subfr_tx ← curSubfr
31:                subch_tx ← curSubch
32:                TxSchedule (curSubfr, curSubch, pkt)
33:        else
34:            curSubfr ← curSubfr+1, Continue
35:    endwhile
36:    if Tx scheduled
37:        Send (subfr_tx, subch_tx, numsubfr, numsubch, pkt)
38:    else
39:        AbortTx (pkt)
```
The LARA algorithm begins to run once the eNB receives a request sent by a UE via uplink. The variable `curSubfr` and `curSubch` are pointers to subframes and subchannels in the resource pool, respectively. They are initialized to the beginning positions of the pool. From Line 5 to Line 35, it searches resources one by one until finding free resources or occupied ones yet not resulting in much interference to the ongoing transmissions. To reuse the resources and restrain the inter-vehicle interference, a simple and effective strategy is to compare distances. If the distance between the destination node(s) (say node \(d_1\)) and the source node (say node \(s_1\)) of a planning transmission is no more than half of the distance between \(d_1\) and another source node \(s_2\) that is sending at the moment, we deem \(s_1\) and \(s_2\) will not interfere with each other. If available sources are fund, the values of the two pointers will be assigned to two new variables `subfr_tx` and `subch_tx`, which are input arguments of transmission function in Line 37. Otherwise, transmission will be aborted due to inadequate resources.

### 5.3.3 A self-adaptive fuzzy-logic based algorithm for Resource Allocation

1) Features of the standardized scheme and the LARA and challenges

The proposed random allocation method in 5.3.1 and the LARA in 5.3.2 can achieve almost 100% packet delivery ratio, as shown in Fig. 5.10, if inter-cell interference is not considered, because the intra-cell interference is diminished as much as possible. For example, in the randomly assigning method, two or more simultaneous broadcasts are not allowed, while in the LARA the distance between any two concurrent transmitting nodes are far larger than their communication range, thus not causing too much interference. However, the two approaches are not able to guarantee the QoS because a considerable part of requests have been declined, especially the density of the network turns larger, as depicted by Fig. 5.9. In such circumstance, the low successful transmission rate (STR)\(^8\) means those UEs cannot exchange information with their peers.

In order to improve the STR yet keeping a high reception ratio, resources should be optimally dedicated to UEs in the cellular network. To this aim, multiple interacting factors should be considered at the same time. Otherwise, it cannot produce the best results. For example, in many wireless networks, channels are usually highly reused by multiple users. That is, concurrent links have been considered. Notwithstanding, concurrent transmissions may cause severe interference sometimes, if not well arranged. As we know, the probability of the packet reception rate depends on signal-to-interference-plus-noise ratio (SINR). In wireless channels, the factors that contribute

\(^8\)STR is defined as the ratio that the total number of successful transmissions account for the total number of transmission requests over a period.
Fig. 5.3: Diagram of FUZZRA algorithm.
to the SINR are often random (or appear random), including the signal propagation and the location of transmitters and receivers. Therefore, although interference can be theoretically formulated sometimes, it is rather hard to predict and track the SINR, especially in highly mobile vehicular networks. Based on such observation, adopting the range of SINR seems to be more effective and reasonable to model the network performance. Compared with some heuristic algorithms [54] [55] in resource allocation, the proposed FUZZRA does not need accurate information of channel state, which is nearly impossible to acquire in highly dynamic mobility and complicated environment like urban areas. In addition, another advantage of fuzzy logic is that there is no training process before deploying it in a C-V2X network, compared with newly emerging algorithm based on machine learning [136].

On the other hand, aside from the interference, other factors also play a part in determining the network performance. Those factors also possess certain extent of fuzzy attribute. For example, different types of applications coexisting in the network may have different priorities, which should be considered at the same time. However, crispy-value based functions/algorithms cannot well deal with such factors. To comprehensively taking account the randomness and fuzziness of interference and other factors, an adaptive fuzzy-logic based algorithm is designed to allocate time and frequency resources more wisely.

2) Overview of the algorithm

The proposed fuzzy-logic based resource allocation (FUZZRA) specifies the best choice of resources for sidelink transmissions in a cellular network and maximize the reuse of the resources, thus improving the network performance. Fig. 5.3 presents the schematic diagram of the algorithm.

The core of the algorithm is the fuzzy logic modules that process the input information and output crisp values indicating allocability of certain resources. The input variables are actually four factors (i.e., timing, interference, half-duplex and service priority) that will assess the suitability of the resources for a transmitter. The definition of those factors will be discussed in the following paragraphs. Upon reception of a request from a UE, the four corresponding factors will be fuzzified by the membership functions that convert single-valued inputs into the values of a fuzzy set. The fuzzy values will be judged in the inference module according to predefined rules. Finally, the judgement that stands for the extent of a verdict will be defuzzified and numerical values showing allocability will be yielded for decision making. Furthermore, the real-time network performance, which also acts as knowledge, is fed back to the fuzzification module as a critical principle in adjusting the parameters of the membership functions. In this study, according to the feature of the inputs, the coefficients of the membership functions of the interference factor and the half-duplex factor can be adjusted, while the priority of provided services in the network can also be reconfigured accordingly. Noticeably, before each sidelink transmission, the sender
should first send a request message that contains the information of its current location and packet reception during the last transmission period.

3) Considered factors

I. Timing factor

This factor shows how urgently a message will be sent. The higher value is, the less the time left for transmission. Different types of messages have different requirement on data rate, i.e., transmission period. This factor is defined based on the observation that different applications in V2X have different requirements on data rate. A message can be transmitted at any subframes (i.e., time) but should be within the right transmission period, in order to obviate a large delay.

<table>
<thead>
<tr>
<th>Services</th>
<th>Transmission period (millisecond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAT1</td>
<td>100</td>
</tr>
<tr>
<td>CAT2</td>
<td>10</td>
</tr>
<tr>
<td>CAT3</td>
<td>10</td>
</tr>
<tr>
<td>CAT4</td>
<td>500</td>
</tr>
<tr>
<td>CAT5</td>
<td>50</td>
</tr>
<tr>
<td>CAT6</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5.3: Transmission periods and packet size for different services.

Fig. 5.4: Timing membership function and a fuzzification example.
Assume the transmission period for a certain type of message is $P$ (i.e., $P$ milliseconds or $P$ sub-frames), the timing factor is calculated by:

$$T(w) = \frac{w}{P}, \quad 1 \leq w \leq P$$  \hspace{1cm} (5.3)$$

where $w$ is the sequential number of the current subframe in the whole transmission period $P$ and it must be a positive integer. For example, if a transmission being currently scheduled situates in the $i^{th}$ subframe, then we let $w = i$. The $w$ can only increase one each time if the current subframe does not work for the transmission. This can be deemed as adjournment. The values of $P$ for different services are shown in Table 5.3, which is obtained according to data rates in Table 5.2.

II. Interference factor

Identical subchannels may be dedicated to multiple UEs at the same time, in order to improve the spectrum efficiency. This will surely cause interference to the recipient nodes owning to simultaneous transmissions. To assess the influence on a scheduling transmission accurately, real time SINR should be considered. However, among all service types, a substantial proportion of them involve in broadcasting, according to our system model and the reality of C-V2X networks. Apparently, a real-time update of SINR would pose great burden on networks. Fortunately, by adopting the fuzzy concept, we can estimate the interference level according to the distance between transmitters without feeding back the SINR.

Typically, the received power $P_r$ for the unobstructed scenario is

$$P_r = P_t \left( \frac{G_t \lambda^2}{4 \pi d} \right).$$  \hspace{1cm} (5.4)$$

where $P_t$ is the transmitted power, $G_t$ is the antenna gain, $\lambda$ is the wave length, and $d$ is the distance between transmitter and receiver, according to Friis path loss model. The Friis model is restricted to unobstructed clear path between the transmitter and the receiver. To encompasses random shadowing effects due to signal blockage by objects like vehicles, trees, buildings, etc, we usually adopt a logarithmic-distance path loss model where the path loss $PL$ is

$$PL = PL_0 + 10 \gamma \log_{10} (d / d_0) + \chi.$$  \hspace{1cm} (5.5)$$

In the equation, $PL_0$ is the path loss at the reference distance $d_0$, $\gamma$ is the path loss exponent, $\chi$ is a zero-mean Gaussian distributed random variable. The equivalent non-logarithmic gain model is

$$\frac{P_r}{P_t} = d_0^{\gamma} 10^{\frac{PL_0 + \chi}{10}} \frac{1}{d^\gamma}.$$  \hspace{1cm} (5.5)$$
Assuming all VUEs have the same transmission power, the received power is inversely proportional to the distance. That is, $P_r \propto d^{-\gamma}$ and $\gamma$ depends on channel model. According to [127], the value of $\gamma$ should range from 2.7 to 3.5 in urban areas, so we take $\gamma = 3$ in the definition of the interference factor.

Let $R$ denote the transmission radius of the vehicle and $d_i$ is the distance between a transmitter and the $i^{th}$ interfering node, if there are $m$ transmitters that can cause interference, the interference factor can be defined as follows:

---

**Fig. 5.5:** The membership functions for (a) the interference factor and (b) the half-duplex radio factor.
The above formula reflects the relative strength between the interference and the receiving signal. A larger value of \( I(d_1, d_2, ..., d_m) \) suggests a stronger interference caused to the receivers. For instance, if there is an interfering node within the transmission range of a node (i.e., \( d_i \leq R \)) that is broadcasting, a considerable percent of receiving nodes may experience failure in reception due to high interference level. By contrast, if the interfering node is far away from the sender, only the nodes locating within the overlapped area (if applicable) cannot receive the data.

III. Half-duplex radio factor

Half-duplex problem means a UE cannot receive data while transmitting at the same time even via different channels. This is confined by the attribute of the half-duplex radio. In V2X communications, if two VUEs within each other’s communication range broadcast concurrently in different subchannels, vehicles around them can receive both information from them as the interference between two subchannels is negligible. However, the two sending nodes cannot have mutual reception in this situation. We call this as half-duplex problem, or mutual reception problem. Such situation diverges the original desire of certain applications, such as mutual awareness in CAM. On the other hand, if one vehicle lies outside broadcast range of another vehicle and they don’t share the same resources, vehicles locates at the overlapped area of two vehicles can receive messages from both vehicles, which enhances the road safety in turn. Like interference factor, mutual reception factor is up to the received power and the distance between transmitters. Its definition is

\[
M(d_{\text{min}}) = \begin{cases} 
1, & d_{\text{min}} \leq R \\
\frac{1}{d_{\text{min}}^3} = \frac{R^3}{d_{\text{min}}^3}, & d_{\text{min}} > R 
\end{cases} 
\]

where \( d_{\text{min}} = \min(d_1, d_2, ..., d_n) \) represents the smallest distance between one currently sending node and \( n \) other sending nodes. From 0 to 1, the closer the value of \( M(d_{\text{min}}) \) to 1, the larger the probability of suffering half-duplex problem will be.

IV. Service priority factor
As described in the 5G standard, different types of services have different priority levels. Generally, safety-related services have higher priority than those of non-safety-related ones. When the resources are limited and excessive UEs contend for transmission, high-priority services are superior to low-priority ones and they are supposed to have priority to obtain resources. In our system model, there are totally six types of services coexisting in the network. According to the service priority and the beacon frequency, the priority factor is initialized in Table 5.4.

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperative manoeuvre (CAT2)</td>
<td>High</td>
</tr>
<tr>
<td>Cooperative sensing (CAT3)</td>
<td></td>
</tr>
<tr>
<td>Cooperative awareness (CAT1)</td>
<td>Medium</td>
</tr>
<tr>
<td>Dynamic traffic Control and warning (CAT4)</td>
<td></td>
</tr>
<tr>
<td>Non-safety non-real-time content (CAT5)</td>
<td>Low</td>
</tr>
<tr>
<td>Non-safety real-time content (CAT6)</td>
<td></td>
</tr>
</tbody>
</table>

Remarkably, the above specification is not always fixed. The FUZZRA can adjust the priority of a service according to the dynamics of a network. When the transmission requests for a certain service with lower priority are largely more than that of another service with higher priority, its original priority can be promoted, for the purpose of avoiding waste of resources. Such adaptive strategy is based on the observation that transmissions for certain services like CAT3 and CAT6 take place intermittently or even some services can be disabled temporarily. In such situation, a dogmatic prioritization could incur large delay and low efficiency.

4) Fuzzification

In the fuzzification module, numerical values of input factors are converted to fuzzy values using fuzzy membership functions.

By using predefined linguistic variables of non-urgent, medium and urgent and their respective membership functions, the timing factor can be transformed into fuzzy value, as shown in Fig. 5.4 and equations from (5.8) to (5.10). For instance, when timing factors is 0.4, a vertical line representing this timing factor meets with curves of “non-urgent”, “medium” and “urgent” at (0.4, 0.2), (0.4, 0.8) and (0.4, 0), respectively. Therefore, the fuzzy values we obtained are {non-urgent: 0.2, medium: 0.8, urgent: 0}.

The mathematical expressions of the three membership functions for the timing factor are

- the non-urgent: $$f_{\text{non}}(x) = \begin{cases} -2x + 1, & x \in [0, 0.5], \\ 0, & x \in (0.5, 1] \end{cases}$$ (5.8)
\[ f_{im}(x) = \begin{cases} 2x, & x \in [0, 0.5], \\ -2x + 2, & x \in (0.5, 1], \end{cases} \tag{5.9} \]

- the medium: \[ f_{im}(x) = \begin{cases} 0, & x \in [0, 0.5] \\ 2x - 1, & x \in (0.5, 1] \end{cases} \tag{5.10} \]

and the urgent: The membership function of the interference factor is illustrated in Fig. 5.5 (a). The functions of the curves in the figure are:

- the low interference:
  \[ f_{il}(x) = \begin{cases} 1, & x \in [0, a], \\ \frac{x - b}{a - b}, & x \in (a, b], \\ 0, & x > b \end{cases} \tag{5.11} \]

- the medium interference:
  \[ f_{im}(x) = \begin{cases} \frac{x - a}{b - a}, & x \in (a, b], \\ \frac{x - 1}{b - 1}, & x \in (b, 1], \\ 0, & \text{other} \end{cases} \tag{5.12} \]

- and the high interference:
  \[ f_{ih}(x) = \begin{cases} 0, & x \in [0, b], \\ \frac{x - b}{1 - b}, & x \in (b, 1], \\ 1, & x > 1 \end{cases} \tag{5.13} \]

In the above functions, the two parameters \( a \) and \( b \) are adjustable, in order to maximize the throughput of the network. More specifically, if \( a \) and \( b \) are tuned to be smaller, the degree of the interference factor will be inclined to enlarge the value of medium and high fuzzy value, thereby suppressing concurrent transmissions as well as alleviating the interference. In opposition, a larger \( a \) and \( b \) can encourage more nodes to transmit simultaneously via same resources but making the network subject to higher interference levels. By making use of feedbacks from nodes in the cellular network, the FUZZRA can adjust both parameters to improve the spectrum efficiency and the network throughput. The variable \( a \) and \( b \) are initialized to 0.4 and 0.7, respectively.

Similarly, the membership function for the half-duplex factor is defined in Fig. 5.5 (b), and the curves for low, medium and high cases are represented by (5.14), (5.15) and (5.16), respectively.

Again, both \( c \) and \( d \) can be adjusted, and their initial values are 0.5 and 0.7, respectively.

\[ f_{md}(x) = \begin{cases} 1, & x \in [0, c], \\ \frac{x - d}{c - d}, & x \in (c, d], \\ 0, & x > d \end{cases} \tag{5.14} \]
5) Inference

Once the fuzzy values of the factors are determined, the inference module will use IF/THEN rules to induce the verdict. The linguistic variables of the verdict are defined as {Perfect, Good, Acceptable, Not Acceptable, Bad}. The rules are listed in Table 5.5. For example, in the table, Rule 5 can be expressed as follows.

**IF** Timing is Non-urgent, Interference/Half-duplex is Low, and Priority is High, **THEN** Verdict is Good.

In the table, interference and half-duplex radio factor are listed in the same column, because only one of them can appear at a time. That is, for resources being assigned to a currently scheduling of a transmission, those scheduled resources can cause either interference (i.e., with overlapped subchannels) or half-duplex radio (i.e., totally different subchannels) effect on the current ones.

Since there could be multiple rules being applied at the same time, the inference system adopts an unweighted Min-Max principle to obtain the results. In the principle, for each applied rule, the minimal value of the antecedent (i.e., the IF part) turns to be the final degree, while the maximal value of the consequents (i.e., the THEN part) is finally accepted when combining different rules.

To articulate how the Min-Max principle works, an example is included in Fig. 5.6. Suppose the degree of timing, interference and priority for a potential transmission are {Non-urgent: 0.2, Medium: 0.8, Urgent: 0}, {Low: 0.7, Medium: 0.3, High: 0} and {High}, respectively. In this case, these fuzzy values match the condition of rule 3, rule 6, rule 12 and rule 15. In rule 3, the degree for the non-urgent timing is 0.2, for the low interference is 0.7 and service priority is high. According to the minimal principle, we take 0.2 for the final verdict of Good. Similarly, the fuzzy value of final verdicts from rule 6, rule 12 and rule 15 are 0.2 for Acceptable, 0.7 for Perfect and 0.3 for Acceptable, respectively. In the last stage, as both rule 6 and rule 15 lead to the verdict of Acceptable, according to the maximal principle, the largest value between the two consequents is confirmed as the final value for the Acceptable.
<table>
<thead>
<tr>
<th>Rule</th>
<th>Timing</th>
<th>Interference/Half-duplex</th>
<th>Priority</th>
<th>Verdict</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Non-urgent</td>
<td>Low</td>
<td>Low</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>2</td>
<td>Non-urgent</td>
<td>Low</td>
<td>Medium</td>
<td>Acceptable</td>
</tr>
<tr>
<td>3</td>
<td>Non-urgent</td>
<td>Low</td>
<td>High</td>
<td>Good</td>
</tr>
<tr>
<td>4</td>
<td>Non-urgent</td>
<td>Medium</td>
<td>Low</td>
<td>Bad</td>
</tr>
<tr>
<td>5</td>
<td>Non-urgent</td>
<td>Medium</td>
<td>Medium</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>6</td>
<td>Non-urgent</td>
<td>Medium</td>
<td>High</td>
<td>Acceptable</td>
</tr>
<tr>
<td>7</td>
<td>Non-urgent</td>
<td>High</td>
<td>Low</td>
<td>Bad</td>
</tr>
<tr>
<td>8</td>
<td>Non-urgent</td>
<td>High</td>
<td>Medium</td>
<td>Bad</td>
</tr>
<tr>
<td>9</td>
<td>Non-urgent</td>
<td>High</td>
<td>High</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>10</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Acceptable</td>
</tr>
<tr>
<td>11</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Good</td>
</tr>
<tr>
<td>12</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
<td>Perfect</td>
</tr>
<tr>
<td>13</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>14</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Acceptable</td>
</tr>
<tr>
<td>15</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Acceptable</td>
</tr>
<tr>
<td>16</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Bad</td>
</tr>
<tr>
<td>17</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>Bad</td>
</tr>
<tr>
<td>18</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>19</td>
<td>Urgent</td>
<td>Low</td>
<td>Low</td>
<td>Acceptable</td>
</tr>
<tr>
<td>20</td>
<td>Urgent</td>
<td>Low</td>
<td>Medium</td>
<td>Good</td>
</tr>
<tr>
<td>21</td>
<td>Urgent</td>
<td>Low</td>
<td>High</td>
<td>Perfect</td>
</tr>
<tr>
<td>22</td>
<td>Urgent</td>
<td>Medium</td>
<td>Low</td>
<td>Not Acceptable</td>
</tr>
<tr>
<td>23</td>
<td>Urgent</td>
<td>Medium</td>
<td>Medium</td>
<td>Acceptable</td>
</tr>
<tr>
<td>24</td>
<td>Urgent</td>
<td>Medium</td>
<td>High</td>
<td>Good</td>
</tr>
<tr>
<td>25</td>
<td>Urgent</td>
<td>High</td>
<td>Low</td>
<td>Bad</td>
</tr>
<tr>
<td>26</td>
<td>Urgent</td>
<td>High</td>
<td>Medium</td>
<td>Bad</td>
</tr>
<tr>
<td>27</td>
<td>Urgent</td>
<td>High</td>
<td>High</td>
<td>Not Acceptable</td>
</tr>
</tbody>
</table>
In defuzzification, the fuzzy values of verdicts are processed, and crisp values are produced based on an output membership function. There are different defuzzification methods with diverse characteristics and computation complexities. For example, according to the work [96], they are mainly categorized into two groups: maxima methods and distribution methods. In this study, we select the centroid method that calculates the centre of area or the centre of gravity (COG), which belongs to the latter. The output membership function is defined in Fig. 5.7. To compute the output value, we firstly use output values from fuzzification to truncate the defuzzification.
functions in the figure, and then apply the disjunction principle to merge shapes and form a new shape. Finally, the following formula is utilized to calculate the $x$ coordinate of the centroid of the shape, which is also the output of the whole fuzzification system.

$$x^* = \frac{\int x \mu_A(x) dx}{\int \mu_A(x) dx}$$  \hspace{1cm} (5.17)

where $\mu_A(x)$ is the output membership function. In Fig 5.7, an example is provided to show the mechanism of COG. Assume the degree for the verdict “bad” and “perfect” is zero, and for “not acceptable”, “acceptable” and “good” are 0.5, 0.6 and 0.2, respectively. After truncating the output membership function and applying disjunction on trapezoids, the geometric shape we obtained is the shadowed shape. By applying the equation (5.17), the final results of defuzzification can be obtained.

The decision-making module compares the output of the fuzzy system with a predefined value of threshold. If it is larger than the threshold, the resources will be dedicated to the requesting UE. Otherwise, other resources will be considered. If the FUZZRA cannot find appropriate resources for a request after searching the entire resource pool and the transmission time has expired, the eNB would decline the request and the transmission will not take place. As aforementioned, both the interference issue and the half-duplex issue are considered in the fuzzy system, two thresholds are predefined, and they correspond to the application of different combination of antecedents in rule base, i.e., applying timing factor, interference factor and priority factor or timing factor, half-duplex radio factor and priority factor.

### 5.3.4 Performance Evaluation

1) Simulation Setup

In order to evaluate the performance of C-V2X communications that apply the resource allocation strategies described above, we developed a 5G cellular network in NS-3 [63] according to the system model described in 5.2. It contains one eNB, a number of pedestrians, vehicles and RSUs. To simulate traffics in urban areas, a Manhattan grid network is built in SUMO [64], and it is connected with the cellular network created in NS-3 to form a complete communication system shown by Fig. 5.1. Vehicles and pedestrians are moving UEs on roads and footpath respectively, while RSUs play a role as static UEs. In addition, taking into account the existence of both the inter-cell interference and intra-cell interference in the reality, we simulate nine independent cells at the same time and measure the performance of the middle one (cell 9), as shown in Fig. 5.8.

Traditionally, the covered area of a cellular network is drawn as a hexagon. However, the shape of hexagon is far from the actual circumstance. In the reality, the network of roads/streets forms a grid, like typical Manhattan district. The road in adjacent cell may connect each other. However,
a hexagon cell means some of the roads may not be connected. Moreover, in the conducted simulations, the inter-cell interference is considered. The inter-cell interference usually significantly affects the vehicles moving on the roads on the borders of two cells. Hexagon cells make it hard to simulate the interference and reflect its influence. Therefore, for both the reasons of reality and simulations, a square cell is more suitable to reveal the real performance of C-V2X networks.

Vehicles broadcast the first two types of messages listed in Table 5.2 all the time to avoid accidents. The event-driven information (CAT3) is only disseminated when vehicles at interceptions and 200 packets are broadcast per vehicle per time. The CAT6 information is broadcast by RSUs. For the last two non-safety categories, we assume they are mainly associated with RSUs. Moving VUEs can directly access Internet when they fall into the coverage of RSUs. Actually, VUEs need to retrieve data from Internet only when they have the demand. To simulate it, we let $P_{\text{CAT5}}$ and $P_{\text{CAT6}}$ to denote the probability a UE needs to access Internet for the case CAT5 and CAT6, respectively. Pedestrians, as vulnerable road users, enable the CAM applications via cellular user equipment (CUEs, such as smart phones) to notify vehicles. Apart from CAT1, CUEs can also access services of CAT5 and CAT6 but not include services in CAT2, CAT3 and CAT4.
The Nakagami fading channels with proper parameters has been indicated as a realistic channel model in many vehicular networks. We assume that all channels in the simulation experience Nakagami fading and have the same channel gain over the whole duration of a packet. The probability density function of reception power \( Y \) can be expressed by

\[
f_y(y) = \frac{m}{\Gamma(m)} \frac{y^{m-1}}{\omega^m} e^{-\frac{y}{\omega}},
\]

(5.18)

where \( \omega \) is the average received power and \( m \) is the fading figure. We make \( m \) equal 1.5 when the distance between sender and receive is less than 80 m or 0.8 for other cases, according to an empirical measurement [122]. In addition, for the large-scale fading, the path loss exponent between 2.7 and 3.5 is also indicated in the paper.

Table 5.6: Key Parameters in simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency/Band Width/Number of cells</td>
<td>5.9 GHz/20 MHz/9</td>
</tr>
<tr>
<td>Number of VUEs/CUEs/RSUs</td>
<td>200 to 1200/50/4</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>eNB: 500 m, RSU: 200 m</td>
</tr>
<tr>
<td></td>
<td>CUE and VUEs: 100 m</td>
</tr>
<tr>
<td>Packet Size/Coding Rate</td>
<td>300 to 3000 bytes/0.5</td>
</tr>
<tr>
<td>UEs Travel Velocity</td>
<td>Vehicle: 0 to 50 km/h</td>
</tr>
<tr>
<td></td>
<td>Pedestrian: 0 to 10 km/h</td>
</tr>
<tr>
<td>Area Size/Grid Size</td>
<td>1000 m x 1000 m/10x10</td>
</tr>
<tr>
<td>Number of RBs per Subchannel / Total number of Subchannels in PSSCH</td>
<td>5/22</td>
</tr>
<tr>
<td>Supported Modulation</td>
<td>QPSK, 16QAM, 64QAM</td>
</tr>
</tbody>
</table>

Table 5.7: Combination of various services in simulations.

<table>
<thead>
<tr>
<th>Simulation Case</th>
<th>Included Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>CAT1, CAT2, CAT3, CAT4, only safety-related Services</td>
</tr>
<tr>
<td>Case 2</td>
<td>All services, ( P_{\text{CAT5}} = P_{\text{CAT6}} = 0.1 )</td>
</tr>
<tr>
<td>Case 3</td>
<td>CAT1, CAT3, CAT4, ( P_{\text{CAT5}} = P_{\text{CAT6}} = 0.1 )</td>
</tr>
<tr>
<td>Case 4</td>
<td>CAT1, CAT2, CAT4, ( P_{\text{CAT5}} = P_{\text{CAT6}} = 0.1 )</td>
</tr>
</tbody>
</table>
Table 5.6 lists all key simulation parameters. The PC5 interface for V2X communication works at 5.9 GHz. The resource pool consists of 100 subframes in time and 22 subchannels in frequency. To avoid large delay, a request should be approved in next $T_s$ subframes if resources can be found. The variable $T_s$ equals to beacon frequency or 100 ms for periodic or non-periodic transmissions, respectively. Packet reception can be guaranteed within the transmission range, but UEs that are out of the range may still have a certain probability to receive the transmitted information. The 3GPP standard has specified message size for different applications. The cooperative awareness only needs short packet of 300 bytes, while the packet size for both cooperative manoeuvre and non-safety applications is at least 1500 bytes. In contrast, in cooperative sensing scenario the size of transmitted packet can be up to 3000 bytes. The packet size of the event-trigger one is 1200 bytes.

Different types of message may adopt different modulations. For safety-related messages, since they are mostly broadcast and no retransmission once lost, low-order modulations are preferred. Instead, high-order modulations are more suitable for non-safety applications and high-data-rate scenarios. In the simulations, two types of non-safety related information are modulated by 64QAM while the 16QAM is adopted for the rest cases listed in Table. 5.2.

As mentioned before, eNB assigns resources to UEs according to the arrival sequence of the requests in the naive and LARA method. For some UEs, multiple requests may made for different V2X cases during the same period, so eNB deems all types of data have the same priority and treats them equally. By contrast, FUZZRA processes different requests with the consideration of their degree of urgency and service priority. Considering network congestions, retransmission is not allowed for broadcast cases.

2) Simulation results and discussions

Extensive simulations have been carried out to evaluate the network performance with the respects of successful transmission ratio (STR), packet delivery ratio (PDR), and the network throughput. To better show how different V2X services impact on the network, various combinations of the services have been considered in the simulations, as listed in Table 5.7.

Fig. 5.9 shows $STR$ against number of UEs in a cellular network. the term $STR$ is defined as the total number of successful transmissions divided by the total number of requests an eNB received over a period of time. With the increase of vehicle volume in a cellular network, the eNB may not find available resources for excessive transmission requests. From the figure, it is easy to observe that with the more UEs competing for resources for transmissions, $STR$ descends significantly for both the naive and the LARA schemes in all cases. Moreover, a worse case is that even there are only 200 VUEs spreading over an area of 1 km$^2$, the $STR$ is rather low (about 0.2) if all six services
are enabled (case 2) and the naive method is applied, not to mention the case with more VUEs. That is, more than 80% of the requests are declined due to insufficient resources, which is far to meet the requirements of many V2X applications. Although the LARA scheme can boost the STR somehow, compared with the naive, it is still far from satisfactory. However, the FUZZRA can maintain the STR in four cases at a very high level (no less than 98%) at all times. On the other hand, FUZZRA shows more robust than the other two methods, if enabling and disabling two eV2X services (cooperative manoeuvre and cooperative sensing). This is based on the observations that for the same resource allocation scheme, the gaps between case 2 and case 3 or case 4 are different for three schemes but the smallest one is the FUZZRA.

In Fig. 5.10, the PDR performance is presented for both three schemes in case 2. The naive scheme has the highest PDR and it is followed by the LARA and the FUZZRA. The naive and the LARA has better PDR because the former does not have intra-cell interference and the latter has very limited intra-cell interference, so the corresponding two dashed curves are very close to 100%. This is determined by their characteristic of avoiding concurrent transmissions as much as possible in the same cell. However, the FUZZRA allows concurrent links as many as possible, in order to satisfy more requests from VUEs. Therefore, intra-cell interference inevitably appears, and it will lower the PDR. In addition, the inter-cell interference negatively causes almost the same effect on PDR for all three schemes because the resource allocation in all the adjacent cells works independently and the interference mainly affects VUEs that are close to the boundaries.

The curves for network throughput are plotted in Fig. 5.11. In case 1 and case 2, the throughput curves of the naive and the LARA fluctuate between 50 Mbps and 400 Mbps. One possible explanation for the fluctuation is that the resource allocation in naive and LARA does not prioritize the packet type, but different types have different packet sizes and data amount. As a result, if resources are mostly engaged by small-size packets, the throughput will be low. By contrast, the network throughput obtained from the fuzzy logic grows steadily from 1 Gbps to 11 Gbps, which significantly outperforms its counterparts more than 10 times. For each scheme in Fig. 5.11 (a), its relevant curves for case 1 and case 2 are very close. It proves that non-safety data does not affect the throughput substantially.

On the other hand, for the naive and the LARA, the two eV2X services have more considerable impact on the throughput than that of the FUZZRA, which can be seen based on the comparison between bottom curves in (a) and (b). Removing any one of eV2X services will greatly lower the throughput from 350 Mbps to 10 Mbps. However, such changes in provided services do not incur so large difference of the throughput if FUZZRA is adopted in the network. The benefit stems from the adaptiveness of the FUZZRA that can dynamically promote the priority of a service to a higher priority in accord with network status (say raise the priority of CAT1 from medium to high if less requests of high-priority messages). However, the naive and the LARA always treat
Fig. 5.9: Successful transmission ratio for V2X communications applying various resource allocation schemes.
different types of services equally and work in a first-come-first-serve mode, which may be always affected by the proportion among the requests with different priority.

Fig. 5.12 further shows the constituent of transmitted packets of different applications. The results are obtained under the circumstance of case 2. The naive and LARA treat all kinds of requests equally, so applications with higher request frequency yet less resource consumption account for the most, which can be validated by the proportions represented in (a) and (b). Therefore, the transmissions of CAT1 make up the most in the naive and the LARA. In contrast, in FUZZRA, messages of CAT2 and CAT3 have the highest priority, so they take up the most part in the total number of transmissions. Among all transmissions, packets of CAT2 are transmitted most frequently. The priority of CAT1 and CAT4 is moderate, so the CAT1 has the third largest proportion. CAT4 occupies the smallest part as its transmission frequency is the lowest, although it has higher priority than the non-safety related categories of CAT5 and CAT6, and the observation meets our expectation.

Fig. 5.10: PDR performance comparison among three allocation strategies for packet delivery ratio.
Fig. 5.11: Network throughput for C-V2X applying four different resource allocation algorithms.
Fig. 5.12: Constituent of different types of packets in V2X communications applying different algorithms of resource allocation for: (a) Naive; (b) LARA; and (c) FUZZRA.
5.4 Summary

In this chapter, we investigate the strategy of resource allocation for 5G V2X communications. We first introduce the two types of resource allocation in mode 3. Since vehicles and other UEs are within the coverage of the base station, we focus on the dynamic resource allocation, in which the base station manages all two-dimensional time-frequency resources. However, the V2X standard proposed by 3GPP does not mandate any dynamic resource allocation for mode 3. Predicated on such fact, three distinct resource allocation algorithms have been proposed: 1) a straightforward method (i.e., the naive); 2) a location-aware one (i.e., the LARA) and 3) a fuzzy-logic based adaptive approach (i.e., FUZZRA). The naive randomly assigns resources to transmitters but it avoids concurrent transmissions in a cell. The LARA tries to reuse the spectrum and improve the effectiveness of information dissemination based on the knowledge of vehicles’ instant locations. The FUZZRA takes multiple variables as input factors and comprehensively considers how to allocate appropriate resources to various UEs by advantage of fuzzy logic. It can also dynamically adjust the parameters in the fuzzy system according to the network status in order to ensure the full utilization of resources and QoS. A system model is developed by NS-3 and SUMO to simulate V2X communications in a cellular network, in which both the inter-cell and intra-cell interference exist. Simulation results demonstrate that although the naive and the LARA scheme can prevent the intra-cell interference, thus leading to a higher PDR than the FUZZRA, they cannot satisfy the requirement of certain services, especially enhanced safety-related services. On the other hand, the FUZZRA can help to effectively boost the resource utilization, exchange information between UEs and UEs/infrastructure and make the network achieve a high throughput than the other two schemes.
Chapter 6 Conclusions and Future Work

In this Chapter, the entire thesis is concluded, and potential future studies are pointed out.

6.1 Conclusions

In this Thesis, research on V2X safety-related information dissemination in diverse vehicular communication scenarios has been conducted. The dissemination of safety-related information, which has various functionalities closely associated with different applications in ITS, is deemed as a key technology to ensure road safety, fulfil autonomous driving, and improve traffic efficiency in the near future. Motivated by the existing problems like high packet loss rate and large delivery latency as well as research gaps in resource allocation, we first review the existing data dissemination schemes for safety message broadcasting in DSRC and strategies of multiple access in C-V2X, and our proposed algorithms focus on the MAC protocol in DSRC and resource allocation in 5G C-V2X networks. The proposed hybrid MAC protocol, the optimization method based on the analytical model, and the fuzzy logic based adaptive algorithm for resource allocation significantly improve the reliability and efficiency for safety message dissemination in their respective networks. The features and achievements of different proposed schemes are summarised as follows.

We have studied periodic broadcast of BSM in vehicular network based on the DSRC. Distinguishing from the unicast information and event-trigger safety messages, BSMs are massively generated by all vehicles in the networks and needed to be delivered timely. Due to lossy channels, dynamic topology of networks transmission collisions and stringent requirements, BSMs cannot be disseminated reliably and efficiently in vehicular networks, especially in dense networks, even if more complicated and enhanced schemes are employed. To tackle such problem, a novel hybrid MAC protocol, namely NC-PNC MAC, is proposed in this thesis. The hybrid NC-PNC MAC contains both the distributed and centralized sessions in each broadcast period. Such hybrid characteristics, on the one hand can effectively suppress transmission collisions because the centralized session dominate the whole BSM broadcast; and on the other hand, it keeps the flexibility and compatibility with DSRC from the distributed manner. Moreover, with the assistance of PNC and RLNC, which are integrated in both one-hop V2V and V2I communications, the proposed MAC protocol is able to greatly improve the efficiency and reliability for BSM broadcasting in both roadway and intersection scenarios, regardless of sparse or dense networks. In terms of the delivery latency, BSMs can be delivered within one CCH interval without causing extra delay. Based upon both the theoretical analysis and simulation results, the NC-PNC MAC shows a linear communication complexity, which proves it possesses good scalability and feasibility.
We extend our research to BSM broadcast in V2X communications and enhance the NC-PNC MAC by proposing two distinct approaches. At first, theoretical analysis is performed to analyse collision probability in the OFDMA uplink session, the total number of transmissions implemented in all three sessions, and the average PDR performance of the network. The derived mathematical model explicitly shows the relationship between the parameters of the MAC protocol and the PDR performance. From the model, the tuneable parameters are identified. By adjusting one parameter of the MAC, the PDR performance is boosted without extra cost and endeavour (i.e., the increase of complexity or use of extra resources). For the second approach, we improve the PDR performance by designating a pair of auxiliary relay nodes that make use of the remaining idle time at the end of every dissemination interval and forward network-coded packets to distant nodes. This strategy is based on observations from the simulations and deep consideration of the working mechanism in the NC-PNC MAC. Finally, the two enhanced schemes are compared and the trade-off between the consumed time and PDR are discussed.

Cellular V2X communication in 5G era is another technology that is promising to support more advanced services envisioned in ITS. Since the resource allocation plays a pivotal role in dedicating limited time-spectrum resources to different UEs and coordinating those UEs to exchange data, we studied the strategy of resource allocation in mode 3 and how it affects the network performance. In fact, most of the other researchers pay more attention on transmission scheduling in mode 4 or link-level performance analysis. From the elementary principle in physical-layer working procedures specified in 3GPP standard, a straightforward method of random-based resource allocation and a location-aware resource allocation are proposed and studied at first. Although both methods can preclude transmission collisions and obviate inter-UE interference, they cannot satisfy the requirement of ultra-reliable low-latency communications like enhanced V2X services, in which safety or sensing data are generated enormously and frequently, because of the low reuse of the spectrum. A self-adaptive fuzzy-logic based resource allocation algorithm (FUZZRA) proposed in the thesis is a promising solution. By taking into account multiple factors other than only the interference from the concurrent links existing in the network, resources are assigned more wisely to different UEs. Extensive simulations show that the FUZZRA can significantly boost the network throughput and maintain the intra-cell interference at a low level.

6.2 Future Work

There are really a few of potential research directions that are worthy of further exploration in order to advance the V2X communications based on both the DSRC and 5G cellular networks. Based upon the research work in Chapter 3, 4 and 5, we will discuss those research topics in the following paragraphs.
In Chapters 3 and 4, we worked on enhancing the performance for BSM dissemination in vehicular networks in DSRC. The proposed MAC protocol realises the BSM interchange among all vehicles in a region via the assistance of both the V2I and V2V communications. In the protocol, the RSU functions as a coordinator, selects relay nodes and executes PNC encoding. However, RSUs are usually placed in urban areas and busy motorways. They may not be available in some remote places and small towns. How to apply the NC-PNC MAC in those areas is a challenge. One possible solution is to elect an appropriate vehicle to play a role as a RSU. However, due to the mobility of vehicles, the selection of a coordinator should be done autonomously and dynamically with the consideration of multiple factors, including instant positions, travelling velocity, direction and so on. On the other hand, cross-region dissemination of BSMs should also be considered. As pointed out before, the interchange of BSM packets are conducted in a RoI. That means our proposed MAC protocol only considers how to make sure all vehicles in the same RoI to mutually receive each other’s safety messages. However, some vehicles also need to receive BSMs sent by other RoI, i.e., adjacent regions, because every vehicle needs to receive BSMs around them, regardless of which RoI they belong to, according to the requirement of safety applications in ITS. Unfortunately, vehicles near the boundary of a RoI may not receive BSMs from vehicles in the adjacent RoI as the NC-PNC MAC only ensure the BSM exchange within the same RoI. Therefore, cross-region broadcast of certain BSMs turns to be necessary; especially for those sent by vehicles close to the border of the two regions. To solve this problem, vehicles at the border of two regions should not only take part in the local NC-PNC sessions, but also get an opportunity to have cross-border exchange of BSMs without causing interference to the communications in their own region. One potential solution is that the RSUs allow those remote vehicles to broadcast their BSMs autonomously or via the assistance of a relay node during the distributed session (i.e., CSMA session or MAC setup session), since they are too far to receive data from their own associated RSUs. Nevertheless, whichever method is adopted, such as via relay or leveraging RLNC like in [46], the scheme should be deliberated and carefully studied. Otherwise, it may interfere with the original protocol.

In Chapter 5, we proposed a fuzzy-logic based resource allocation in 5G C-V2X. The proposed algorithm, FUZZRA, can effectively balance the spectrum reuse and intra-cell interference, thereby achieving a high successful allocation ratio and network throughput. However, as discussed and pinpointed in the Chapter, the inter-cell coordination is not considered while implementing tasks of resource allocation as the FUZZRA at different cells works independently. The lack of cross-cell coordination obviously lowers the packet reception radio of the vehicles at the boundary of two adjoining cells and brings hidden hazards to those vehicles. Therefore, a further research on resource allocation should seriously consider the problem and provide effective solutions. Moreover, although the proposed FUZZRA can adaptively change the allocation strategy
in according to the network conditions, the input factors like interference level are obtained based on inaccurate calculation and channel model. As we know, the reception power and the interference closely relate to channels and the environment. Even with the same transmission power and distance between a sender and a receiver, the probability of packet reception at the receive may change dramatically if there are obstructions in between. Therefore, in order to accurately calculate the interference and other input variables, we can resort to machine learning, which can quickly find the optimal resources for different transmissions, according to their distinct features, including the current positions, dissemination type (broadcast or unicast) and so on. For example, if broadcast and unicast transmissions take place at the same time, then the unicast may cause interference to the recipient nodes of the broadcast. The current solution may either be choosing different time or different subchannels for them. By leveraging the machine learning, power control may be adopted to the unicast without utilizing extra resources. Such method depends on accurate calculation of interference and channel conditions. The machine learning may play an important role in such scenario to further improve the resource allocation.
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