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Abstract

A big challenge in continual learning is avoiding catastrophically forgetting previously learned tasks. The possibility of improving existing knowledge whilst integrating new information has been much less explored. In this paper we describe a method that aims to improve the performance of previously learned tasks by refining their knowledge while new tasks are observed. Our method is an example of this ability in the context of Support Vector Machines for binary classification tasks, which encourages retention of existing knowledge whilst refining. Experiments with synthetic and real-world datasets show that the performance of these tasks can be continually improved by transferring selected knowledge, leading to the improvement on the performance of the learning system as a whole.

1. Introduction

Continual machine learning has become a very active area of research (Parisi et al., 2018; De Lange et al., 2020). The ability of supervised machine learning systems to learn continually is a fundamental property in domains such as object recognition, text classification and sentiment categorization, where examples from different classes may arrive at different points in time (Chen & Liu, 2016). Learning a group of tasks continually is particularly challenging in the context of deep neural networks. An outstanding challenge is that of catastrophically forgetting knowledge from previous tasks (French, 1999). Several studies have shown that maintaining the performance for previous tasks becomes more challenging as more tasks are learned. Previous research has proposed mechanisms to mitigate the effects of catastrophic forgetting in three settings: regularization-based methods to control the change of previously learned weights, methods that store or generate examples from previous tasks and replay these tasks while learning new ones, and methods to isolate or freeze weights learned on previous tasks (De Lange et al., 2020). The possibility of improving knowledge whilst integrating new information, which has been mentioned as a fundamental capacity of lifelong machine learning systems (Chen & Liu, 2016; 2018) and was also explored in previous studies on knowledge consolidation (Silver et al., 2015), has been much less studied in the context of continual learning.

We present a method that points in that direction in the simple context of binary classification tasks learned using Support Vector Machines (SVM). The method transfers backward knowledge to previous tasks, each of which is represented as an SVM model. Experiments on synthetic and real-world datasets of different number of tasks suggest that the performance of a continual learning system could be improved by explicitly refining previous SVM models. Our aim in this paper is to summarise ideas presented in Benavides-Prado et al. (2020) and to remark key points for the extension of these ideas to deep neural networks.

2. Previous Research

Continual learning has gained increasing interest in the context of deep neural networks. A recent survey categorised continual learning methods in three groups: regularization-based, memory replay methods and techniques for parameter isolation or freezing (De Lange et al., 2020). The problem of catastrophic forgetting was also studied in the context of knowledge consolidation in neural networks (Robins, 1995; 1996), which considered integrating new information into a learning system by rehearsing previous tasks. The possibility of improving knowledge whilst integrating new information was also explored in previous studies on knowledge consolidation (Silver et al., 2015). Silver, Yang and Li (2013) surveyed research in lifelong machine learning for supervised, unsupervised and reinforcement learning problems. Chen and Liu (2016, 2018) revived interest in lifelong machine learning systems and defined three core properties of these kinds of systems: 1) learning new tasks using knowledge from previous tasks, 2) learning continuously and incrementally, 2) retaining knowledge in a knowledge base.
3. Background: SVM and Transferring Knowledge from Previous Tasks

An SVM function for classification describes an optimal hyperplane that separates examples of different classes with the smallest error, whilst maintaining a maximal margin (Vapnik, 1998). The optimal hyperplane for non-perfectly separable problems can be obtained by solving:

$$
\min_{w,b} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t.} \begin{cases}
\forall i \quad y_i(w^T \phi(x_i) + b) \geq 1 - \xi_i \\
\forall i \quad \xi_i \geq 0
\end{cases}
$$

where the weight vector $w$ and the bias $b$ are learned parameters, $\xi = \{\xi_1, \ldots, \xi_n\}$ is a set of slack variables that allow some examples to violate the margin constraints, $\phi$ applies a transformation to a higher dimensional space and $C$ is a trade-off parameter. This primal can be reformulated as the dual (Schölkopf & Smola, 2002):

$$
\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1,j=1}^{n,n} \alpha_i \alpha_j y_i y_j K(x_i,x_j) \\
\text{s.t.} \sum_{i=1}^{n} y_i \alpha_i = 0, \forall i \quad 0 \leq \alpha_i \leq C
$$

The problem is to find a set of coefficients $\alpha_i, 1 \leq i \leq n$. Non-zero coefficients correspond to support vectors, training examples defining the boundary that separates the examples from different classes. $K$ is a kernel function.

AccGenSVM (Benavides-Prado et al., 2017) identifies a subset $F \subseteq S$ of SVM models from which to transfer selected knowledge to a target SVM task. This subset is selected based on the relatedness of each $f(s) \in S$ and the target training data. Related source support vectors $x_i(s)$, $i \in \{1, \ldots, l\}$, for a $f(s) \in F$ are identified for each target training example $x_t(t)$, $i \in \{1, \ldots, n\}$. Fragments of source SVM models $f(s)$ are transferred by extracting $\alpha_i(s)$, $i \in \{1, \ldots, l\}$ coefficients that are later used to upper-bound coefficients to be learned on the target task. As a result, target training examples $x_t(t)$ which are more related to source support vectors $x_i(s)$ contribute more to the target objective to optimize. The learning problem in the dual representation is:

$$
\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1,j=1}^{n,n} \alpha_i \alpha_j y_i y_j K(x_i,x_j) \\
\text{s.t.} \sum_{i=1}^{n} y_i \alpha_i = 0, \forall i \quad 0 \leq \alpha_i \leq C + c_i, c_i = \frac{|F|}{|S|} \sum_{k=1}^{s} \alpha^{(s)}_{ik}
$$

which uses training examples $(x_i, y_i), 0 \leq i \leq n$, to learn a weight vector $w$. The upper-bound of a coefficient $\alpha_i$ is $C + c_i$. This constraint considers the original upper-bound $C$ and $c_i$, an aggregation of $\alpha^{(s)} = \{\alpha^{(s)}_1, \ldots, \alpha^{(s)}_s\}$ coefficients transferred from $s_i$ source support vectors related to a target $x^{(t)}$ under evaluation. A factor $|F|/|S|$ accounts for the number of $f^{(s)}$ contributing to the target task.

4. Knowledge Improvement of Previous Tasks

AccGenSVM proposed to transfer selected support vectors from a set of source models $S$ to a target task. As a result of this transfer, tuples of the form:

$$
Z = [(x^{(s)}, y^{(s)}, \alpha^{(s)}), (x^{(t)}, y^{(t)}, \alpha^{(t)})]
$$

that match a particular source support vector $(x^{(s)}, y^{(s)}, \alpha^{(s)})$ with a related target support vector $(x^{(t)}, y^{(t)}, \alpha^{(t)})$, which were involved in transfer while transferring forward using Eq. 3, can be identified. A pair of this kind represents a subspace of knowledge that is shared by $f^{(s)}$ and $f^{(t)}$. Exploiting these tuples could be potentially useful for refining existing $f^{(s)}$.

HRSVM, which stands for Hypothesis Refinement using SVM, is a method that transfers backward selected knowledge from an SVM hypothesis or model trained recently to related source SVM models. The aim is to emphasise refinement towards the knowledge shared between the source and the recent target, particularly when knowledge sharing occurs across different subspaces of these models. A local function that uses one of the tuples in Eq. 4 as training examples is learned as a representation of a subspace of shared knowledge. Such function acts as intermediate knowledge (Jonschkowski et al., 2015). This knowledge is stored only temporarily during refinement. We propose to learn as many of these functions as tuples can be collected while transferring to a target task.

To avoid catastrophic forgetting, HRSVM encourages retention by using $\nu$-SVM (Schölkopf et al., 2000). $\nu$-SVM was proposed as an alternative to the C-SVM problem for classification. The parameter $\nu$ has three properties: 1) it acts as an upper bound on the fraction of margin errors, 2) it acts as a lower bound on the fraction of support vectors, 3) for i.i.d. samples and with analytic and non-constant kernels, $\nu$ equals both the fraction of support vectors and the fraction of errors. In our case, the desired effect is to control the margin size by: 1) discouraging compression, i.e. maximising the number of examples selected as support vectors in the refined model, 2) refining appropriately on the training (support vectors) set, i.e. minimising the training error. The need to control for the margin size whilst transferring was pointed out by Aytar et al. (2011), for cases of transfer to a target task. We formulate a modified $\nu$-SVM problem that regularizes the distance between the parameter vector $w$ to be learned and a new parameter vector derived from representations of subspaces of shared
knowledge, \( w^{(d)} \). Our (soft-margin) \( \nu \)-SVM problem is:

\[
\min_{w, \xi} \frac{1}{2} \| w - \Gamma w^{(d)} \|_2^2 - \nu \rho + \frac{1}{l} \sum_{i=1}^{l} \xi_i \\
\text{s.t.} \begin{cases}
\forall i: y_i (w^T \phi(x_i) + b) \geq \rho - \xi_i \\
\xi_i \geq 0, \rho \geq 0
\end{cases}
\]

(5)

which maximises for \( l \) support vectors on the source SVM, \((x_i, y_i), 0 \leq i \leq l\), by learning a weight vector \( w \) of the function separating these support vectors. A set of slack variables \( \xi = \{ \xi_1, \ldots, \xi_n \} \) allows some examples to violate the margin constraints, whilst \( \rho \) is a learned parameter. Note that for \( \xi = 0 \), i.e. a hard margin, the first constraint implies that the two classes are separated by the margin \( 2\rho/\|w\| \). Therefore, both \( w \) and \( \rho \) define the margin size. The proposed problem is inbetween regularizing fully between a target and a source such as in A-SVM (Yang et al., 2007), and learning with privileged information using SVM+ (Wang & Hebert, 2016) which learns these two sets in parallel. We fix the parameter vector \( w^{(d)} \) while optimizing Eq. 5, since it is derived before solving (minimising) this problem, as will be explained in the dual formulation. In practice \( w^{(d)} \) are multiple sets of parameters, one for each subspace of shared knowledge. The influence of \( w^{(d)} \) is controlled by \( \Gamma \). This value can be set experimentally by, for example, grid-search over a range of values. The dual objective of HRSVM is:

\[
\max_{\alpha} -\frac{1}{2} \sum_{i,j=1}^{l,l} \alpha_i \alpha_j y_i y_j K(x_i, x_j) - \Gamma \sum_{i,k=1}^{l,2m} \alpha_i y_i \alpha_k^{(d)} y_k^{(d)} K(x_i, x_k) \\
\text{s.t.} \begin{cases}
0 \leq \alpha_i \leq 1/l, \sum_{i=1}^{l} \alpha_i = 0, \sum_{i=1}^{l} \alpha_i \geq \nu
\end{cases}
\]

with \( \sum_{i,j=1}^{l} \alpha_i y_i y_j K(x_i, x_j) \) the space of \( l \) source support vectors in the current \( f^{(s)} \) and \( \sum_{i,k=1}^{l,2m} \alpha_i y_i \alpha_k^{(d)} y_k^{(d)} K(x_i, x_k) \) the representations of subspaces of shared knowledge between source support vectors in \( f^{(s)} \) and target support vectors in \( f^{(t)} \). Here, each \((\alpha_k^{(d)}, y_k^{(d)}, x_k^{(d)})\), with \( 1 \leq k \leq 2m \), are terms extracted from \( m \) functions \( f^{(d)} \) learned with one-class SVM (Schölkopf et al., 2001). Each of these functions uses one tuple of the form in Eq. 4, \( Z = \{(x^{(s)}, y^{(s)}, \alpha^{(s)}), (x^{(t)}, y^{(t)}, \alpha^{(t)})\} \) as training examples. Although other mechanisms may be applicable, one-class SVM makes the inclusion of this intermediate representation into the final objective straightforward. In binary classification tasks \( Z = \{(x^{(s)}, y^{(s)}, \alpha^{(s)}), (x^{(t)}, y^{(t)}, \alpha^{(t)})\} \) should be such that \( y^{(s)} = 1 \) and \( y^{(t)} = 1 \) or \( y^{(s)} = -1 \) and \( y^{(t)} = -1 \), for transfer to occur among corresponding classes.

Chen et al. (2005) derived the maximal feasible value of \( \nu = 2 \cdot \min(t_+, l_-)/l \), where \( t_+ \) and \( l_- \) correspond to the number of positive and negative examples, respectively. The maximal feasible value should be enforced, such that the maximal knowledge (number of source support vectors) remained, whilst the second term in Eq. 6 drives refinement of \( f^{(s)} \) towards the subspaces of shared knowledge. In sequential learning with HRSVM, \( \rho \) of the refined model (in Eq. 5) should be encouraged to be larger than the corresponding parameter of the current model. Appendix 1 provides theoretical analyses of the proposed method.

5. Experiments and Results

We generate two synthetic datasets, one of hyperplane problems and one of RBF concepts, composed of 500 tasks each. We also evaluate three real-world datasets. Each dataset is a learning system for which tasks are learned sequentially. For synthetic hyperplanes we randomly generate 500 problems of 100 features with values in the range \([0, 1]\), using an existing generator (Pedregosa et al., 2011). We generate 1,000 random examples for each hyperplane problem. We repeatedly extract training (10%) and test samples (30%) without replacement for each problem, 30 times. We add 40% noise by shuffling training labels. We re-implement an existing method to generate synthetic RBF concepts (Bifet et al., 2010). We generate 100 centroids, defined by a random center of 100 features in the range \([0, 1]\), and a standard deviation in the same range. We then generate 1,000 random examples for each RBF concept. We repeatedly extract training (10%) and test samples (30%) without replacement for each class, 30 times, and compose balanced binary classification problems of each RBF concept vs. rest. We add 40% noise by shuffling training labels. We also experiment with 20news groups (Mitchell, 1997), CIFAR-100 (Krizhevsky & Hinton, 2009), and a randomly selected ImageNet subset of 500 classes (Deng et al., 2009). For these datasets, we sample 10% training and 30% test sets, and compose binary classification tasks of each class vs. rest, 30 times. We experiment with DEN (Yoon et al., 2017), a recent competitive continual learning method. The number of hidden layers is set to 2 in all cases, with the following number of neurons: for the synthetic datasets 250 and 200 neurons, for ImageNet 500 and 250 neurons, for 20newsgroups 500 and 250 neurons, for CIFAR-100 1,500 and 500 neurons. For simplicity, all networks are FNN for classification tasks. After experimentation, we set the values of the parameters: 5,000 maximum iterations, batch size of 500, learning rate of 0.001, L1 sparsity of 0.0001, L2 lambda of 0.0001, group LASSO lambda of 0.001, regularization lambda of 0.5, threshold for dynamic expansion of 0.1, threshold for split and duplication of 0.5. For the number of units of expansion, we experiment with: the default value of 10 and
the number of tasks. We test different number of tasks for synthetic hyperplane, synthetic RBF and ImageNet.

Figure 1 shows results of DEN and HRSVM. \( t_0 \) is the performance after half of the tasks are learned. Since the number of tasks to learn must be pre-determined in DEN, the performance at \( t_0 \) varies depending on the number of tasks to be learned. HRSVM does not require the number of tasks as an input. For synthetic datasets, DEN achieves better performance than HRSVM while learning 10 tasks (1-a, 2-a, 3-a). This is constant across timesteps. HRSVM achieves slightly increasing performance. For 50 tasks (1-b, 2-b, 3-b), maintaining a single DEN network is more challenging. Yoon et al. (2017) remarked the challenge of setting an appropriate network capacity for a large number of tasks. For 100 tasks (1-c, 2-c, 3-c) DEN faces more challenges to learn these tasks and the performance remains constant. After experimentation we encountered that, the larger the number of tasks, the more difficult for DEN to perform well even on the training examples. For ImageNet, 20newsgroups and CIFAR-100 the performance of both HRSVM and DEN remains mostly constant over time. HRSVM benefits from a larger number of tasks, as shown in Figure 2 for all tasks in the synthetic datasets, in the proposed simple setting of maintaining a separate model for each task.

6. Limitations and Discussion

HRSVM attempts to improve the performance of previous binary classification tasks by exploiting knowledge collected in more recent tasks. The method relies heavily on the well-known \( \nu \)-SVM. HRSVM is currently limited to the same input types, i.e. the same feature representation for all tasks, and to the same output types, i.e. binary classification tasks for all the tasks expected by the learning system. The method does not currently support rehearsal of a task except by the explicit refinement of knowledge of that task using HRSVM. The accumulation of practice is given by the sequential learning of multiple binary classification tasks received one after the other, rather than as a continuum that does not distinguish tasks or as a curriculum of tasks. Each task is stored as an individual model, which simplifies the problem of continual deep learning methods which attempt to maintain a single network for all the tasks. However, the proposed method seems to align with some of the strategies of well-known deep continual learning methods as categorised by De Lange et al. (2020): 1) a replay strategy to use or generate training examples of previous tasks, which in HRSVM corresponds to the support vectors of these tasks; 2) a regularization strategy to learn new parameters constrained to the parameters of previous tasks, which in HRSVM is achieved by Eq. 5.

HRSVM pursues the goal of correcting errors on previous tasks. We believe that this could be potentially achieved in the context of deep neural networks by combining ideas from memory replay methods, to store or generate some correctly and incorrectly classified examples from previous tasks, and regularization-based methods to ensure that previous knowledge is not corrupted. Methods such as OWM (Zeng et al., 2019), which keep summary information of previous training examples, could be adapted to ensure orthogonality with weights of previous tasks whenever these contribute to correct classification of training examples whilst allowing non-orthogonality to incorrectly classified examples. This is part of our current research.
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Appendix 1 - Theoretical Properties of HRSVM

We use the VC-dimension as a framework to analyse the theoretical properties of HRSVM. We start by recalling the well-known VC-dimension bounds for SVM classifiers (Vapnik, 1998):

**Theorem 1.** Let vectors \( x \in X \) belong to a sphere of radius \( R \). Then the set of \( \Delta \)-margin separating hyperplanes has VC-dimension \( \text{VC-dim}(\mathbb{H}) \) bounded by:

\[
\text{VC-dim}(\mathbb{H}) \leq \min \left( \frac{R^2}{\Delta^2}, d \right) + 1 \tag{7}
\]

where \( d \) is the dimensionality of the problem, \( R \) the radius of a sphere enclosing the training examples and \( \Delta \) the size of the margin. For sufficiently large \( d \), and since \( R = 1 \) without loss of generality, the only way to alter these bounds is by changing the margin \( \Delta \).

We derive VC-dimension bounds of the proposed HRSVM algorithm inspired by the research of Abu-Mostafa (1995). This framework studies the use of hints or additional information to encourage higher generalisation of a chosen function \( f^{(s)} \). These hints can be, for example, invariances of the training examples to transformations such as rotations, translations, etc. The knowledge we propose to collect is composed of one or more examples and their corresponding \( x^{(d)} \), with \( x \) in Eq. 4. The value of the desired function \( f^{(s)} \) is constant in each of these classes (Abu-Mostafa, 1995), i.e. for all of the \( (x_i,x_i^{(d)}) \in D_c \) the value of a learned \( f^{(s)} \) is more likely to be constant. When \( D_c \) contains a single \( (x,x^{(d)}) \), then \( f^{(s)}(x) \simeq f^{(d)}(x^{(d)}) \), i.e. \( D_c \) is only marginally useful since it chooses an \( f^{(s)} \) that is likely to be constant on \( x \) only, given \( x^{(d)} \). The extent to which this is useful depends on the quality of \( x^{(d)} \) for the given task. At the other extreme, if a given \( D_c \) contains all pairs \( (x,x^{(d)}) \) then this hint is extremely useful since it denotes that \( f^{(s)} \) is constant at \( D \), with \( f^{(s)} = 1 \) or \( f^{(s)} = -1 \). In more realistic cases where a given \( D_c \) contains some \( (x,x^{(d)}) \), an \( f^{(s)} \) to be learned will be more likely to be constant at these \( x \) points, with \( f^{(s)}(x) = 1 \) or \( f^{(s)}(x) = -1 \). Therefore the higher the chance of learning a decision boundary that fits these examples well. These \( x \) will have a higher chance of becoming margin support vectors with \( 0 < \alpha < C \).

Abu-Mostafa (1995) demonstrated that the VC-dimension of a hypotheses set \( \mathbb{H} \) conditioned on a hypotheses set \( \mathbb{G} \) given by hints \( D = \bigcup_c D_c \), such as for example invariance hints, is such that \( \text{VC-dim}(\mathbb{H}|\mathbb{G}) \leq \text{VC-dim}(\mathbb{H}) \), as follows:

**Theorem 2.** Let \( \text{VC-dim}(\mathbb{H}|\mathbb{G}) \) be the VC-dimension of a set of hypotheses \( \mathbb{H} \) conditioned on a set of hypotheses \( \mathbb{G} \) given by \( D = \bigcup_c D_c \), where for each \( h \in \mathbb{H} \) either \( h \) satisfies \( \mathbb{G} \) or does not satisfy it, i.e. for all \( (x,x^{(d)}) \in D_c \), then \( h(x) \) is constant. Since the set of hypotheses that satisfies \( \mathbb{G} \) is \( \mathbb{H} \):

\[
\mathbb{H} = \{ h \in \mathbb{H} | \text{for all pairs } (x,x^{(d)}) \in D_c \text{ then } h(x) \text{ is constant} \}
\]

Then:

\[
\text{VC-dim}(\mathbb{H}|\mathbb{G}) \leq \text{VC-dim}(\mathbb{H}) \tag{8}
\]

**Proof.** Since \( \mathbb{H} \subseteq \mathbb{H} \), then \( \text{VC-dim}(\mathbb{H}|\mathbb{G}) \leq \text{VC-dim}(\mathbb{H}) \).

Nontrivial hints such as invariance hints lead to a substantial reduction from \( \mathbb{H} \) to \( \mathbb{H}^* \), and as a result potentially \( \text{VC-dim}(\mathbb{H}|\mathbb{G}) < \text{VC-dim}(\mathbb{H}) \) (Abu-Mostafa, 1995).

We now derive specific bounds encouraged by our SVM refinement method as follows:

**Theorem 3.** Let \( D = \bigcup_c D_c \) be the training examples \( D \) partitioned into \( D_c \) classes, where each \( D_c \) is composed of one or more \( x \) examples and a corresponding \( x^{(d)} \), such that \( D_c = \{(x_1,x^{(d)}_1),\ldots,(x_l,x^{(d)}_l)\} \) where both \( \{x_1,\ldots,x_l\} \) and \( \{x^{(d)}_1,\ldots,x^{(d)}_l\} \in Z \), with \( Z \) in Eq. 4. Let \( f^{(s)} \) be a function learned using Eq. 6, such that \( f^{(s)} \) is desired to be constant for a given \( D_c \). Let \( \mathbb{H}, \mathbb{G}, \text{VC-dim}(\mathbb{H}) \) and \( \text{VC-dim}(\mathbb{H}|\mathbb{G}) \) as defined in Theorem 2. Let \( w^* \) be the weight vector learned for \( f^{(s)} \). Let \( \Delta^* = 2/||w^*|| \) be the corresponding margin. Let \( w \) be the weight vector and \( \Delta = 2/||w|| \) the margin of the existing \( f^{(s)} \), learned using a regular SVM (Vapnik, 1998) or HRSVM. Since:

\[
w = \sum_{i=1}^{l} \alpha_i y_i \phi(x_i) \tag{10}
\]

and:

\[
w^* = \sum_{i=1}^{l^*} \alpha_i^* y_i \phi(x_i) \tag{11}
\]

and:

\[
l^* \leq l \tag{12}
\]

For:

\[
\alpha_m = \{ \alpha | 0 < \alpha < C \}, \alpha_b = \{ \alpha | \alpha = C \}, \alpha_0 = \{ \alpha | \alpha = 0 \}
\]

\[
a_m = \{ 0 < \alpha < C \}, a_b = \{ \alpha = C \}, a_0 = \{ \alpha = 0 \}
\]
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and:

\[ \alpha^*_m = \{ \alpha^* | 0 < \alpha^* < C \}, \alpha^*_b = \{ \alpha^* | \alpha^* = C \}, \alpha^*_0 = \{ \alpha^* | \alpha^* = 0 \} \]  

(14)

With:

\[ |\alpha^*_m| \geq |\alpha_m| \]  

(15)

Then:

\[ \Delta^* \geq \Delta \]  

(16)

and, by Theorem 3 in Vapnik (1998):

\[ VC-dim(\mathcal{H}|G) \leq VC-dim(\mathcal{H}) \]  

(17)

Proof. Since by \( D = \bigcup_c D_c \), \( f^{(s*)} \) is more likely to be constant on several \( x \in D_c \), more \( \alpha^* \) will be forced to have values between 0 and \( C \), i.e. to lie exactly on the margin. Therefore, with \( l^* \leq l \), then \( ||w^*|| \leq ||w|| \). Since \( \Delta^* = 2/||w^*|| \) and \( \Delta = 2/||w|| \), then necessarily \( \Delta^* \geq \Delta \). Furthermore, since from Eq. 7.15 in Schölkopf et al. (2000):

\[
\rho = \frac{1}{2s} \left( \sum_{x \in S_+} \sum_j \alpha_j y_j K(x, x_j) - \sum_{x \in S_-} \sum_j \alpha_j y_j K(x, x_j) \right)
\]  

(18)

with \( S_+ \) the set of positive examples with \( 0 < \alpha < 1 \) and \( S_- \) the set of negative examples with \( 0 < \alpha < 1 \), where \( |S_+| = |S_-| = s \). By requiring that \( \rho^* \geq \rho \) necessarily the set \( \{S_+, S_-\} \) has to be bigger (i.e. more training examples are support vectors lying exactly on the margin) or their difference is larger. In the first case, \( ||w^*|| < ||w|| \), and with \( \rho^* \geq \rho \) then \( \Delta^* > \Delta \). In the second case, at least \( ||w^*|| = ||w|| \), and therefore at least \( \Delta^* = \Delta \). \( \square \)

The extent to which \( D = \bigcup_c D_c \) will be beneficial for refining an \( f^{(s)} \) will be driven by how appropriate are tuples in Eq. 4. This will highly depend on the relatedness of the underlying distributions of the source \( f^{(s)} \) and the target \( f^{(t)} \).