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Abstract

ABSTRACT

Few will disagree that it is the preparatory ex@ctraining completed that
makes the most substantial impact on individualr@se performance. It is not
surprising therefore that we often see elite atisldhat chronically live between the
borders of positive adaptation and maladaptatiorverfcaining/non-functional
overreaching) to training, as they attempt to rehetgreatest fithess level possible. The
adaptive response to any number of training stinholvever, are individual, with
genetic factors likely being a substantial deteantnof how an athlete might respond.
The ability to effectively track these individuasponses (positive or negative) using
guantitative physiological measures would be acganus for sports practitioners and
coaches alike. Heart rate variability (HRV) prowdan estimate of a person’s cardiac
autonomic activity, and has shown promise as anpiatetool to monitor individual
adaptation to endurance training. However, effecthethods for assessment are yet to
be established. Therefore, the overarching aimhisf doctoral thesis was to establish
methods by which vagally-derived indices of HRV ¢enpractically applied to monitor
and assess an elite endurance athlete’s adaptattoamning in an every-day setting. In
order to answer this question effectively, thissttes made up of one case comparison,

two methodological studies, one current opinion anebservational study.

In the first study of the thesis, a case compariso@ daily HRV and training
(23 h = 2 h per week) were monitored over a 77{a=yod in two elite triathletes (one
male: 22 yr,VOomax 72.5 ml.kg.mift; one female: 20 yryOomax 68.2 ml.kg.mift).
During this period, one athlete performed poorlyairkey triathlon event and was
diagnosed as non-functionally over-reached (NFAORg 7-day rolling average of the

log-transformed square root of the mean sum ofstheared differences between R-R
14



Abstract

intervals (Ln rMSSD) were compared to the individemallest worthwhile change
(SWC). Ln rMSSD values declined towards the datheftriathlon event (slope =-0.17
ms/wk; F = -0.88) in the NFOR athlete, and remained stabtee control athlete (slope
= 0.01 ms/wk; 7 = 0.12). Furthermore, in the NFOR athlete, the HEOéfficient of
variation (CV of Ln rMSSD 7-day rolling average)vealed large linear reductions
towards NFOR (i.e., linear regression of HRV valeslvs. day number towards NFOR:
-0.65 %/wk and¥= -0.48), while these variables remained stahlatfe control athlete
(slope = 0.04 %/wk). These data suggest that trentb®th absolute HRV values and
day-to-day variations along with the individual SWaay be useful measurements

indicative of the progression towards mal-adaptationon-functional over-reaching.

Considering the findings of the case comparisoaywaiy that weekly-averaged
Ln rMSSD values provided superior representatiommadadaptation compared with
values taken on a single day, the aim of the sestudly of the thesis was to compare
relationships between performance, positive adiaptaaind HRV measured on an
isolated day or with values averaged over the wé&ék. relative change in estimated
maximum aerobic speed (MAS) and 10-km running perémce was correlated to the
relative change in Ln rMSSD on an isolated day $SDy,y) or when averaged over
1 week (Ln rMSSReey in 10 runners who responded to a 9-week traimigrvention.
A trivial correlation was observed for MAS. Ln rMSSQRay (r = -0.06 (-0.59; 0.51)),
while a very-large correlation was shown between3vidnd Ln rMSSReex (r = 0.72
(0.28; 0.91)). Similarly, changes in 10-km runnipgrformance revealed a small
correlation with Ln rMSSRyy (r = -0.17 (-0.66; 0.42)), versus a very-large efation
for Ln rIMSSDyeek (r = -0.76 (-0.92; -0.36)). It was concluded ttha averaging of HRV
values over a 1-week period appeared to be a supaethod for monitoring positive

adaption to training compared with assessing ikisevan a single isolated day.

15
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The third study of the thesis was based on therfgslfrom studies 1 and 2, and
its primary aim was to establish the minimum numbkdays that Ln rMSSD data
should be averaged before equivalent outcome sesudre attained. Standardised
changes in Ln rMSSD between different phases afitrg (normal training, functional
overreaching, overall training and taper) and thieatation coefficients were compared
when averaging Ln rMSSD from 1 to 7 days, randos#yected within the week.
Standardised Ln rMSSD changes (90% confidence viaer Cl) from baseline to
overload (functional overreaching) were 0.20 (-0.0817); 0.33 (0.07; 0.59); 0.49
(0.17; 0.82); 0.48 (0.20; 0.76); 0.47 (0.21, 0.7TB%5 (0.19; 0.71) and 0.43 (0.19; 0.72)
using from 1 to 7 days, respectively. Correlatiq@®% CI) over the same time
sequence and training phase were: -0.02 (-0.25);0-:2.07 (-0.16; 0.3); -0.17 (-0.16;
0.3); -0.25 (-0.45; -0.02); -0.26 (-0.46; -0.03);28 (-0.48; -0.5) and -0.25 (-0.45; -0.2)
from 1 to 7 days, respectively. There were almastfget quadratic relationships
between standardised changes/r values vs. the mwhbays Ln rMSSD was averaged
(r* = 0.92 and 0.97, respectively), indicating a @até the increase in the magnitude
of the standardised changes/r values after 3 amthys, respectively, in trained
triathletes. It was concluded that practitionensigi$iRV to monitor training adaptation
in trained athletes should use a minimum of 3 (ocamg selected) valid data points per

week.

While assessing HRV in a number of elite athleitelsecame clear to me that a
shift in current opinion on various issues was nexgli Accordingly, the fourth study in
this thesis, a current opinion review, outlines ttteanges in HRV in response to
training loads and the likely positive and negatdaptations shown, along with some

limitations to these reported findings. Solutionse aoffered to some of the

16
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methodological issues associated with using HRVa agay-to-day monitoring tool,
including the use of appropriate averaging techesguand the Ln rMSSD to R-R
interval ratio to overcome the issue of HRV satorain elite athletes (i.e. reductions in
HRV despite decreases in resting heart rate). liyindlis work offers examples in
Olympic and World Champion athletes, showing hoesthindices can be practically
applied to assess training status and readingssrform in the period leading up to a
pinnacle event. The paper reveals how longitudiiY monitoring in elites is required
to understand their unique individual HRV fingernpri For the first time, it is
demonstrated how increases and decreases in HRYé rel changes in fithess and

freshness, respectively, in elite athletes.

In the final study of the thesis, the relationshigtween HRV and training
intensity distribution in elite rowers (4 femaleptale) were examined during a 26-week
build-up to the 2012 Olympic Games. Theekly-averaged Ln rMSSD were reported,
and compared to changes in total training time (Jfafid training time below the first
lactate threshold (<Lj); above the second lactate threshold.jl. &nd between LiTand
LT, (LT3:-LT,). After substantial increases in training time anparticular training
zone/load variable (average effect size = 1.47, @@fidence limits (1.35; 1.59)),
standardized changes in Ln rMSSD were +0.13 (friviaclear) for TTT, +0.20 (small;
51% chance of greater values) for time <L0.02 (trivial and unclear) for time LT
LT,, and -0.20 (small; 53% chance of lower values)tifoe >LT,. Correlations for Ln
rMSSD were small vs. TTT (r = 0.37 (0.28; 0.45)pdarate vs. time <LI(r =0.43
(0.32; 0.53)), trivial vs. LT-LT, (r = 0.01 (-0.16; 0.17)) and small vs. >L{F = -0.22 (-
0.27; -0.17)). These data suggest that trainingghavith increased time spent at high
intensity suppress cardiac parasympathetic actiwtilst low-intensity training

preserves and increases it. Practically, ~5% iser@a high-intensity training should be

17
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accompanied by ~6% increase in low-intensity tragniso that autonomic balance is

preserved.

Collectively, the studies in this thesis demonstrtéitat vagally-derived indices
of HRV can be used as an effective tool to indiaithumonitor endurance training in
elite athletes. The new findings included: 1) tbptimal monitoring should be carried
out using Ln rMSSD values averaged over a minim@i® days per week (or 1 micro-
cycle) alongside the individual SWC, 2) that therMSSD to R-R interval ratio should
also be measured when considering changes dueaiting as a result of HRV
saturation present in elite athletes, and 3) tHaénwmonitoring training using HRV,
changes should be considered in light of the tngimhase being completed; that is, that
increases in HRV falling above the SWC during psiof overload are likely reflective
of positive adaptation, and decreases in HRV bdloev SWC with reduced training
loads (e.g. taper) are likely signs of increasiegltiness and readiness to perform. HRV
values falling below the SWC, coupled with substnnhcreases in the Ln rMSSD to
R-R interval ratio during periods of high trainingads may be indicative of

maladaptation.
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Chapter One

1.1 Background

After inherent talent or genetic predispositionisitthe preparatory training an
athlete performs that unequivocally has the greéatapact on their performance
(Tucker & Collins, 2012). It is not surprising tleéore that elite athlete training
programmes consist of numerous periods of higmitrgiloads, with limited time for
rest and recovery (Fiskerstrand & Seiler, 2004;rs@n, 2010). These athletes seem to
chronically live between the borders of positiveaptdtion and maladaptation
(overtraining/non-functional overreaching) in ameatpt to gain the greatest possible

training stimulus and resulting fitness level.

The adaptive response to any number of trainimgustihowever, are individual,
with genetic factors likely being the main conttibg factor to one’s unique response
(Bouchard et al., 1999; Bouchard & Rankinen, 2(Rankinen et al., 2003). As such,
effective methods by which adaptive responses eamdhvidually assessed are often
sought. Examples of such attempts include the IBrofiMood States (POMS) (Pierce,
2002), the Daily Analysis of Life Demands of atklet(DALDA) questionnaire
(Rushall, 1990), the Hooper scale (Hooper et &95) and the Positive and Negative
Affect Schedule (PANAS) (Watson, Clark, & TellegetQ88); all which work by
measuring overall well-being of an athlete in res@to a training load. However,
such methods are considered ‘qualitative’ and ®ctibje’, and not necessarily an
accurate measure a person’s physiological statedai®e, an effective and practically
applicable quantitative and objective method okas#g physiological state has yet to

be established.

A relatively new means of assessing physiologicates and individual

adaptation to training is through the daily measwet of heart rate variability (HRV),
20
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which is literally the variation in time betweennsecutive heart beats. This variation is
thought to provide an estimate of a person’s autoamervous system (ANS) activity
via the heart (Hautala et al. 2009). With new tetbgical advances in heart rate
monitor devices, HRV can now be easily measurehtetes daily, by taking a 3-6 min
morning heart rate reading immediately upon wakWfth such methods, HRV has
been used to monitor the adaptive response tariga{fiedelin, Bjerle, & Henriksson-
Larsen, 2001; Hedelin et al., 2000; Hynynen et 2006; Mourot, Bouhaddi, Perrey,
Rouillon, & Regnard, 2004; Uusitalo, Uusitalo & Ros 1998a; Uusitalo et al., 2000;
Yamamoto et al., 2001), and more recently eveguide daily training in recreational
athletes (Kiviniemi et al., 2010; Kiviniemi et &007). While the outcomes from these
studies are promising, the practicalities of mamiig HRV in real athletes, and whether
or not any level of usefulness is gained from sacinitiative, has yet to be established.
Indeed, there remains conjecture within the litematwith both increases (Lee, Wood,
& Welsch, 2003; Mourot et al., 2004; Yamamoto et 2001; Buchheit et al., 2010) and
decreases (lellamo et al., 2002; Manzi et al., 2@08ardiac parasympathetic indices of
HRV being shown to be associated with increasestness/performance. Similarly,
increases (Hedelin, Wiklund, Bjerle, & Henrikssoaréen, 2000), decreases (Hynynen
et al., 2006; Uusitalo et al., 2000) and no cha@psquet, Papelier, Leger, & Legros,
2003; Hedelin, Wiklund, et al., 2000; Uusitalo bt £998a) in parasympathetic activity
have been shown to be associated with maladapta#®such, it is clear that methods
by which HRV can be used to track training resperm® complicated and yet to be

established.

There are a number of likely reasons that explaimy wractitioners and
researchers have been unable to develop practicalyul methods for assessing

training adaptation using HRV, along with consistentcomes. First, environmental
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factors influencing measurement noise and trainglgted acute changes in
homeostasis can influence HRV recordings (TaskFoi&96). Therefore, a more
sensitive measure and improved methodological ambrable to detect meaningful
change needs to be established. Second, it isultffo differentiate between functional
and non-functional overreaching in real athletegl¢bin & Jeukendrup, 2004). For
example, while HRV has been used to assess maddiapin some studies, researchers
have purposely induced athletes into this state-fooctional overreaching (NFOR) or
overtraining (OT)) (Hedelin, Kentta, et al., 20QQysitalo, Uusitalo, & Rusko, 1998b;
Uusitalo, Uusitalo, & Rusko, 2000). Thus, it isfotifilt to determine whether subjects in
these studies were in a stage of functional or NFQReusen et al., 2013).
Furthermore, in athletes that are measured indhditon where they are already in an
overtrained state (Hedelin, Wiklund, et al., 2080;nynen, Uusitalo, Konttinen, &
Rusko, 2008), authors have been unable to provigeline HRV values prior to its
occurrence. This is an important limitation of tkeearch to date, as there is large intra-
individuality within field-based HRV recordings (AHaddad, Laursen, Chollet,
Ahmaidi, & Buchheit, 2011). Second, the HRV to @&ss/fatigue relationship is
complicated by quadratic relationships often shtwetween HRV and resting heart rate
(R-R interval). As such, at very high levels of ahtpne (low resting heart rate), HRV
values are diminished (known as HRV saturation @@Getger, Ahmed, Parker, &
Kadish, 1994; Goldberger, Challapalli, Tung, ParkeKadish, 2001; Kiviniemi et al.,
2004)). Accordingly, in elite athletes and athletgth extensive training histories, HRV
values can be low (thought to be indicative ofgia¢i (Hynynen et al. 2006; Uusitalo et
al. 2000) despite high levels of vagal tone androwed fithess/performance. For
example, elite rowers showed very large reductidRY/ (-19%) compared with pre-
training values, despite moderate increase$amax (+3.6%) (lellamo et al., 2002).

Furthermore, cross-sectional studies have showrerlddRV to be associated with
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superior VOomax (r = -0.49 (Buchheit, Al Haddad, Mendez-Villanugv@uod, &

Bourdon, 2011); r

-0.52 (Bosquet, Gamelin, & Bem, 2007) in highly trained

athletes. Last, there is a lack of HRV data ctdlécin elite athletes during actual
training programmes and competitive racing seassimgy methods that are practically
achievable each and every day. Thus, the HRV resptm different training phases
(e.g. recovery, overload and pre-competition tajpeq its link to actual competitive
performance have yet to be established. For exarafifeough increases in HRV have
been associated with positive performance outcai@eset et al., 2004), increases in
HRV have also been found to be associated withedsess in performance, and
decreases in HRV have been shown to be linkedgersampensation (i.e., period after

a taper) in trained triathletes (Le Meur et al120

1.2 Rationale and Thesis Aims

In light of this background, the overarching aim tbe thesis was to establish
methods by which HRV could be practically applienl monitor elite endurance
athlete’s adaptation to training in an every-datirsg. Such methods would allow for
elite athletes to train more effectively wherebgirimg loads can be individually
monitored and therefore maximised. To achieve thgctive, the thesis has been
divided into five experimental chapters with thédwing specific aims:

1. To evaluate changes in HRV in an elite athlete witered maladaptation, and
to establish a sound methodological approach tesagbese changes.

2. To consider different methodological assessmentsenwlanalysing the
relationship between performance and HRV in orderevaluate positive
adaptation to training.

3. To further develop methodological approaches basedgarts 1 and 2, and
understand how these might be applicable to spoaistitioners collecting HRV

values.
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4. To demonstrate solutions to some of the methodcdbgssues associated with
using HRV as a day-to-day monitoring tool. Datanir Olympic and world
champion athletes in the build-up to peak perforrean pinnacle events will be
used.

5. To determine the HRV changes in response to trgimtensity distribution and
training load and establish ways by which thesengha may influence

decisions made around the use of HRV as a toolowtor training.

1.3 Thesis Organisation

This doctoral thesis is intended to inform how HB& be used to monitoring
training adaptation in elite endurance athletese Tiesis is presented in five main
sections that have focused on HRV and its resplamggtudinally to different types of
training (Figure 1). These sections include arouhiiction, literature review, studies (1-
5), conclusion and appendix, and the studies hasen bwritten specifically for
publication in peer-reviewed journals. Thus, thegesknental chapters have been
formatted, where necessary, to take into accound Wamits and publication guidelines
for the respective journals for which they have rbesibmitted to. However, for
consistency and ease of reference, all citationge Haeen presented in American
Psychological Association (APA) referencing formiatng a single bibliography at the

end of the thesis.
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Figure 1: Overview of the structure of the thesis.
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The literature review in this thesis (Chapter 2)siders the application of HRV
as a tool to monitor endurance training. First, lthke between the autonomic nervous
system and HRV, and various methods of HRV assedsane provided. Next the HRV
literature is reviewed with specific reference tairting intensity and load, positive
adaption and performance, and maladaptation (vertr@ining). Other areas such as
HRV-guided training and heart rate recovery are abgplored. Based on these findings,
the limitations and apparent problems when using/HiR a tool to monitor training
adaptation are highlighted. Subsequent chaptethi®fthesis focus on the limitations
and recommendations presented in the literaturewevand offer a way forward for

researchers and practitioners alike.

Chapters 3-7 comprise five separate publishedbm#ted) papers consisting
of a case comparison, two methodological studiesg ourrent opinion and one
observational study. These chapters are carriethcaitsomewhat progressive manner,
where the findings from one study naturally lead th® question raised in the

subsequent one.

The final chapter of the thesis (Chapter 10) cassid a general discussion
section, including a summary of key findings froacke study, their limitations, along
with areas for future research. Given the applie@ntion of the research for elite
endurance sports, a practical section is also geovito enable coaches and sports
scientists to use HRV as a tool to monitor trainedpptation. Overall, the thesis
addresses questions related to the use of HRV émitoring training adaptation in elite

athletes within a practically-applicable setting.
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1.4 Overview of Studies
A summary of each study is provided below:
Chapter 3, Study 1

This case comparison involves two elite triathlateshe build-up to the same
key triathlon event; one of the athletes becamefaonationally overreached, whilst the
other achieved what was considered to be an opperérmance. The first aim of this
study was to establish trends in vagally-derivatides of HRV in an athlete adapting
negatively to a training stimulus. The second aiaswo develop methods by which
these changes could be practically monitored aselsasd.
Chapter 4, Study 2

This methodological comparison is based on thargslin study 1, where HRV
values averaged over a 1-week period provided argupmssessment of non-functional
overreaching than HRV values taken on a single d&g aim of this study was to
explore whether this same method of assessmentdwaqply to evaluate positive
adaptation to training.
Chapter 5, Study 5

The second methodological study in the thesis seth@n the findings of studies
1 and 2, where weekly-averaged HRV values were slowprovide a superior method
of assessment compared with values taken on aatesotlay. The aim of this study was
to establish the minimum number of daily HRV redogs required over a 7-day period
to achieve correspondingly equivalent results &1 tf data averaged over an entire 1-
week.
Chapter 6, Study 3

Having assessed the HRV trends of many elite a&bhleiver a number of
competitive seasons, and from my HRV assessmefmogesshown in studies 1 and 2, |

realised that limitations existed with its interqatéon. This is of particular consideration
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when observing HRV trends in key athletes buildipgto actual major competition. In
this current opinion piece, practical methods #xkrvagally-derived indices of HRV
effectively are offered using data from elite atbéeachieving optimal performance,
winning Olympic and World Championship rowing ewent
Chapter 7, Study 4

In this observational study, the response of vggigrived indices of HRV to
training load and training intensity in elite rowaare shown. Here, observed increases
and decreases in HRV prior to competition were shamd thought to be due to
changes in training load and intensity distributidhe aim of this study was to explore
the relationships between these variables to abs®gshanges in these variables might

be used to effectively monitor training.

1.5 Significance of Thesis

Elite endurance athletes are always pushing thaday between positive and
negative adaptation to training in order to gefitags possible before major events. As
such, the ability to quantifiably measure an a#iteindividual response to training, and
instruct them to be able to do more or less trginm accordance with their body’s
feedback, would be highly advantageous. This thesistributes to the body of
knowledge in the area of HRV by exploring practicapplicable methods by which
endurance athletes might be more objectively mosdkaduring training, in order to
determine whether they were positively or negayivadapting to their training

programme.
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HEART RATE VARIABILITY AS A
TOOL TO MONITOR
ENDURANCE TRAINING

LITERATURE REVIEW
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2.1 Introduction

It was Albert Einstein who once sdi@nly one who devotes himself to a cause
with his whole strength and soul can be a true Bragtor this reason mastery demands
all of a person”. And more often than not, success at the top $evkElite sport tends
to follow a similar philosophy, where athletes wittilent devote large amounts of time
and deliberate practice to their sport. This dewirbe the best often pushes the athlete
into a very precarious position. On one side, catnpy such high training volumes and
intensities may permit the maximal training stinmlieading to maximal adaptation.
But lurking on the other side is chronic centratvoeis system fatigue syndrome or
maladaptation (Seiler, 2010). This approach mehat dlite athletes are often at the
‘knifes edge’ between the maximisation of effectivaining (achieved by duration,
frequency and intensity of training) and ineffeetitraining (e.g. maladaptation, non-
functional overreaching and overtraining). Givea tact that the adaptive responses to
a training load or stimulus are individual (Boudhat al., 1999; Bouchard & Rankinen,
2001; Rankinen et al., 2003), the ability to indegently assess training adaptation

(positive or negative) would be advantageous tetsgmentists and coaches alike.

A relatively new means of assessing physiologictdtes and individual
adaptation is via the monitoring of cardiac autormractivity through the daily
measurement of heart rate variability (HRV). Inde@tth new advances in heart rate
monitors, HRV can be assessed daily and has growsopularity over recent years.
Research interest has paralleled this growth, &edHRV response associated with
different training loads (Buchheit & Gindre, 20@chheit, Simon, Piquard, Ehrhart,
& Brandenberger, 2004; Hynynen, Vesterinen, RugkdJummela, 2010; Kaikkonen,
Hynynen, Mann, Rusko, & Nummela, 2010; Kaikkonemniinela, & Rusko, 2007;

Kaikkonen, Rusko, & Martinmaki, 2008; Mourot, Bould® Tordi, Rouillon, &
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Regnard, 2004; Parekh & Lee, 2005; Pichot et &l002 S. Seiler, Haugen, & Kuffel,

2007), performance (Atlaoui et al., 2007; Garetakt 2004; Hedelin et al., 2001,
Nummela, Hynynen, Kaikkonen, & Rusko, 2010), tragnadaptations (Atlaoui et al.,
2007; Borresen & Lambert, 2008; Buchheit, Chivdtak, 2009; Furlan et al., 1993,
Hautala, Kiviniemi, & Tulppo, 2009; Hautala et al2003; Lamberts, Swart,
Capostagno, Noakes, & Lambert, 2009; Pichot etZ24l02) and overtraining/fatigue
(Hedelin, Kentta, et al., 2000; Hedelin, Wiklund, &., 2000; Hynynen et al., 2006,
2008; Lehmann, Foster, Dickhuth, & Gastmann, 1988)e all been explored. Two
studies by Kiviniemi et al. (2010 and 2007) eveggast that performance may be
maximised by guiding daily training based on mogniresting HRV recordings.
However, to date, there remains conjecture withenliterature around changes in HRV
with regard to positive (Buchheit, Chivot, et &010; lellamo et al., 2002; Manzi et al.,
2009; Vesterinen et al., 2011; Yamamoto et al.,120@nd negative adaptation to
training (Hedelin, Kentta, et al., 2000; Hynynenaét 2006; Uusitalo et al., 1998a;
Uusitalo et al., 2000), as well as the responsedRW¥ to variations in training load
(Atlaoui et al., 2007; Garet et al., 2004; Manzakt 2009). Furthermore, there is a lack

of studies in elite athletes using data collectét practically-applicable methods.

The purpose of the literature review is to provibde background literature of
the research to date that has used HRV as a tomlotator training adaptation. The
review begins by describing the autonomic nervassesn (ANS) and its link to HRV,
along with the various methods of HRV measuremeertuo date. The HRV response
to ‘training intensity and load’, ‘positive adaptat and performance’ and ‘negative
adaptation’ will then be discussed. Finally, altbbunot a focus of my research, but still
related to the topic, | will briefly describe theomising HRV-guided training and heart

rate recovery research studies completed to date.
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2.2 The autonomic nervous system
The ANS describes those nerves that are conceritedhg regulation of bodily

functions. It comprises both sympathetic and pamgsthetic branches, with the latter
branch often referred to as ‘vagal’, due to theavggrasympathetic nerves that supply
the heart. The two branches of the ANS are compiang to one another. The activity
of the sympathetic branch causes reactions, suexagkement of the heart (increased
heart rate), constriction of blood vessels, alonth weductions in gastrointestinal
motility and constriction of sphincters. The paraggthetic branch has the opposite
effect (e.g. constricts pupils, inhibits heart rated stimulates digestive activity)
(Aubert, Seps, & Beckers, 2003). As such, the ANgpa vital role at multiple sites
around the body, both during exercise and in regog&chten & Jeukendrup, 2003;

Borresen & Lambert, 2008).

2.2.1 Heart rate variability: A barometer for assesing autonomic nervous system
status

Since the ANS regulates homeostatic function ofaibey (Porges, 1992), it has
been suggested that a non-invasive assessment ®fsédtus may offer an appropriate
tool for quantifying training load during the tratnsn from exercise to recovery as it
returns to homeostasis (Friden, Lieber, Hragrea¥%esshausen, 2003). One of the non-
invasive tools used by clinicians to gain insigitbiANS function is via the analysis of
HRYV. Heart rate variability is the variability ilnte between each successive heartbeat,
and is performed by recording the R-R interval dP-&-R-S wave during a normal
electrocardiograph (ECG) trace (Figure 2). As shotke time between consecutive
heart beats is never constant, even when hearseatas stable (Achten & Jeukendrup,
2003). Greater variations in the R-R intervals basn linked to greater dominance of
the parasympathetic system, and less variation nmra mix of sympathetic and

parasympathetic dominance (TaskForce, 1996).
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Figure 2: Analysis of heart rate variability: calculation obnsecutive R-R intervals
from an electrocardiography trace, with represer@atR-R intervals written in
milliseconds. The standard deviation of all R-Reimtls, reflective of variation in time

between heart beats, is shown at the top (= 61)9 ms

2.2.2 Methods of assessing heart rate variabilityral autonomic nervous system
status

Heart rate variability can be analysed in a varmdtdifferent ways, with each analysis
having its own strengths and weaknesses. MethodRaf analysis include time and
frequency domain analyses as well as non-lineahoadst Time-domain analysis is the
simplest method of HRV analysis, and involves jpigttthe R-R intervals in
milliseconds (ms) against time (TaskForce, 1996)eqkency domain analysis
guantifies the magnitude of the periodic oscillaan R-R intervals as a function of
time (measured in Hz). Indeed, both time and fraqualomain analyses of HRV have
contributed substantially to the understanding bifSAfunction (Saul, 1990; TaskForce,
1996). Non-linear methods calculate heart dynamisghg quantification of the
randomness or predictability of the beat-to-beatadtyics (e.g., Poincare plot; each R-R
interval plotted as a function of the pervious &) (Tulppo, Makikallio, Takala,
Seppanen, & Huikuri, 1996). An outline of time/fummpcy domain and non-linear
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methods of HRV analysis and their retrospectiveaggntation of parasympathetic and

sympathetic branches of the ANS are shown in Table

Table 1: Commonly used indices of heart rate variabilityR¥). HRV indices

highlighted in “bold” are indices of interest inghhesis.

HRV Index Units Definition Physiological

Time Significance

Domain

Mean R-R ms Time between consecutive heart be Related to vagal tone

SDNN ms Standard deviation of all normal R- Overall cardiac ANS
intervals activity (HRV)

RMSSD ms The square root of the mean Parasympathetic
squared differences of successiv modulation (short-term
normal R-R intervals components of HRV)

Ln ms The natural logarithm of the Parasympathetic

RMSSD RMSSD modulation (short-term

components of HRV)

PNN50 % Proportion of differences betwee Parasympathetic
adjacent normal R-R intervals that ¢
>50 ms

Frequency Domain

TP ms  Total power Overall cardiac ANS

activity (HRV)

LF ms’ Low frequency power (0.04-0.15 Hz Parasympathetic and

Sympathetic modulation|

LFnu n.u. LF power in normalized unit Parasympathetic and
(LF/(TP — VLF) x 100) Sympathetic modulation

HF ms’ High frequency power (0.15-0.4 Hz) Parasympathetic

modulation

HFnu n.u. HF power in normalized unit Parasympathetic
(HF/(TP — VLF) x 100) modulation

LF/HF ratio  Ratio of LF/HF Sympathovagal balance

Non-Linear

SD1 Standard deviation of instantaneous F Parasympathetic

variability

SD2 Standard deviation of continuous R Parasympathetic and

variability Sympathetic modulation

SD1/SD2 Ratio of SD1/SD2 Sympathovagal balance

Measurement of HRV is not without its limitationSirst, both the time and

frequency domain analysis of the HRV is affectedobgly posture, such as supine and
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standing positions, and needs to be carefully otiatt during consecutive recordings
(Buchheit, Al Haddad, Laursen, & Ahmaidi, 2009).c8ed, in regards to the time
domain analysis, the sympathetic and parasympathmtinches cannot be easily
distinguished. While this is possible during freacye domain analysis, there is still no
index that solely represents sympathetic activigskForce, 1996). Third, HRV indices
are highly influenced by respiration rate due toapgmpathetic modulation of the heart
occurring at the respiratory frequency (the respigsasinus arrhythmia) (Bloomfield et
al., 2001). However, many researchers choose nobmtrol for breathing frequency
when making HRV recordings, as HRV changes araeréed to their own previous
recordings (Buchheit, Chivot, et al., 2009). Fourthe analyses of beat-to-beat
recordings (such as time and frequency domain aisdlgre only possible when heart
rate is stable. To achieve ‘stationary’ recordireggeriod of stabilisation is necessary;
here subjects must assume a standardised postioet@and during the HRV data
collection period. In many situations, such asmyor immediately after exercise, heart
rate will not be stable. In such a scenario, HR¥idgas are analysed over consecutive
shorter timeframes of the HRV recordings (Goldbemgeal., 2006) or Poincare plots.
Fifth, HRV recordings have high test-retest vatighiand measurements are heavily
influenced by environmental factors and prior esefd.g. exercise or other external
excitations) (Al Haddad et al., 2011; TaskForce@a)9Last, is it important to note that
HRYV represents vagal modulation, not vagal tondderger et al., 1994; Malik et al.,

1993).

2.3 Heart rate variability in response to trainingintensity and training load
Throughout the thesis, HRV refers to indices ofiaar parasympathetic activity

(for clarification see Table 1). The fatigue asatail with endurance training (single

session or accumulative), or training load, is dejgat on the exercise intensity,

duration and frequency of the exercise bout (Frieeal., 2003). Training load can be

35



Chapter Two

guantified a number of different ways, but hasdrisally been measured through heart
rate, oxygen uptake, blood lactate concentratiaimg of perceived exertion (Borresen
et al, 2009) and power output (Allen & Coggan, 2008s the ANS regulates
homeostatic body functions (Porges, 1992), HRV mawe as a useful tool for
guantifying training load during the transition fnoexercise to recovery (Friden et al.,
2003). The next section provides a review of thevHBsponse observed with changes
in exercise training intensity, volume (measuretbial time or distance without taking
into account intensity) and load (a combinatiorboth intensity and volume) (Issurin,

2010).

2.3.1 HRV and training intensity

Training intensity is normally measured as a fatf an individual’'s maximal
work capacity (e.g. maximum heart rate or &), without taking into account time or
distance. Conversely, training volume is typicallyeasured as distance or time
completed, without taking into account exercise@msity (Mujika, 2012). There are a
number of studies that have focused on the effectsaining intensity on the HRV
response. The most important finding from thesealistuis that exercise intensity
appears to suppress HRV more than training voluidaikkonen et al., 2007;
Kaikkonen et al., 2008; Mourot, Bouhaddi, Tordi,akt 2004; Parekh & Lee, 2005).
More recently however, Kaikkonen et al. (2010) abhgnynen et el. (2010)
demonstrated that increases in acute training veloaam also significantly affect HRV.
Kaikkonen et al. (2010) showed how increasing mgniistance in a single bout of
exercise from 3 km to 14 km (609%¢O2may Substantially decreased HRV after exercise
in trained male runners. Hynynen et al. (2010) aéae similar findings, showing a
decrease in parasympathetic activity after a maratiin compared to a submaximal
run (52 + 26 min at 72% maximal heart rate; iR However, both of these studies

used trained and not highly-trained subjects, tofabat likely plays a significant role
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in the post-exercise ANS status (Hautala et al0620In more highly trained athletes,
Seiler et al. (2007) showed no change in HRV wio@nihtensity exercise duration was
doubled from 60 min to 120 min. The authors alsowsdd that highly-trained athletes
had a significantly faster HRV recovery after higkensity interval training (6 x 3 min
at 95 % maximal oxygen uptake (Vi) compared with trained athletes (Seiler et al.
2007). More recently, Stanley et al. (2013) quatitiely reviewed post-exercise
cardiac parasympathetic reactivation in athletes legalthy individuals with respect to
exercise intensity and duration, and fitness/trjnstatus. The authors showed that
cardiac autonomic recovery after a low-intensitgiring session appeared to be
recovered after 24 hr. Comparatively, thresholénsity exercise and high-intensity
exercise was recovered after 24-48 and 48 hr résphc Furthermore, cardiac
parasympathetic reactivation occurs quicker ineddlsl with greater aerobic fitness
(Hautala et al., 2003). This suggests that botmotse intensity and aerobic fitness are

the most important determinants of parasympatisefppression following exercise.

2.3.2HRV and training volume and load

Training load is an objective measure of biologisakss imposed by a training
session, and takes into account both training gitgand volume (Mujika, 2012). The
influence of both intensified and reduced trainiogds on HRV has been thoroughly
studied (Table 2). Moderate training loads increb$®V in well-trained and elite
subjects (lellamo et al., 2002; Manzi et al., 200@urot, Bouhaddi, Perrey, Rouillon,
et al., 2004; Pichot et al., 2000). However, whamtng loads approach higher levels
(100% of an individual's maximal training load), MRndices are reduced (lellamo et
al., 2002; Ilwasaki, Zhang, Zuckerman, & Levine, 280Manzi et al., 2009; Pichot et
al., 2000) and are thought to rebound after perioidseduced training (e.g. taper)

(Atlaoui et al., 2007; Garet et al., 2004; Pichbtak, 2002; Pichot et al., 2000). For
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example, after 3 weeks of overload training in smiens and distance runners, HRV
was reduced by 22% (Garet et al., 2004) and 38%h¢{Piet al., 2000), respectively.
Following 2 weeks of reduced training (69% reduttio training load compared with
overload), HRV rebounded and increased by 7% imsmers (Garet et al., 2004) and
after 1 week (40% reduction in training load conaplwith overload) increased by 38%
in distance runners (Pichot et al., 2000). Convgreewever, Atlaoui et al. (2007)
observed no change in vagal-related HRV in respdosé weeks of overload or 3

weeks of taper (34% reduction in training load canegd with overload).

Studies that have examined HRV responses to tgitoads over longer time
periods (6, 9 and 12 months (lellamo et al., 20@&saki et al., 2003a; Manzi et al.,
2009)) have similarly found increases in HRV follogg moderate training loads, and
decreases with high training loads (lellamo et2002; Manzi et al., 2009). However,
in these studies low levels of HRV were also appag@ior to competition. For
example, lellamo et al (2002) showed reductionsiRV (-19%) during the highest
training loads despite small increase® Mpmax(+3.6%) over a 9-month training period:;
and low levels of HRV were proceeded by superianpetitive rowing performance.
Similarly, lwaski et al (2003a) showed over a 12athotraining period that after 9
months (when training load was at its highest), HR&s at its lowest, despite very
large (20.5%) improvements in R More recently, Le Meur et al. (2013) found
small increases in cardiac parasympathetic act{gigndardised difference = 0.38, 90%
confidence limits +£0.23) during 3 weeks of overlomdining in trained triathletes.
Moreover, these values decreased back to basewatslas a result of the taper and
reduced training.

In summary, increases in training intensity suppreRkV (Stanley et al., 2013),

while increases in training volume appear to ditelior have no substantial effect on

38



Chapter Two
HRV, particularly with highly-trained and elite &tes (Seiler et al., 2007). Thus, HRV

generally appears to increase during moderateingpitbads, and decrease during
maximal training loads (lellamo et al.,, 2002; Mastial., 2009; Mourot, Bouhaddi,
Perrey, Rouillon, et al., 2004; Pichot et al., 200the reduction in HRV during high
compared with moderate training loads possiblyemfl the reductions in HRV in
response to consecutive days of high intensitynimgi (Kaikkonen et al., 2007,
Kaikkonen et al., 2008; Seiler et al., 2007) an#iBRV saturation at low HR levels due
to chronically high training loads (see more infatiman regarding HRV saturation in
chapter 5) (Buchheit et al., 2004). In some insgtanincreases and decreases in HRV
have been associated with increases and decreadesning load respectively (Le
Meur et al., 2013). Furthermore, there appearset@ lisassociation between HRV,
training load and fatigue, particularly in longitndl studies or in athletes with
extensive training histories; with some studieswshg increases in training load and
fitness, despite concomitant decreases in HRVaftedl et al., 2002; Iwasaki et al.,
2003a; Manzi et al., 2009). Finally, out of dfletstudies cited above, only one
involved elite athletes in their build-up to acteampetition (lellamo et al., 2002). As
such, our knowledge surrounding the optimal HR\po&se to training overload and

pre-competition tapers (in elites) is lacking.
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Table 2: Effects of changes in training load on vagalteddlaHRV, shown in chronological order by year alphabetical order within
years

Study No. of Exercise HRV measurement HRYV HRV recording HRV in HRV in response to HRV in response to
participants; timing analysis method response to high TL low TL (e.g. taper,
sex; fitness method moderate TL recovery)
level

(Pichot et al., 7; M; well- 3 wk progressive 2 x per week during TD, FD 24 h ‘Holter’ IHRV THRV

2000) trained distance overload training 4 wk training cycle recording, 4 h
runners + 1 wk recovery nocturnal period
8; M; healthy analysed
sedentary (spontaneous

respiration)

(Portier, Louisy, 6; M, 3; F; 3 wk of light Following the period FD Tilt-test (0.2 Hz THRV IHRV

Laude, well-trained trainingand 12 of light training and respiration rate), no

Berthelot, & distance wk of intensive  following the period details provided

Guezennec, runners endurance of intensive training

2001) training

(lellamo et al.,  7; M; elite 9 months of Baseline, after 3 and FD 10 min supine THRV oHRV IHRV

2002) junior rowers progressivelyt 6 months (75% (spontaneous

training load training load), after 9 respiration)
(from detrained  months (100%

to maximal training load)

training state)

(Pichot et al., 6; M; sedentary 2 months of Baseline, 2 x during TD, FD 24 h ‘Holter’ THRV «HRV THRV

2002) middle aged intensive training wk 3, 5, 7, and 8 recording, 4 h
adults + 1 month of (intensive), 1 x nocturnal period

overload during wk 9 analysed
(transition), 2 x (spontaneous
during wk 10-14 respiration)

(overload), 1 x
during wk 21 (post

detraining)

(lwasakietal., 6;M,5;F; 12 month Baseline, after 3, 6, FD 6 min supine THRV IHRV
2003a) healthy progressive 9, and 12 months of (spontaneous

sedentary adults endurance training respiration), 6 min

training program (0.2 Hz respiration
rate)

(Garet et al., 4; M, 3; F; 1 wk relative 1 x at baseline, 2 x TD, FD 6 h nocturnal IHRV THRV
2004) recreational rest, 3 wk wk for during period analysed

junior intensive training and taper (spontaneous

swimmers training, 2 wk period respiration)

taper; 400 m race
at end of each
phase
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(Atlaoui et al.,
2007)

(Manzi et al.,
2009)
(Buchheit,
Chivot, et al.,
2010)

9: M, 4; F; elite
swimmers

8; M;
recreational
endurance
athletes

14; M,
moderately
trained runners

4 wk of overload,

3 wk of taper

6 months of
individualized
training
culminating with
a marathon race
9 wk training
program with
undulating load

Following 27 wk of TD, FD
normal training (pre-
overload), following
overload, following

taper

Pre- training FD
(detrained state),

after 8, 16, and 24

wk of training

Resting waking TD
values measured

daily, post-exercise
measured every 2

wk

5 min supine on
waking
(spontaneous
respiration)

10 min supine
(spontaneous
respiration
recorded rate of
0.26-0.27 Hz)

5 min supine on
waking, and 3 min
standing following
a5 min
submaximal
exercise test (both
spontaneous
respiration)

THRV

oHRV <HRV
IHRV IHRV
THRV (responders); THRV
IHRV (non-

responders)

HRV, heart rate variability = male;F = female;FD = frequency domainfD = time domainTL = training-load
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2.4 Heart rate variability, positive adaptation andperformance

The following section reviews the HRV response tsifive adaptation with
endurance training (as measured by improvementphysiological responses, e.g.
VO2max Or performance). The response of HRV to changdigness is also summarised

in chapter 5. However, the following provides a mektensive review.

Endurance training elicits marked changes in cagdmratory function in both
sedentary and active individuals, concomitant tangfes in cardiac vagal activity, as
evidenced by reduced resting and exercise heaet (Exdrresen & Lambert, 2008).
Changes in vagal-related HRV are influenced bydiacincluding age (Sandercock,
Bromley, & Brodie, 2005), gender (Kiviniemi et aRp09), baseline physical fithess
(Goldsmith, Bigger, Bloomfield, & Steinman, 199Mdatraining status (Buchheit &
Gindre, 2006). It is beyond the scope of this revie detail how each of these factors
influence the time course and magnitude of changesHRV. However, the
individualised nature of changes in HRV is fundatakto its utility as a marker of

training adaptation.

The changes in HRV in response to endurance t@aipiogrammes have been
extensively studied (Table 3). In sedentary andesmnally-trained individuals,
endurance training for 2 (Lee et al., 2003), 6 (MbduBouhaddi, Perrey, Rouillon, et
al., 2004; Yamamoto et al., 2001) and 9 (Buchiitypson, et al., 2011) weeks has
been shown to induce parallel increases in aerfitniess and HRV. For example,
sedentary men completed 9 weeks of intensive enderaaining followed by 4 weeks
of overload training and had large and very larggdases in maximal aerobic capacity

(+20%) and vagal-related HRV (+67%) (Pichot et aDP2). Gamelin et al. (2007)
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observed moderate improvements in maximal aerdpadty (+11%), peak treadmill

velocity (+12%), and velocity at a blood lactatecentration of
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Table 3: Longitudinal studies related to the effects ofgdaarm exercise training on vagal-related HRV aadgrmance/fitness, shown in
chronological order by year and alphabetical ovdérin years.

Study No. of Exercise HRV measurement HRV HRV recording method Main findings
participants; sex; timing analysis
fitness level method
(Hedelin et al., 2001) 8; M, 9; F; elite 7 months of training Pre-and post- 7 month FD 5 min supine (spontaneous«> HRYV following training;
junior cross- during competitive  training period respiration), 1min supine higher pre-training HRV related
country skiers and season (0.2 Hz respiration rate), 5 to 1 V Osrmax
canoeists min 70° vertical tilt
(Yamamoto et al., 7; M; healthy 40 min cycling Pre-exercise, 10 min, 20 min TD, FD 5 min seated (0.25 Hz 1 HRV =1 VOpmax
2001) students training @ 80% post-exercise. Baseline, after respiration rate)
VOypear4 X WK 4,7, 28, and 42 days of
(matched witht training
fitness)
(lellamo et al., 2002)  7; M; elite junior 9 months of Baseline, after 3 and 6 FD 10 min supine | HRV = T rowing performance
rowers progressivelyt months (75% training load), (spontaneous respiration)

training load (from  after 9 months (100%
detrained to maximal training load)
training state)
(Pichot et al., 2002) 6; M; sedentary 2 months of intensive Baseline, 2 x duringwk 3, 5, TD, FD 24 h ‘Holter’ recording, 4 T HRV =1 VOymax

middle aged adults training + 1 month of 7, and 8 (intensive), 1 x h nocturnal period
overload during wk 9 (transition), 2 x analysed (spontaneous
during wk 10-14 (overload), respiration)
1 x during wk 21 (post
detraining)
(Mourot, Bouhaddi, 8; M; sedentary Control subjects Pre- and post- training TD, NL 10 min supine, standing, 1 HRV = 1 V Oarmax
Perrey, Rouillon, et adults performed 3 x 45 intervention for control steady-state exercise,
al., 2004) min sessions per wk subjects seated (spontaneous
for 6 wk according to respiration)

SWEET protocol
(Atlaoui et al., 2007) 9; M, 4; F; elite 4 wk of overload, 3  Following 27 wk of normal TD, FD 5 min supine on waking  <HRV following training;

swimmers wk of taper training (pre-overload), (spontaneous respiration) howevertTHRYV = Tswimming
following overload, performance
following taper
(Manzi et al., 2009) 8; M; recreational 6 months of Pre- training (detrained FD 10 min supine IHRV =1 marathon performance
endurance athletes individualized state), after 8, 16, and 24 wk (spontaneous respiration
training culminating  of training recorded rate of 0.26-0.27
with a marathon race Hz)

44



Chapter Two

(Buchheit, Chivot, et 14; M; moderately 9 wk training
al., 2010) trained runners program

Resting waking values
measured daily, post-
exercise measured every 2
wk

D

5 min supine on waking, = THRV =110km running
and 3 min standing performance and MAS

following a 5 min (responders to training).

submaximal exercise test
(both spontaneous
respiration)

HRV = heart rate variabilityy = male;F = female;FD = frequency domainfD = time domainNL =.non-linearVO,.x = maximal aerobic capacitf)AS = maximal aerobic

speedSWEET = square-wave endurance exercise test
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4 mmol.L"* (+7%) following 12 weeks of endurance training,isthwas accompanied
by an HRV increase of 29% in young men. Eight weskdetraining was sufficient to
reverse training-induced improvements in maximablaie capacity (small decreases,
-6%) and peak treadmill velocity (—-6%), however afagelated HRV was unaffected
(-1%). Buchheit et al. (2011) showed that improvetsen maximal aerobic running
speed (r = 0.52, 90% confidence limits +0.17)) &Bekm run time (r = -0.73 (-0.89; -

0.41)) had moderate and large correlations witheiages in resting HRV.

While this represents the typical response shovgedentary and recreationally-
trained individuals following a period of enduraricaining (Buchheit, Chivot, et al.,
2010; Lee et al., 2003; Mourot, Bouhaddi, Perreguifon, et al., 2004; Pichot et al.,
2002; Yamamoto et al., 2001), the response in @hhith extensive training histories
(e.g., elite athletes) can be markedly differenttHese athletes, the HRV response to
training is variable, with longitudinal studies shog no change in fitness (i.e.,
maximal oxygen uptake/Q.may)) despite increases in HRV (Portier et al., 2081l
others showing decreases in HRV, despite incraasisess (lellamo et al., 2002). In
elite distance runners training for 18 weeks (6 ksemoderately-intensive and 12
weeks intensive) culminating in a half-marathonmmarathon competition, there was no
change inVOumay Which was accompanied by a 45% increase in HRAi@ et al.,
2001). Elite rowers showed very large decreasdsRN (-19%) compared with pre-
training values, despite moderate increase8@amax (+3.6%) over a 9-month training
period (lellamo et al., 2002). Manzi et al. (2008)nd that lower HRV values were
strongly related (r = 0.81) to marathon finishinme. Furthermore, cross-sectional
studies have shown lower HRV to be associated sutherior fitness in highly-trained
athletes. For example, in 55 young male soccereptayower HRV was associated with

associated with higher ViQax (r = -0.49) and maximum aerobic speed (r = -0.39)
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(Buchheit, Al Haddad, et al., 2011). Similarly, Bogt et al. (2007) found that aerobic

fitness (measured via iR,y was inversely correlated to HRV at rest (r =0.52)

twenty-eight well-trained runners.

In summary, there generally appears to be a balpeth relationship between
vagally-related HRV and fitness. Whereas HRV tetadsicrease with gains in fitness
in recreationally-trained athletes, HRV is seerdézrease in athletes with extensive
training histories. This suggests that reductionsHRV in elites are not always
associated with fatigue (Bosquet, Merkari, Arvis&sAubert, 2008), but in fact may

reflect positive adaptation due to HRV saturati@igmo et al., 2002).

2.5 Heart rate variability and negative adaptation

The following section focuses on HRV responsesdgative adaption. Again,
the changes in HRV in response to maladaptatiorbiaedly summarised in chapter 5,
which has subsequently been published in Sportsidited (Plews, Laursen, Stanley,

Kilding, & Buchheit, 2013).

Overtraining is a verb used to describe the proocéssndergoing intensified
training to induce possible overreaching. Overreaghefers to a short-term stress-
regeneration imbalance that includes negative owsp such as increased fatigue and
reductions in performance (Meeusen et al., 2006hil&Voverreaching is typically
believed to be an important component of the dlitdete training cycle, prolonged
overreaching can push an athlete into a state offuractional overreaching (NFOR),
which is associated with reductions in performaabtdity that do not resume for
several weeks or months (Meeusen et al., 2013¢ pfésumed link between autonomic

nervous system dysfunction and overtraining/noretional overreaching (Lehmann et
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al., 1998) has resulted in extensive researchHRY and maladaptation. A summary

of these studies is provided in Table 4.
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Table 4: Effects of overtraining on vagal-related HRV, simow chronological order by year and alphabeticdeowithin years.

Study No. of Exercise HRV measurement HRV HRV recording method Main findings
participants; timing analysis
sex; fitness level method

9: F; endurance
trained athletes

(Uusitalo et al.,
1998a)

Individualized training Pre-, after 4 wk-, after 6-9 TD, FD
program, progressively wk- of training, after 4-6

increased training load wk of recovery training

for 6-9 wk + 4-6 wk
of recovery training
6-9 week progressive

5 min supine (0.2 Hz
respiration rate)

Overtrained athletes trend pf
HRV for 4 wk of overload and
HRV following recovery period;
non-overtrained athletgsHRV
for duration of training period
(A. L. Uusitalo etal., 9;F; | HRV heavy training (supine

Pre, after 4 wk and after 9D, FD 25 min supine, 5 min

2000) experimental wks. standing rest)/over-training HRV
standing
(Hedelin, Kentta, et  6; M, 3; F; elite 6 days of overload Pre- and post-the 6 day FD Supine and 70° vertical tilt < HRV

al., 2000) canoeists training (50%7
training load)
Monitored during

training period

training camp (0.2 Hz respiration rate),
duration not reported
Supine and head tilt (12 1 HRV during OT; | HRV during
breaths.mift respiration recovery
rate)

5 h nocturnal period

(Hedelin, Wiklund,
et al., 2000)

1; junior skier Pre, post and recovery FD

(Bosquet et al., 2003) 9; M; well- 4 wk overload (volume Baseline, after 4 and 6 wk FD < HRV, |performanceffatigue,

trained 1100%) training + 2 (spontaneous respiration) | Lctyea
endurance wk recovery
athletes
(Mourot, Bouhaddi, 7; Overtraining  Diagnosed as suffering Post overtraining TD, FD Electrocardiographic 20 | HRV when suffering from OT
Perrey, Cappelle, et syndrome. 8; from overtraining syndrome diagnosis min supine, 10 min tited  sydrome
al., 2004) control; 8; syndrome 60°
endurance
trained
(Baumert et al., 5 M, 5;F; 2 wk overload training 1 wk prior to training, afte TD, FD Supine (no specific details | HRV following overload
2006) endurance 1 wk of training and after 4 given) period,t HRV following
athletes d of recovery post-training recovery period
(Hynynen et al., 6; M, 6;F Post training period 3-6 wk after overtraining TD, FD During sleep and 5 min < HRV during sleep; overtrained
2006) overtrained; 12 diagnosis supine rest upon waking | HRV upon waking
control
(Hynynen et al., 6; M, 6;F Post training period 3-6 wk after overtraining TD, FD Supine, orthostatic and Overtrained, HRV orthostatic,|
2008) overtrained; 6; diagnosis relaxation HRV supine and relaxation
M, 6; F control
(Plews, Laursen, 1, F overtrained; 77-day period; 23 = 3 h Every-day; values D Morning resting 5 min | HRV overtrained
Kilding, & Buchheit, 1, M control training per wk averaged over 1-wk supine

2012)

HRV = heart rate variability- = female;M = male;TD = time domainfD = frequency domainQT = overtraininglct,..«= peak blood lactate concentration following an
incremental exercise test.
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To date however, studies that have examined HRV @ettraining have
revealed equivocal findings, with increases (Hedalviklund, et al., 2000), decreases
(Hynynen et al., 2006; Uusitalo et al., 2000) amd amange (Bosquet et al., 2003;
Hedelin, Wiklund, et al., 2000; Uusitalo et al.988) in HRV reported. In a case study
of an elite cross-country skier that became oviextdy Hedelin et al. (2000) showed
reduced competition performance and lowered pradilemood states, along with
substantially increased HRV. Conversely, Uusitalb a. (1998) showed that
overtraining was associated with decreased HRV iaderately-trained female
endurance athletes undergoing heavy training oved-%9 week period. Likewise,
Hynynen et al (2006) found slighty diminished HRon waking in 12 athletes who
were diagnosed as being overtrained. Hedelin e{H#delin, Kentta, et al., 2000)
reported unchanged HRYV in elite canoeists, degpt@eased maximal blood lactate
concentration, running time-to-fatigue, maximal asdbmaximal heart rate, and
reducedVO,max Similarly, Bosquet et al. (2003) reported no aeun HRV despite
reductions performance and increased fatigue inx@ergenced endurance athletes.
However, the inconsistent findings shown betweerVHRd overtraining to date are
likely due to the methodological approaches adofgegl differences in study design,
athlete training status), the sensitivity of HR¥aedings (Bosquet et al., 2008; Plews et
al., 2012), the high intra-individuality in HRV maaes (Garet et al., 2004), lack of
baseline measure prior to overtraining, and difficuwvith discriminating between
NFOR and overtraining (Halson & Jeukendrup, 20@4jthermore it's unlikely that
true overtraining was reached in the studies thatpgsely induced overtraining
(Baumert et al., 2006; Bosquet et al., 2003; Hadd&entta, et al., 2000; Uusitalo et al.,
1998a), which also would not reflect real-life tiaig conditions. For example, Bosquet
et al. (2003) classified only 6 athletes as ovarééh and 3 as being in an overreached

state. Only 5 athletes were classified as ovesrhiny Uusitalo et al. (1998a) due to
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significant decreases in maximal aerobic capaéigdelin et al. (2000) also conceded
that their 6-day training camp only induced a stateoverreaching. As well, the
recovery of HRV after only 3-4 days of reducedniag indicates that athletes in the
study by Baumert et al. (2006) were only overredchEinally, the possibility of two
types of overtraining being evident in athletesr@pgmpathetic and sympathetic;
(Kuipers, 1998; Kuipers & Keizer, 1988; Lehmannakt 1998) may further augment
the differences in these equivocal research firdiniherefore the utility of vagal-

related HRV as a marker of overtraining remainsmnuotusive.

2.6 Heart rate variability guided training

Whilst not explored in this thesis, an exciting cept over recent years resides
within the promise of HRV as a tool to guide tramion a daily basis. This next section
will briefly review the studies that have practlgahpplied HRV to guide training.
Kiviniemi et al. (2009; 2007) have shown on two @gions how training based on
morning resting HRV indices may be more effectivernt training based upon
conventional methods (i.e., pre-planned traininggpam). In these studies, the authors
showed greater improvement in ¥« (Kiviniemi et al., 2009; Kiviniemi et al., 2007)
and maximal attainable workload (Kiviniemi et &009)) in groups of trained subjects
who performed high-intensity training when mornmegting HRV was high, and low-
intensity training when these values were low. Thias despite the HRV-guided
training group performing high-intensity trainingssions less frequently than a
traditional training group (average 3 vs. 4 higtensity training sessions per week).
Hence, adaptation was improved when lower intenséining was completed when
vagal modulation of HR was attenuated. Howeverhsaanethod of daily exercise
prescription based on HRV has yet to be appliedite athletes during actual training

regimes. Due to the complexities between HRV ambdblplasma volume expansion
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(Buchheit, Laursen, Al Haddad, & Ahmaidi, 2009) at@ large variation in HRV

recording (Al Haddad et al., 2011), such an apgroacunlikely to be practically
attainable for elite athletes attempting to maxeriisining load. Furthermore, there is

no clear rationale as to why training with highd®Wis superior.

2.7 Heart rate recovery, training adaptation and peformance

While outside the scope of the thesis, another lixagelated heart rate index is
the heart rate recovery (HRR), which is the rateviaich heart rate declines, usually
within minutes after the cessation of physical eiser (Daanen, Lamberts, Kallen, Jin,
& Van Meeteren, 2012). As with HRV, HRR has alseresed to assess adaptation to
endurance training regimes. A faster response dR H&tlects a positive adaptation to
endurance training and improved endurance perfacmaapacity (Lamberts, Swart,
Capostagno, et al., 2009; Lamberts, Swart, Noaked,ambert, 2009; Sugawara,
Murakami, Maeda, Kuno, & Matsuda, 2001; Yamamotoakt 2001). Heart rate
recovery has been shown to be related to the msiges withdrawal of sympathetic
activity (Perini et al., 1989) and parasympathegactivation (Buchheit, Papelier,
Laursen, & Ahmaidi, 2007), and the increase in Hier endurance training is a result
of an increase in vagal reactivation (Sugawaral.et2801). Recently, it has been
suggested that HRR might offer an objective tooldedicting the impact of aerobic
training on endurance performance (Buchheit, Chiettal., 2009; Lamberts, Swart,
Capostagno, et al., 2009; Lamberts, Swart, Noakeal,, 2009). Indeed, improvements
in HRR have been shown to have strong correlatibn improvements in 40-km time
trials (r = 0.96; P <0.0001) and peak power ou{pat0.73; P < 0.0001) after a 4-week
training program in well-trained cyclists (LambertSwart, Noakes, et al., 2009).
Recently, Buchheit et al. (2010) examined HRR fellg 5 min of submaximal

exercise (60% of MAV (55 HRR)) every"®week during an 8-week endurance
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training program in 14 trained runners. It was shdthat HRR had rapid adaptations,
and was correlated with improvements in 10-km rogrperformance (r =-0.72). As
such, Buchheit et al. (2010) suggested that 5’5 HheRormed every second week may
be an efficient means of assessing autonomic statusberts et al. (2009a) examined
the relationship between continuously increasing) @ecreasing HRR during a 4-week
high-intensity training program in well-trained &gts. The authors showed greater
improvements in the 40-km time trial time in thegp that had continuously increasing
HRR compared to the group that had continuouslye#sing HRR. Accordingly, it was
suggested that HRR has the potential to monitongbs in endurance performance and
may therefore contribute to a more accurate prasen of training load (Lamberts,
Swart, Capostagno, et al., 2009). The authors stgg¢hat the lack of improvement in
athletes that displayed continuously decreasing Hiffg have been a consequence of
an imbalance between training load and recovergrethy somehow blunting
improvements in endurance performance (LambertsrtS®apostagno, et al., 2009). In
summary, it has been demonstrated that both HR\¢H{Beit, Chivot, et al., 2009; A. J.
Hautala et al., 2003; Nummela et al., 2010) and HB&hheit, Chivot, et al., 2009;
Lamberts, Swart, Capostagno, et al., 2009) haves lwith the adaptive responses to
endurance training programs. It has also been stemjehat HRR may be associated
with rapid changes in training load, whereas changeHRYV indices are likely more
associated with longer-term adaptation of the awtoo nervous system (Buchheit et
al.,, 2008; Buchheit et al., 2007). Thus, both messuoffer potentially useful

contributions to assist with the monitoring of miaig adaptation in athletes.

2.8 Conclusion
HRV has been extensively researched as a potémilaio monitor and optimise
training and resulting performance. Indeed, resedocdate has revealed equivocal

findings, with both increases (Lee et al., 2003;uktd, Bouhaddi, Perrey, Rouillon, et
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al., 2004; Yamamoto et al., 2001; Buchheit, Simpstral.) and decreases (lellamo et
al.,, 2002; Manzi et al., 2009) in HRV shown to bssariated with increases in
fitness/performance. Further equivocal findingsideswithin the descriptive and
experimental studies surrounding maladaptation wertoaining, with no change
(Bosquet et al., 2003; Hedelin, Wiklund, et al.0@0Uusitalo et al., 1998a), decreases
(Hynynen et al., 2006; A. L. T. Uusitalo et al.,00) and increases (Hedelin, Wiklund,
et al., 2000) in HRV found to be associated wighatcurrence. Whilst high (maximal)
training loads are typically associated with desesain HRV (lellamo et al., 2002;
Manzi et al., 2009; Mourot, Bouhaddi, Perrey, Rlou) et al., 2004; Pichot et al.,
2000), this is not always the case (Le Meur etZ2813). The discrepancies identified
within the literature may be due to the high dayg&y variation in HRV recordings (Al
Haddad et al., 2011), inconsistent methodologiesrésen & Lambert, 2008), HRV
saturation (Buchheit et al., 2004) and the complgxractions between changes in HRV
and blood plasma volume expansion (Buchheit, Layrse al., 2009). Furthermore,
many of the methodologies used in these studiesiarply not applicable in a real
world setting. As such future research is neede@golve these methodological issues

and devise practical methods by which HRV can legl ie monitor training in elites.
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3.1 Abstract

Purpose: Measures of an athlete’s heart rate variabilityR{pl have shown
potential to be of use in the prescription of tniagn However, little data exists in elite
athletes who are regularly exposed to high trainoagls. Methods: This case study
monitored daily HRV in two elite triathletes (one®: 22 yr,V Osmax72.5 ml.kg.mift;
one female: 20 yi7 Ozmax 68.2 ml.kg.mift) training 23 h + 2 h per week, over a 77-day
period. During this period, one athlete performedrty in a key triathlon event, was
diagnosed as non-functionally over-reached (NFOR) subsequently reactivated the
dormant virus herpes zoster (shingld?gsults. The 7-day rolling average of the log-
transformed square root of the mean sum of thersdudifferences between R-R
intervals (Ln rMSSD), declined towards the dayr@fthlon event (slope =-0.17 ms/wk;
r> = -0.88) in the NFOR athlete, remaining stabl¢hi control (slope = 0.01 ms/wk: r
= 0.12). Furthermore, in the NFOR athlete, coedfitiof variation of HRV (CV of Ln
rMSSD 7-day rolling average) revealed large linezductions towards NFOR (i.e.,
linear regression of HRV variables vs. day numbemirds NFOR: -0.65 %/wk andé +
-0.48), while these variables remained stablelercontrol athlete (slope = 0.04 %/wk).
Conclusion: These data suggest that trends in both absoluié\HiRies and day-to-day
variations may be useful measurements indicativehef progression towards mal-

adaptation or non-functional over-reaching.
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3.2 Introduction

Training programs of elite athletes typically cat2f periods of high training
loads with limited periods of rest and recoverysKerstrand & Seiler, 2004; Laursen,
2010; Seiler, 2010). Knowing when to recover and liow long to do so in elite
athletes can therefore be difficult. Over-reach{@R), non-functional over-reaching
(NFOR) and over-training (OT) are terms often usedlescribe a stress-regeneration
imbalance, with negative outcomes such as hormcmahges (Meeusen et al., 2004),
disturbed sleep, increased levels of fatigue awdigons in performance commonly
reported (Meeusen et al., 2006). While short-terfiR @ typically an important
component of the elite training cycle, prolonged @#shes an athlete into NFOR or
OT, which results in performance impairment and spgm@e negative health
consequences (Israel, 1976). However, where thet pditransition between OR and
NFOR/OT has been unsuccessfully sought by researeimel practitioners for decades
(Barron, Noakes, Levy, Smith, & Millar, 1985; MorgaBrown, Raglin, O'Connor, &

Ellickson, 1987).

One of the difficulties faced by practitioners atf@ing to solve this problem is
that the symptoms of OR and NFOR are similar, astdnecessarily more severe than
for OR (Halson & Jeukendrup, 2004). For examplewBattom et al. (1995) showed
that, with the exception of glutamine, resting ha@stogical, biochemical and
immunological measures in ten over-trained athletese identical to age-matched
controls. As such, detecting early signs of NFORynte difficult (Halson &
Jeukendrup, 2004). Indeed, the current consenstismisno sound objective tool has

been identified which can detect the early signNEOR (Halson & Jeukendrup, 2004).
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Conventionally, an individual’s change in restingalt rate has been used by sport
practitioners as a practical method to detect esigps of NFOR and central nervous
system fatigue (Halson et al, 2002; Lehmann efl@92; Dressendorfer et al, 1985).
However with advancements in technology, the beddteiat variation in resting pulse
rates, or heart rate variability (HRV) (TaskFort896), can now be easily assessed and
provide an indication of autonomic nervous syst&hS) status (Lehmann et al.,
1998), and has become more popular over recenstithéas been proposed that an
altered ANS status may co-inside with a number afrtonal changes often observed
during OT and NFOR (Kuipers, 1998). As such, forenihan a decade, HRV has been
suggested to be a practical non-invasive methoalsséssing cardiac ANS status, and
possibly NFOR/OT (Uusitalo et al., 1998b). This hasher lead researchers to suggest
that HRV may be used to guide the training of eitbletes on a day-to-day basis

(Hautala et al., 2009; Kiviniemi et al., 2009; Kiiemi et al., 2007).

To date, studies that have investigated HRV andNBOR have revealed
equivocal findings, with increases (Hedelin, Wildyret al., 2000), decreases (Garet et
al., 2004; Hynynen et al., 2006, 2008; Uusitalalet 2000) and no change (Hedelin,
Kentta, et al., 2000; Uusitalo et al., 1998b) indeac ANS activity shown. For example,
in a case study of one cross country skier thaatecovertrained, Hedelin et al. (2000)
reported reduced competition performance and lodverefile of mood states, along
with substantially increased high frequency (HFYices of HRV, suggestive of
increased cardiac ANS activity towards extensiverapanpathetic dominance.
Similarly, Uusitalo et al. (2000) showed that OTswassociated with shifted HRV
markers towards reduced parasympathetic activitpiire female endurance athletes

undergoing heavy training over a 6-9 week perioahversely, however, Hedelin et al.
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(2000) reported unchanged HRYV in nine canoeists aitreasing training load by 50%
over a six day training camp, despite observingrabses in maximal blood lactate
concentration, running time to fatigue, maximal aubmaximal heart rate, as well as

VOZmax-

It remains unknown whether or not a relationshijgtsXetween indices of HRV
and NFOR/OT, and whether or not such a marker cdddused to detect the
progression to NFOR/OT prior to complete maniféestat While some studies have
purposely attempted to induce NFOR/OT (Hedelin, tkeret al., 2000; Uusitalo et al.,
1998b; Uusitalo et al., 2000), the findings froragl studies are limited as it is difficult
to differentiate between the three stages (OR, NB&IROT). Furthermore, studies that
have investigated athletes that are already oweetla(Hedelin, Wiklund, et al., 2000;
Hynynen et al., 2008) have not been able to prob@eeline HRV values prior to its
occurrence. This is an important consideration tuéhe intra-individuality of field-
based HRYV recordings (Al Haddad et al., 2011). L&t methods by which HRV have
been recorded are inconsistent in the literatuith) some studies investigating HRV
using the supine to head-tilt method (Hedelin, Kerdt al., 2000; Hedelin, Wiklund, et
al., 2000; Pichot et al., 2000; Uusitalo et al.,0@0 supine-to-standing method
(Hynynen et al., 2008), during sleep and upon w@gKf®@aret et al., 2004; Hynynen et
al., 2006), or post-exercise (Buchheit, Chivotakt 2010; Buchheit, Simpson, et al.,
2011). More importantly, in most of these studiétedelin, Kentta, et al., 2000;
Hedelin, Wiklund, et al., 2000; Pichot et al., 2pQisitalo et al., 2000; Hynynen et al.,
2008) HRYV recordings were measured on single isdldays, and not over consecutive
days. Day-to-day variability in HRV values is highs they are influenced by

environmental factors such as noise, temperatigiat, (TaskForce, 1996) and exercise
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the day(s) prior to the recordings (Buchheit et2809). Individually and collectively,
these factors likely account for the large discregabetween studies (Hedelin, Kentta,
et al., 2000; Hedelin, Wiklund, et al., 2000; Uakitet al., 1998b), and, as such, the
lack of sensitivity of HRV measures to detect fatignay at times be due to type 2

errors and the relative ‘noise’ of these recordiffigdHaddad et al., 2011).

We had the opportunity to longitudinally monitor MRn two elite triathletes
over the course of their high volume (~ 25 h/wkinng period in the build-up to key
events. One of the athletes became NFOR, as diedrimsa sports physician, and the
other trained effectively, meeting personal besults in all races. In this case
comparison, both HRV and the day-to-day variationslRV of these two athletes are
presented. The findings reveal issues with theeatiway HRV has been presented in
the literature to date. We offer a potential new wausing HRV to monitor the stress
and recovery balance in elite athletes; a methothwbould assist coaches and sport

scientists to ensure cardiac ANS balance and eseeparformance remain positive.

3.3 Methods

Subjects

Two elite triathletes of the national New Zealandthlon team, one male (age
22 yr; height 181 cm; mass 73.9 kg af@hmax72.5 ml.kg.mift) training 21 h 30 min +
2 h 45 min per week, and one female (age 20 yghtei64 cm, mass 57.1 kg and
VOsmax 68.2 ml.kg.mift) training 24 h 38 min + 2 h 23 min per week, weeing
monitored daily for their morning resting HRV. Eatfathlete gave signed informed
consent to release their data for the purposei®fdéisearch, and the study was approved

by the Human Research Ethics Committee of AUT Unsig
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Training and performance assessment

Training was monitored on a daily basis using anitng dairy. Athletes filled
out the total duration of training completed inttlday in hours (swimming, cycling,

running and weight training).

During the daily HRV recordings, both athletes cetegd in the same “Contact
Series Olympic Distance Triathlon” held in Whang&énéNew Zealand). The event
took place on January®®011 (day forty-eight) and consisted of a 1500wins 40-

km bike and 10-km run.

Psychometric tests

Every morning upon waking, each subject gave in&irom regarding sleep
quality, muscle soreness and fatigue levels. Stpeghity, muscle soreness, stress and
fatigue levels were recorded on a five point Likerale ranging from 1 (severe) to 5
(not at all) (Hooper, Mackinnon, & Howard, 1999)hel present questionnaire was
assessed using an in-house designed automated eiPapplication (Tri-Ready,
SPARC), which sent automatic alerts to coaches valtidletes scored 2 on any of the

markers.

Heart rate variability and resting heart rate analy

HRV was measured upon waking via R-R series recomgng the Polar
RS800cx heart rate monitor (RS800cx; Polar Eled¢smpele, Finland). Athletes were
instructed to leave both heart rate monitor wateti electrode strap by their bedside
each evening to ensure minimum disturbances whplyiag the apparatus. The R-R

series data was then analysed with the Protraiokr B software (version 5.40.171,
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Polar Electro), which has been shown to providédvahd accurate measurements of
HRV (Nunan et al., 2009). Occasional ectopic beasse automatically replaced with
the interpolated adjacent R-R interval values. $geare root of the mean sum of the
squared differences between R-R intervals (rMMSI2skForce, 1996) was calculated
during the last 5 min of the 6 min supine rest rdog. HRV analysis was limited to
rMSSD, since it reflects vagal activity (TaskForcE96) and has much greater
reliability than other spectral indices (Al Haddetdal., 2011), particularly during ‘free-
running’ ambulatory conditions (Penttila et al.,028). Due to the skewed nature of
HRYV recordings, rMSSD data were log-transformedl lfin taking the natural logarithm
(Ln). Despite differences in absolute rMSSD val(#¢s 211.2 + 29.7 ms v§ = 130.8

+ 44.6 ms) there is no evidence that gender wofi&tiathe trends in HRV that are of
interest for our study. Resting heart rate (RHR3$ a0 calculated from the average R-

R interval across the same 5 min time period (RHRAR-R interval length/1000)).

To examine the relationship between Ln rMSSD an@ Rierval length, Ln
rMSSD was plotted as a function of the correspagpairean R-R interval value on the
same day. The relationship between Ln rMSSD and iRt&vals were identified as
“linear”, “low-correlate” or “saturated” in theiretationship (Kiviniemi et al., 2004). To
observe the time course of the relationship betwaerMSSD and mean R-R interval

length, the ratio of Ln rMSSD to mean R-R interiigth was calculated and plotted as

a function of time (i.e., day).

Differences and trends in HRV and RHR were alsess=d when considering
data as follows: Ln rMSSD and RHR on an isolatedlsi day taken on the seventh day

of each week (Ln rMSSfy and RHRaiy), Ln rMSSD and RHR as a 7-day rolling
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average (Ln rMSSRiaveand RHRuave, €.9. days 1 to 7, 2 to 8, etc), total averagenof
rMSSD over a one-week period (Monday to Sunday)afidday rolling coefficient of

variation (CV) of the Ln rMSSD and RHR 7-day rofjimverage (Lh rMSS§& and

RHRy).

Statistical analyses

Weekly data (e.g. training volume, psychometricdded, and HRV values) are
expressed as means and standard deviations (SB)smiallest worthwhile change
(SWC) was calculated from the individual coeffidier variation (CV) in Ln rMSSD
(and Ln rMSSRy), RHR, training volume and psychometric indicetadaver the first
two weeks of recordings. It has been suggestedatbhtinge of more or less than 0.5 of
an athletes’ CV is worthwhile, and should therefbeedeemed of interest (Hopkins,

Marshall, Batterham, & Hanin, 2009) .

Weekly differences in training volume and psychamdhdices were assessed
using an approach based on magnitudes of changekif$o et al., 2009). The
magnitude of change between weeks was expresssi@ratardized mean differences
(effect size, ES) (Cohen, 1988), using Hopkins'egpisheet (www.sportsci.org). The
following threshold values for ES statistics weddpted:<0.1 (trivial), >0.2 (small),
>0.6 (moderate), >1.2 (large) and > 2.0 (very [p(gmpkins et al., 2009). Quantitative
chances of a ‘real’ change (better/greater, simiteir worse/lower) in psychometric
indices from one week to the next were also asdegsalitatively as follows: <1%,
almost certainly not; 1-5%, very unlikely; >5-25Unlikely; >25-75%, possible; >75-

95%, likely; >95-99%, very likely and >99%, almasrtain. If the chance of having
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greater or lower psychometric indices were both > week-to-week change was
deemed as unclear (Hopkins et al. 2009).

Linear regression was also used to examine theofdatee change in heart rate
derived indices (RHR and Ln rMSSf}, RHR and Ln rMSSRiae RHR and Ln
rMSSDxy as well asleep, stress, fatigue and muscle soreness) as@oiu of the time
(day number) towards NFOR. For consistency betviregioces and to allow comparison
between both control and NFOR athletes, the linegressions focused on day-1 of the
HRYV recordings to the day of the triathlon racey(d&). The linear model was used for
all variables since it provided the lowest residudlhe f values were converted to r
values in order to use the following adapted datéo interpret the magnitude of the
relationship, where >0.1-0.3 is small, >0.3-0.5zderate, >0.5-0.7 is large, >0.7-0.9 is

very large and >0.9-1.0 is almost perfect (Hoplanhal., 2009).

3.4 Results
Athlete progression and non-functional overreaching

The average weekly training volume, week-by-weekngfe (ES) can be viewed
in Table 5. During the observational period, bdtfletes completed very high training
loads (21 h 30 min = 2 h 45 min; and 24 h 38 mihE23 min per week for control and
NFOR athletes). Swimming, cycling, running and weigaining made up 27.1 £ 8.1%,
48.2 + 5.7%, 18.7 + 7.0% and 6.1 £ 2.9% of totalning time (weekly distribution),
respectively, for the NFOR athlete. Conversely,nsming, cycling and running made
up 40.4 £ 7.5%, 32.5 = 7.5% and 27.1+ 1.3%, re$palgt of the total training volume
in the control athlete. The control athlete didweight training as part of his training
regime. There was a moderate and large decreasserimg volume between weeks 6-7

for both NFOR and control athletes (ES = -0.76;£4.04, respectively) leading into
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the triathlon event. Following this period, the NR@thlete had large (ES = -1.45) and
moderate (ES = -0.65) decreases in her trainingimel (weeks 7-8 and 8-9).

Conversely, the control athlete had a large (ES35)lincrease in his training volume

between weeks 7-8 after the triathlon race.

Table 5: Weekly training volume (hrs) from week 1 until weHk including effect size
(ES) calculations for weekly changesg.(

NFOR CON
Week Number Total weeklyWeeklyA Total weekly WeeklyA
training (ES) training volume (ES)
volume (hrs) (hrs)
1 215 23.3
2 (1-2) 19.: -0.2¢ 22.€ 0.07
3 (2-3) 25.¢ 0.4¢ 18.¢ -0.57
4 (3-4) 26.C 0.0t 19.C -0.04
5 (4-5) 27.C 0.0¢ 25.2 0.57
6 (E-6) 25.€ -0.11 23.2 -0.31
7 (€-7) 15.¢ -0.7¢t 11.4 -1.04
8 (7-8) 1.4 -1.48™ 24.% 1.3¢7
9 (€-9) 0.C -0.651 23.3 -0.07
10 (¢-10) 0.C 0.C 21.1 -0.11

The darker shaded area represents the time of N&@Rthe lighter shaded area
represents the recovery period for the NFOR athieodd text represents the week of
the triathlon race. Calculation of between-weeknges in training volume were
expressed as effect sizes (ES), and moderate agel Veeek-to-week changes (see
“Methods” for the ES thresholds) are identified@tows:

t=Moderate change in training volume from previougkve

"=Large change in training volume from previous week

In total, 77 HRV data points were collected froncreathlete during the entire
observational period. In a post-study interviewhntite female athlete, it was revealed
that she was likely experiencing NFOR by day the#yen (week-6), reporting that she
found it increasingly difficult to meet her traigirtargets after this day. However the
athlete continued to train, and competed in altioat on day forty-eight (week-7). In an
event she was expected to easily win, she hachdeslédead of just 37 s after the cycling

section, and was then caught within 5km of the after slowing considerably. The
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athlete was unable to finish due to perceived t&tig On day fifty, the athlete was
diagnosed by a physician as having the virus hegmeter, commonly known as
shingles. The athlete was then required to takeetlweeks of enforced rest and
recovery and not train. In contrast, the contthlede trained well throughout the same
time period, and produced a personal best resifingga first ever top three placing in

this national triathlon event.

Psychometric tests

The weekly average of all psychometric indices barviewed in Figure 3. In
the case of the NFOR athlete, indices of stresg wery likely better between weeks 1-
2 and 4-5 (ES = 1.31, 97/2/1%; ES = 1.14, with ckarfor better/similar/worse values
of 97/2/1%), and likely worse between weeks 7-8 €£9.76, 2/7/92%). Sleep quality
was very likely better between weeks 1-2 and 4-S €1.53, 99/1/0%; ES = 1.80,
99/0/0%), and likely worse between weeks 5-6, G:d @-10 (ES= -0.72, 5/10/85%;
ES=-0.38, 3/22/75%; and ES= -0.72, 5/10/85%). NMusoreness was likely worse (ES
= -0.89, 5/8/87%) and better (ES= 0.97, 91/6/3%)vben weeks 1-2 and 8-9. Fatigue
was very likely and likely better between weeks &6 8-9 (ES=1.34, 96/2/1%; and ES
= 0.67, 89/9/2%), and likely worse between weeksdid 7-8 (ES= -0.60, 5/13/82%;
ES = -0.67, 2/9/89%). Although measures changely,dhiere was little relationship
between sleep quality, muscle soreness and fateyets for the entire observational

period and towards NFOR for both athletes.
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Heart rate derived variables

The variable derived from the linear regressiontsvben Ln rMSSD and RHR
(absolute and CV values) vs. day number towarddriainlon competition on day can

be viewed in Table 6.

Control Athlete 7// NEFOR NFOR Athlete
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Recovery weeks

” Race week
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Figure 3: Psychometric indices of stress, sleep quality,aleusoreness and fatigue for
non-functionally overreached (NFOR) and controlletds over the 10-week period.
Values are weekly means and standard deviatiorsleSavere represented from 1
(severe) to 5 (not at all) (see “Methods”). Quaiita chances of week-to-week changes
being better or worse (see “Methods” for threshatlies) are identified as follows: * :
likely better/worse than the previous week; ** :rydikely better/worse than the
previous week.
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Resting heart rate and Ln rMSSD trend®HRyaiy and RHRyiave gradually
increased (increasing RHR) to the day of the tiathevent in the NFOR athlete.
Conversely, RHBy gradually declined. There was a declining treret(dasing RHR)
in all three of these same variables for the coratblete Ln rMSSDy.y and Ln
rMSSDyiave for both the control and NFOR athlete can be vibwe Figure 4. Ln
rMSSDyaiy and Ln rMSSRyiavegradually declined towards the day of the triathdoent
in the NFOR athlete. However, this trend was absanboth indices in the control

athlete towards the day of the competition.

Table 6: Linear regression between Ln rMSSD and day nunfbmn day 1 of
recording toward the point at which both athletesypeted in the triathlon event on day
48

NFOR CON
Ln rMSSD slope r* Magnitude slope re Magnitud
value (per/week) (per/week) e
LN rIMSSDgaiy  -0.16 ms -0.52  Very large 0.01 ms 0.02 Small
Ln
rMSSDoliave -0.17 ms -0.88  Almost perfect 0.01 ms 0.12 Moderat
Ln rIMSSDcy -0.65 % -0.48 Very large 0.04 % 0.01 Small
3.12 -0.34 -
RHR gaily b.min* 0.50  Very Large b.min* 0.04 Small
2.82 -0.71 - Very
RHR rgliave b.min* 0.81  Almost perfect b.min* 0.55 Large
RHRy 2.07 % -0.67 Very Large -0.30% 0.14 Moderate
Stress 0.07 0.16 Moderate 0.02 0.00 Unclear
Sleep 0.09 0.07 Small -0.21 0.20 Moderate
Muscle -
Soreness -0.05 -0.01  Unclear -0.06 0.01 Unclear
Fatigue 0.03 0.01 Unclear 0.03 0.01 Unclear

Linear regressions were performed from day 1 topthiet of the triathlon event on day 48 t
show HR derived indices and psychometric relatigpssifor non-functionally overreached
(NFOR) and control (CON) athletes. The logarithnthe square root of the mean of the sum
the squares of differences between successive h&raintervals (Ln rMSSD) and resting
heart rate (RHR) for every day (Ln rMS&E and RHRaiy), rolling 7-day average (Ln
rMSSDyiave and RHRuiave), 7-day rolling standard deviation of the Ln rMSEBIR 7-day
rolling average (Ln rMSSE, and RHRp) and psychometric indices (stress, sleep, mus
soreness fatigue) are presented.
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Single day and averaged Ln rMSSD valuBse Ln rMSSD single day HRV measure
taken on the seventh day of each week, and weaklfMSSD average can be viewed
in Figure 5. Ln rMSSD data (singular and averag#)above and below the SWC in the
control and NFOR athlete throughout the observatiperiod (63.6% and 100.0% data
outside the SWC for individual values and 36.4% 4% data below the SWC for 7-
day averaged values). As such, when Ln rMSSD dats averaged, data points fell
outside the SWC less in the control athlete ang ardund the point of non-functional

over-reaching and recovery in the NFOR athleteiriguthe time of normal training for

the NFOR athlete, singular Ln rMSSD values fellsudg the SWC 100.0% of the time,
compared with 20.0% of the time when averaged ower 7-day period. The weekly
average of Ln rMSSD declined by 7.8% and 8.1% frameks 4-to-5 and 5-to-6.

Conversely, the same indices increased by 2.7%% &Td 3.5% from weeks 6-to-7, 7-

to-8 and 8-t0-9 in the NFOR athlete.

Day to day Ln rMSSD variabilityChanges in Ln rMSSEy for the NFOR
athlete can be viewed in Figure 6. Ln rMS§radually decreased toward the day of
the triathlon event to reach a value 21.1% lesse tha SWC on the day of the event.

There was no change in Ln rMS§&Hor the control athlete.
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Figure 4: Daily changes in Ln rMSSD and 7-day rolling averdge rMSSDrollave)

for non-functionally overreached (NFOR) and contatilletes. The rolling average for
the control athlete shows little change from datelthe day of the triathlon event,
whereas the non-functional over-reached athleteOR)Fshows a gradual decay toward

the same time point.

Relationship between Ln rMSSD and R-R interval tlenghe relationship
between Ln rMSSD and R-R interval length throughiing recording phase can be
viewed in Figure 7 in both athletes. From day-lillagproximately day-28 the NFOR

athlete displayed a saturated behaviour, as showthd spread of the ‘X’ symbols
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(bottom left) the lower Ln rMSSD: R-R interval lahgatio (bottom right) during that
period. This athlete displayed however a more lineghaviour by the day of the
triathlon event, before showing a low-correlated seturated behaviour during the
enforced rest recovery period. Conversely, therobathlete displayed a low-correlated

behaviour over the entire observational period.

3.5 Discussion

In the present study, we document the morningrmggtiRV responses of two
elite triathletes during a 77-day competitive pdrione who trained effectively and
recovered adequately, and the other who completeiths training, performed poorly
in a triathlon and subsequently developed signdF®R. Because this study was non-
invasive and descriptive in nature (i.e., no irdezhce to the athlete’s regular training
commitments and schedule occurred), NFOR could bwtdefined with precise
reductions in performance as in other studies (/deetet al., 2006). Nevertheless, this
top athlete was unable to finish a key triathlorerdvbefore developing shingles (a
reactivation of the dormant virus herpes zostergckan pox virus dormant in nerve
cells). This virus has been linked to both immumgsassion and chronic fatigue,
particularly in young individuals (Goodnick, 1993nd immune function is often
impaired in athletes that are overtrained (Mackmr® Hooper, 1994) and/or OR
(Lehmann, Wieland, & Gastmann, 1997; Mackinnon &oper, 1996). The virus
resulted in the NFOR athlete being unable to tfaira period of three weeks, which is
obviously an undesirable response resulting inat@trg (Mujika & Padilla, 2003)
during the peak of the triathlon racing season.uAssg the assessment of non-
functional overreaching is correct, the presentdaghlights at least four important

findings. First, HRV appears to be a slightly mseasitive measure of NFOR detection
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than RHR. Second, it is clearly apparent that nubhagical issues exist when
practitioners use isolated HRV values (i.e., ismlatdays) to detect possible
physiological and/or training status changes. Thaddecreasing trend in the 7-day
rolling HRV average may be a useful marker to iaticthe development of NFOR.
And fourth, we have shown for the first time thatexrease in the day-to-day variability
HRV values and the transfer from a “saturated” tdimear” HRV profile may be

further indicators of NFOR.
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Figure 5: Graphs A and B represent Ln rMSSD taken on a sidgle(every 7th day)
for the non-functionally overreached (NFOR) andtoanathletes, respectively. If Ln
rMSSD is assessed from a single day, the intefjwatzan be misleading. The Ln
rMSSD points circled show data that are either &igbr lower than the smallest
worthwhile change (shaded area, see “Methods”)ittesipe athlete training normally.

Graphs B and C represent Ln rMSSD averaged ovetay period for the NFOR and
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control athletes. When viewed this way, such aryaisareduces the risk of making
assumptions based on single Ln rMSSD individualiesl The day of the triathlon race

Is indicated by the arrow.

Psychometric indices

In this study, we examined psychometric indiceshsaicsleep quality, muscle
soreness, stress and fatigue (Figure 3). Therenwadear relationship in any of these
indices towards the day of the triathlon event (&a®). Furthermore, 64.4% of all
recorded psychometric data analysed for week-td<vadange was deemed unclear.
However, markers of sleep quality did decline cstesitly during the time of NFOR
(i.e., likely to be worse than the previous weekhich is in agreement with other
studies that have correlated reductions in sleeglitgyuwith overtraining (Hooper,
Mackinnon, Howard, Gordon, & Bachmann, 1995). Hogrevsuch measures which
require “self-assessment” must be viewed with cawtlhe present questionnaire was
assessed using an in-house designed automated eiPapplication (Tri-Ready,
SPARC), which sent automatic alerts to coaches valtiéletes scored 2 on any of the
markers (Figure 3). In a subsequent interview \thidh NFOR athlete, she claimed that
knowledge of this rule deterred her from enteringnbers< 2. Also, changes in
psychometric indices are not a prerequisite to mbag OT or NFOR (Halson &
Jeukendrup, 2004). Nevertheless, most of the psyetra indices used here (stress,
fatigue and muscle soreness) were unable to igem&nifestation of NFOR or poor
race performance. Indeed, changes in mood statm@e likely part of day-to-day OR
in elite athletes, and are therefore likely to tegpipropriate for identifying NFORer se
(Morgan, Costill, Flynn, Raglin, & O'Connor, 1988 'Connor, Raglin, & Morgan,

1996). Such subjective measures are dependent aesth@nswers being given
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(Meeusen et al., 2006). In our case, HRV appeavenffer a more valid indicator of

NFOR than psychometric indices.

Heart rate variability vs. resting heart rate

Traditionally, RHR is the more commonly used cavderular-related
measurement of central nervous system fatigue bgeapplied sport practitioners to
detect NFOR. Indeed, studies have reported eitbechange (Halson et al., 2002;
Lehmann et al., 1992) or decreases (Dressenddfade, & Schaff, 1985) in RHR in
NFOR subjects. The NFOR athlete in this study diggdl a gradually increasing RHR
towards the day of the triathlon event (Table. Which was consistent with the
progressive decrease in cardiac parasympathetivitagi.e., as inferred from Ln
rMSSD). Importantly however, HRV revealed slighsiyonger trends towards NFOR
than RHR (f = -0.88 vs. 0.81). Although both measures may beful; this data
suggests that HRV may be a slightly more sensiteéthan RHR when monitoring the

potential manifestation of NFOR in elite athletes.

Methodological issues related to the use of isold&YV values

When we compare the HRV responses in these twe teliithletes, it becomes
evident that observing HRV on a single isolated day attempting to diagnose the
athletes’ physical status from it, is somewhat ofeaningless exercise. We have shown
in both a control athlete training properly andanNFOR athlete training without
adequate recovery, that Ln rMSSD viewed in isotatoan fall outside of its SWC
(63.6% of total Ln rMSSD points outside the SWC dontrol athlete and 100.0% for
the NFOR athlete during normal training, Figure Blespective of training phase.

Regardless of the known problems with OT reseataispn & Jeukendrup, 2004), the
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present comparison questions the findings from mbar of studies that have used
HRV assessment on one or two days to identify OdréGet al., 2004; Hedelin, Kentta,

et al., 2000; Hedelin, Wiklund, et al., 2000; Hyeynet al., 2006, 2008; Pichot et al.,
2000; Uusitalo et al., 1998b; Uusitalo et al., 2068d changes in parasympathetic
function due to training (Hedelin et al., 2001; Nueila et al., 2010; Vesterinen et al.,
2011); as although chronic changes in HRV may keaated with changes in fitness,
this is less likely the case for shorter term dayglhy changes. As such, HRV is
influenced by many factors (TaskForce, 1996), battipularly for the endurance

athlete, changes in blood plasma volume can havgrématest influence on shorter term
day-to-day change (Buchheit, Laursen, et al., 2009)course, high-intensity exercise
and dehydration are all known to cause marked awang blood plasma volume

(Convertino, 1991). Recently, Buchheit et al. (204Howed that despite “theoretically”

(Achten & Jeukendrup, 2003; Bosquet et al., 2008awourable changes in heart rate-
derived indices (over-stimulated sympathetic angrelgsed parasympathetic activity),
highly trained young soccer players had no assetigperformance decrement. This
supports our findings suggesting that heart rattHiRV measures are highly sensitive,
and changes based on isolated readings may octhe iabsence of fatigue, increased

fitness or any “real” change in performance capacit

The potential use of the decreasing trend in 74@ddling HRV average to detect NFOR
While acknowledging we report daily HRV measurasdoly two elite athletes,
our data clearly suggests that weekly and rollimgrages of Ln rMSSD data may be a
more meaningful assessment of any consistent chamgeardiac ANS balance
compared with a single-day value. Indeed, thisbeen previously demonstrated in 14

moderately trained runners, where changes in weskdyaged Ln rMSSD had a very
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large correlation with changes in 10km running perfance, and likely provides
superior methodological validity (Buchheit, Chivet, al., 2009). Figure 5 (B and D)
shows how for the NFOR athlete, when Ln rMSSD vslaie averaged over a week, Ln
rMMSD falls outside of the SWC on fewer occasiobd.% vs. 100.0%) and more
importantly, less (20 vs. 100.0%) during the timMienormal training (when training is
going well). For the control athlete, points abdl8.2% of total points) and below
(18.2% of total points) the SWC were still appareven when averaged over one week.
These day-to- day changes are likely a normal {harttraining cycle associated with
acute fatigue and recovery, and not necessary dination of substantial changes in
performance or OT/NFOR (i.e. fithess can improuéthese gains can sometimes be
hidden by the accumulation of fatigue). As suchrhpps two consecutive weeks of
unfavourable HR-derived measurements may be margecir concern than a single-
week value in terms of a diagnostic tool for detecNFOR (Brink, Visscher, Coultts,
& Lemmink, 2010) in elite endurance athletes, whiwaaing regimes are particularly
demanding (see weekly training hours; Table 5)thia study, the fact that Ln rMSSD
values showed a declining trend (Table 6) towaedghint of NFOR, is in agreement
with a number of studies that suggest an over-$titad sympathetic nervous system
has the potential to predict fatigue, overload (®&oh& Jeukendrup, 2003; Bosquet et
al., 2008) and overtraining (Hynynen et al., 2006sitalo et al., 2000). However, our
data suggests that an alternate analysis appraanh trends (e.g. 7-day rolling and
weekly average Ln rMSSD) rather than single isolai®RV assessments may improve

the diagnostic utility of HRV indices in athletes.
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The potential use of day-to-day HRV average toal®&OR

An innovative observation within this study was tlegluction in day-to-day
variability of HRV in the NFOR athlete while sheogressed toward the NFOR state
(slope = -0.65 %/week, Figure 6), which decreasetbnjunction with Ln rMSSRave
Importantly, there was no change in Ln rMSSDver the entire observational period
for the control athlete (Table 6 and Figure 6).haligh both indices may be important,
and Ln rMSSRQyave pertains to a larger magnitude of the regresgidhe present study
(r* = 0.48 vs. 0.88), perhaps Ln rMSSDmay provide a more complete measures for
diagnosing NFOR. As it is unknown whether HRV shlobe expected to increase or
decrease in the case of OT, (Garet et al., 200delie Kentta, et al., 2000; Hedelin,
Wiklund, et al., 2000; Hynynen et al., 2006, 200&hot et al., 2000; Uusitalo et al.,
1998b; Uusitalo et al., 2000), the use of Ln rMg$@ould be applicable irrespective
of the trend (towards parasympathetic or sympathgdiminance), and the stage of
NFOR or OT (Kuipers, 1998). The reasons behindlalaeday-to-day variation when
HRYV values are either very high or low are unknoWowever, it has been suggested
that when physiological variables are either exélmhigh or low, they have a
progressive tendency towards no response (i.e.regponsive to further increase or
return to initial value) when further stimulated i(tér, 1958). This “law of initial
values” would therefore blunt the ability of theriadle to change, and hence the Ln
rMSSDqy. As such, when athletes undergo periods of higimitrg loads, a desirable
response may be high day-to-day variability. WHts tresponse, an athlete is likely to
be stressing (to training load) and recovering adezy on a day-to-day basis, meaning
high day-to-day variation and (likely) positive @tition. This may be an appropriate
monitoring index for sports practitioners lookirmg énsure positive adaptive trends in

their athletes.
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Ln rMSSD vs. R-R interval length relationship

It has been previously shown, that at high comp#&wetioderate training loads
(>18 h/wk vs. 4-6 h/wk), HRV can decrease despide@easing RHR (Buchheit et al.,
2004). As such, when vagal activity is already hitdjfere appears to be a limitation in
HRV as a marker of vagal modulation. A possible laxation for such saturated
profiles at high levels of vagal tone the loss btlgfic vagal efferent discharge or
saturation of the acetylcholine receptors (Goldeeegt al., 1994; Malik et al., 1993).
Interestingly, the NFOR athlete displayed a sa@atdtehaviour (Kiviniemi et al., 2004)
at the time of normal training (day-1 until day-28)d became “linear” as NFOR
manifested (Figure 7, B). Although the control atbl was not saturated, “low-
correlated” behaviour between Ln rMSSD and R-Rrirgtelength was apparent over
the entire observation period. This low correlati@ween parasympathetic activity and
R-R intervals at such low heart rates (average RER day-1 until day-48 for control
= 39 b.mir?) is likely a common phenomenon in elite athletéeme low RHR are often
observed (Buchheit et al., 2004; Iwasaki, Zhangsk&uman, & Levine, 2003b). As
such, in some cases with elite athletes who comphiegh training loads regularly,
saturation of HRV may be a normal scenario, anddowelated or saturated profiles
may be markers of a positive response to highitrgiloads. Indeed, in the case of the
control athlete, RHRave Was a stronger predictor of positive adaptatioat thn
rMSSDigjave (I? = -0.55 vs. 0.12¥his shows how Ln rMSSD was unable to reflect vagal
modulation at such high levels. Conversely, RHR egav better representation of

increasing vagal tone, and perhaps fitness, asi#ttikelon race approached.
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Figure 7: Graphs A and B represent the relationship betwaenMSSD and R-R

interval, showing saturated and low-correlatedifgsffor non-functionally overreached

(NFOR) and control athletes’, respectively. Graghsnd D show the time scale of

change (Ln rMSSD to R-R interval ratio) over the-dé¥ period. The day of the

triathlon race is indicated by the arrows.

At the point of rest and recovery, the R-R interi@lLn rMSSD relationship

returned to a saturated profile thereby re-instatiagal tone when fatigue is reduced.

The possible mechanisms for such a scenario ameomnk but it does show the positive

effect of recovery and how the parasympatheticesystebounded to “pre” NFOR

levels within twelve days. Indicating this may be appropriate amount of time

required to recover from NFOR. While this is thestfitime such an observation has

been made in elite athletes with low RHR, and shih@gotential for R-R interval and
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Ln rMSSD relationships to be used to identify NFCiRither research with more

subjects is required to confirm or refute such olesgtrends over a competitive season.

3.6 Conclusion

For years, HRV has been studied using single dayesao identify the early
signs of NFOR and OT. The combined results of tlstgdies have revealed equivocal
findings. We demonstrate here, or the first time, that thés/ibe due to the problems
associated with making assumptions based on soeyeHRV values. As such, we
propose that further research is needed to aseegstimal method of HRV assessment
in well-trained endurance athletes. This methoddsee measure both the trend of
absolute levels of HRV, the relationship betweenriA8SD and R-R interval, as well
as that of the variation in the day-to-day HRV.tRar investigation involving greater
subject samples is needed to confirm the obsenatamd presumptions of this case

study.
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4.1 Abstract

The aim of this study was to compare two differ@ethodological assessments
when analysing the relationship between performaau heart rate derived indices
(resting heart rate (RHR) and heart rate varigb{itRV)) in order to evaluate positive
adaptation to training. The relative change innegted maximum aerobic speed (MAS)
and 10-km running performance was correlated tar¢hative change in RHR and the
natural logarithm of the square root of the mean stithe squared differences between
R-R intervals on an isolated day (RERLn rMSSDy,y) or when averaged over 1 week
(RHRyeek LN rMSSDyee in 10 runners who responded to a 9-week training
intervention. Moderate and small correlations @ddtetween changes in MAS and 10-
km running performance and RigR(r = 0.35, 90%CL (-0.35; 0.76) and r = -0.21 (-
0.68; 0.39)), compared with large and very-largeatations for RHReek (r = -0.62 (-
0.87;-0.11) and r = 0.73 (0.30; 0.91)). Whileigi&t correlation was observed for MAS
vs. Ln rMSSQay (r = -0.06 (-0.59; 0.51)), a very-large correlatiexisted with Ln
rMSSDyeek (r = 0.72 (0.28; 0.91)). Similarly, changes in If-kunning performance
revealed a small correlation with Ln rMSQ[Xr = -0.17 (-0.66; 0.42)), versus a very-
large correlation for Ln rMSSRek (r = -0.76 (-0.92; -0.36)). In conclusion, the
averaging of RHR and HRV values over a 1-week jpeappears to be a superior
method for monitoring positive adaption to trainiogmpared with assessing its value

on a single isolated day.

4.2 Introduction

Athletes, coaches and sport science practitioresk gseful methods to monitor
individual adaptation or maladaptation to trainifighas been shown that heart rate
(HR) derived indices’ such as morning resting heate (RHR) and heart rate
variability (HRV), decrease and increase, respebtj\after endurance training regimes,
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and may therefore represent an easy-to-use, n@sires means by which to assess

individual adaptation to endurance training (Ach®edeukendrup, 2003).

During the monitoring of an elite triathlete thateveéloped signs of
maladaptation to training, we recently identifiechamber of methodological issues
associated with determining adaptation using isdlgt.e. single day) RHR and HRV
readings (Plews et al.,, 2012). Factors such assntesnperature, light (TaskForce,
1996) and prior exercise (Buchheit, Laursen, et28l09) can affect HRV on any given
day. In the former article, we showed that RHR BRV data, displayed as rolling or
weekly averages, appeared to provide a more censistpresentation of the changes in
fatigue and maladaptation. As suggested previotisé/use of isolated daily values to
measure changes in HRV has likely led to the egualv&indings reported throughout

the HRV training literature (Plews et al., 2012).

Given the potential of this alternative methodotadjiapproach, we re-visited
the RHR and HRV data taken from recreationallyrted runners that responded
positively to a 9-week training intervention (Buelth Chivot, et al., 2010). To assess
the best practical methodological approach to aeapositive adaptation to a training
intervention, we compared the relationship betwiselated vs. weekly-averaged RHR

and HRV values and running performance.
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4.3 Methods

Participants

Out of the 14 runners described in the originagi{Buchheit, Chivot, et al.,
2010) 10 of the positive “responders” (mass 75.6.4 estimated maximum aerobic
speed (MAS) 17.3 + 1.7 km'h 10 km 48:34 + 7:45 min:s) were selected for farth
assessment to allow fair comparison between twieréifit methodological approaches.
Only 10 responders were included for further anslysompared to n = 11 in the
original paper (Buchheit, Chivot, et al., 2010))edo limited availability of data in the
final week of the training intervention for one gadi, which would make comparison

between single day and weekly-averaged valuesithval

Experimental protocol

Details of the 9-week training intervention, estieth MAS, 10-km running
assessment, as well as RHR/HRV recordings, haven lmkscribed previously
(Buchheit, Chivot, et al., 2010). Only morning RIRd HRV measures were analysed
in the present study, as these have superior padityi for regular monitoring. HRV
values were restricted to the natural logarithrnthefsquare root of the mean sum of the
squared differences between R-R intervals (Ln rMB&DLn rMSSD has much greater

reliability than other spectral indices (Al Haddstdal., 2011).

Statistical analysis

Weekly data are expressed as means + SD. Measgteding the coefficient of
variation (CV), smallest worthwhile change (SWC2 Onultiplied by the between-
subject standard deviation) magnitude of correfat{g, 90% confidence intervals
(90%CL) and Cohen effect sizes (ES) were determ{Bedhheit, Chivot, et al., 2010).

Data were compared between single day (Tuesdaytalgensistent data points) and
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weekly-averaged (Saturday to Friday) RHR (RERRHRyeey and Ln rMSSD (Ln

rMSSDyay, L rMSSDyeer) Values. Pearson’s product-moment correlationysisalwas
used to compare the association between the rel@y change (change from week 1

to week 9) in HR-derived indices (day and week) pedormance.

4.4 Results
The mean CV for RHRy RHRyeekk LN IMSSDyay and Ln rIMSS[eex recorded

over 9 weeks was 13.0%, 12.2%, 18.7% and 16.5%ectsely.

Group weekly differences in both RHR and Ln rMSSBolated day and
weekly) relative to the SWC are shown in Figurd-&m weeks 1-9, RHR,changed
by -10.3 = 6.5% (ES = -0.66), compared with -8.8.2% (ES = -0.64) for RHRek
Conversely, Ln rMSSRy changed by 4.3 + 10.3% (ES = 0.20) compared wigh+9

4.8% (ES = 0.46) for Ln rIMSSfek
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areasrepresent the smallest worthwhile change (i.e.iwigroup SD x 0.2 during the

first week; see (Buchheit, Chivot, et al., 201®alues are group mean * SD.

There were moderate and small correlations betWéerhange in both MAS
and 10-km running performance and RERr = 0.35 90%CL (-0.35; 0.76) and r = -
0.21 (-0.68; 0.39)). Conversely, correlations wlarge and very-large against R
(r = -0.62 (-0.87; -0.11 and r = 0.73 (0.30; 0.9Inhe correlation between relative
changes in performance (MAS and 10 km) and Ln rM{SDlated day and weekly

data) are shown in Figure 9.
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confidence intervals.

4.5 Discussion

As shown previously in an elite triathlete displayisigns of maladaptation,

(Plews et al., 2012) the use of isolated daily HiR\a points may be less accurate than

using weekly averages to assess adaptation tantgaim the present study, we have

demonstrated that large day-to-day variation in R&ifd HRV (CV=18.7 and16.5%)

can sometimes lead to a misinterpretation of thee*tchange due to training. For

example, Figure 8 shows how Ln rMS&eturns to within the SWC on week 9 when
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athletes are at their fittest; this is not the caken Ln rMSSD values are averaged over
a week. Furthermore, large and very-large coratatiexisted against relative changes
in both MAS and 10-km running performance only widiR and Ln rMSSD values
were averaged over 1 week (Ln rMSSD representddguare 9). As such, we suggest
that practitioners use this new averaging methddkdR and HRV analysis to acquire a
more meaningful assessment of positive adaptatiomaladaptation (Plews et al.,

2012) to training regimes.

Measuring daily RHR is a more common and practioathod of assessing
cardiorespiratory fitness, and in this instance eapp to have provided a closer
representation of adaptation than Ln rMSSD whersiciened on a single day (change
from week 1-9: ES = -0.66 RHR and -0.64 RHReekVvs. ES = 0.20 Ln rMSS{, and
0.46 Ln rMSSReey. This could be due to the lower day-to-day vasiatin RHR
observed in the present (CV = 13.0% RERand 12.2% RHReex CV = 18.7% Ln

rMSSDyay and 16.5% Ln rIMSSRey and other studies (Al Haddad et al., 2011).

4.6 Conclusion

Whilst we acknowledge that physiological traininglaptations are the
consequence of many factors (Rivera-Brown & Frant@012), although longitudinal
HRV data is perhaps a slightly more sensitive meaguwr tracking changes in fatigue
and fitness when averaged over a 1-week periodvgét al., 2012). However, RHR

may provide a better indication of training stdterily single-day values are available.
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5.1 Abstract

Purpose: The aim of this study was to establish the minimmwmber of days
that HRV (i.e., the log-transformed square roottleé mean sum of the squared
differences between R-R intervals, Ln rMSSD) ddtautd be averaged in order to
achieve correspondingly equivalent results as @atraged over a 1-week period.
Methods: Standardised changes in Ln rMSSD between diffepdratses of training
(normal training, functional overreaching (FOR),emll training and taper) and the
correlation coefficients of percentage changesifigpmance vs. changes in Ln rMSSD
were compared when averaging Ln rMSSD from 1 taysdrandomly selected within
the week Results: Standardised Ln rMSSD changes (90% confidencedjiit) from
baseline to overload (FOR) were 0.20 £0.28; 0.32600.49 +0.33; 0.48 +£0.28; 0.47
+0.26; 0.45 £0.26 and 0.43 +0.29 using from 1 tdags, respectively. Correlations
(90% confidence limits (CL)) over the same timeusate and training phase were: -
0.02 £0.23; -0.07 £ 0.23; -0.17 +0.22; -0.25 £0.2226 +0.22; -0.28 +0.21 and -0.25
+0.22 from 1 to 7 days, respectively. There wereasit perfect quadratic relationships
between standardised changes/r values vs. the mwhbays Ln rMSSD was averaged
(r* = 0.92 and 0.97, respectively) in trained triateduring FOR. This indicates a
plateau in the increase in standardised changedirey magnitude after 3 and 4
respectively days in trained triathleteSonclusion: This suggests that practitioners
using HRV to monitor training adaptation should wsaeninimum of 3 (randomly

selected) valid data points per week.
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5.2 Introduction
The utility of heart rate variability (HRV) assessmh to indirectly detect

autonomic nervous system (ANS) status in respam$ining in athletes continues to
grow in popularity (Plews, Laursen, Stanley, et2013). Indeed, changes in HRV have
been shown to be associated with both positive {Beit, Chivot, et al., 2010; Hedelin
et al., 2001; Manzi et al., 2009; Pichot et alQ20and negative adaptations to training
(Hedelin, Kentta, et al., 2000; Hedelin, Wiklund, &., 2000; Plews et al., 2012,
Uusitalo et al., 1998a; Uusitalo et al., 2000). &l#hveless, there remains conjecture
within the literature, as both increases (Lee e2803; Buchheit, Simpson, et al., 2011)
and decreases (lellamo et al., 2002; Manzi et28lQ9) in cardiac parasympathetic
indexes of HRV have shown associations with in@eas fitness or performance. In
addition, decreases (Hynynen et al., 2006; Uusi¢tlal., 2000), increases (Hedelin,
Wiklund, et al., 2000) and no change (Bosquetl.e2@03; Hedelin, Wiklund, et al.,
2000; Uusitalo et al., 1998a) in cardiac parasyimgtat indices of HRV have been
found during periods of maladaptation (e.g. norefiomal overreaching or
overtraining). The disparate findings within thedature suggest that methods by which
HRV can be used to track such changes (i.e. pesibv negative adaptation) to

endurance training are yet to be established.

We have recently suggested that the equivocal rigediwithin the HRV
literature may be due to methodological inaccusatiat occur due to the large day-to-
day variation in HRV recordings.(Al Haddad et 2D,11) Indeed, environmental factors
influencing measurement noise and training-rela@egte changes in homeostasis can
influence HRV values (TaskForce, 1996). As suchenva single data point is used for
analysis, the measurement noise may be exacerljRleds et al., 2012; Plews,

Laursen, Kilding, & Buchheit, 2013). We have shalvat HRV values averaged over 7
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days provides superior methodological validity &@msessing both positive adaptation
(Plews, Laursen, Kilding, et al., 2013) and malddapn (Plews et al., 2012) to

training. More recently, Le Meur et al. (2013) fautihat substantial changes in cardiac
parasympathetic indexes of HRV were only detectezko/alues were averaged over 7

days in functionally overreached triathletes.

While data averaged over 7 days appears to offpersar methodological
assessment of HRV values compared with isolatedsuanes, the minimum number of
days needed to reveal correspondingly equivalesultsehas not yet been established.
Such data would be practically useful for practiges’ intent on using HRV to monitor
training in athletes, where everyday compliancedmetimes an issue. For example,
only 14 out of 40 athletes in the study by Buchletital.(2010) managed to collect
enough morning resting HRV samples to be deemegpsaiale to merit study inclusion.
Therefore, we re-visited known data sets that lsénsvn weekly-averaged HRV values
as being superior methods of assessment (Bucl@teitot, et al., 2010; Le Meur et al.,
2013; Plews, Laursen, Kilding, et al., 2013), aaddomly selected data points over the
week from 1- to 7-days, in order to determine theimmum number of days needed to

obtain a valid assessment.

5.3 Methods
Previously published work

Two previously published data sets were used femptiesent work (Buchheit et
al. 2010; Le Meur et al. 2013). In one study, 18ctionally overreached and 7 control
triathletes were assessed during a 5-week traintegvention.(Le Meur et al., 2013) In
the other study, Buchheit et al.(2010) investigat#fdV responses in recreational
runners during a 9-week training intervention. Rather detail on these studies, the

reader is referred to these papers. For claribodtierein, reference toained triathletes
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refers to the study performed by Le Meur et alQ1(® and reference tacreational

runnersrefers to the study published by Buchheit et @1(9.

Participants and training interventions

The triathletes consisted of 20 participants (aBet3 years, V@nax 62 = 3
mLO,.min".kg™" and estimated maximum aerobic speed (MAS) 18.21+m.H"). All
had been competing in triathlon for 2 years, andl di@ average best Olympic distance
triathlon performance time of 128 + 5 min. Part@ips were assigned to either an
intensified training (n = 13) or control group (i@)=The trained triathletes underwent a
5-week training intervention consisting of 1 wedkaobaseline phase (50% of their
normal training load), 3 weeks of overload traini@§% increase in training load),

followed by a 1-week taper (same as baseline trg)ni

From the 14 recreational runners described in thginal study,(Buchheit,
Chivot, et al., 2010) 10 “responders” (mass, 7584 MAS, 17.3 + 1.7 kmh 10 km
time, 48:34 £ 7:45 min:s) were selected to assesgiye adaptation to training, as per
our previously published work (Plews et al. 2013die recreational runners underwent
a 9-week structured training programme. This ingdlv8 weeks of structured
continuous and interval-based runs, followed byveegk taper, which preceded the 10-

km and MAS performance tests.

Performance tests
Triathletes: At the end of each training phase (baseline, oaérlweek 1,
overload week 2, overload week 3 and taper) tedtdls| performed a performance test.

Total running distance covered during an increnlenti@ning test to volitional
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exhaustion (starting at 11 Knit for 3 min, and increasing speed by 1tkfrevery 3 min

thereafter) was assessed on a 340-m running track.

Recreational runnersA 10-km running time trial was performed twice;cerat
the beginning (week 1) and once at the end (week 8)e 9-week training period. This
was measured over 3.3-km laps on an outdoor coBeséicipants were asked to cover
the 10-km distance as fast as possible. MAS wasasd via a field test (PROFILDM
3-3 test). Subjects ran for 3 min at 8 kihfar the first stage, with speed increasing by
1.5 km K' every 3 min thereafter; each stage was separate8 min of passive

recovery.

HRYV responses to various training phases

The main variables of interest involved changesnorning resting HRV and
relationships with HRV and performance, which weaedomly selected and averaged
over 1- to 7-days, with specific phases of trainifigprmal training, functional
overreaching, overall training and taper). Whilalyd&RV monitoring is generally
intended by the majority of athletes, some dayshefweek are inevitably missed at
random. The HRV of 13 trained triathletes who beedumctionally overreached during
a 5-week training intervention were assessed frbaséline” to week 3 (final week) of
the “overload” period and from week 3 of “overload’ the taper week. Comparisons
were made for HRV measurements taken on an isotitgdnd subsequently averaged
over 2 days, 3 days, 4 days, 5 days, 6 days arayg. @ays were picked (from 1 to 7)
at random using functions in Microsoft excel. Asrlhwere no substantial changes in
HRV values in the control group,(Le Meur et al. 12D only the overload group was
examined for changes (i.e. standardised change$ mnHRYV. However, correlations

with performance were assessed in the control it@igroup. For the recreational
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runners, changes in HRV were compared from weekwetek 9, and the relationships

with performance (MAS and 10-km) and HRV were aseessed.

HRYV recordings

In alignment with our previous work,(Plews et a@012; Plews, Laursen,
Kilding, et al., 2013) and because supine mornggging HRV has superior practical
application, only supine morning resting HRV wasmined in the present study. For
this, HRV values were taken from the final 4 mintleé 8-min morning sample in the
triathletes (using MemoryBelt; Suunto OY®, Vant&aland) and the final 5 min of
the 8-min morning measure in the recreational reswasing Polar RS800cx, Polar
Electro, Kemple, Finland). In both instances, omazad ectopic beats were
automatically replaced with the interpolated adjd®-R interval values. HRV analysis
was limited to the square root of the mean sunhefsguared differences between R-R
intervals (rMMSD), (TaskForce, 1996) as this reffegagal activity and has much
greater reliability than other spectral indices,Rdddad et al., 2011) particularly during

‘free-running’ ambulatory conditions.(Penttila & 2001b)

Statistics
Data are presented as means and 90% confidends ({@ii) and intervals (Cl).

All rMSSD data was log-transformed prior to anady reduce bias arising from non-
uniformity of error. To assess change in Ln rMS$&@hf baseline to overload, overload
to taper (Le Meur et al., 2013) and week 1 to wa€Buchheit, Chivot, et al., 2010), a
gualitative approach was used to assess the mdgmtueffect, which is more relevant
to training prescription and the practical detettd change (Hopkins, 2006). This was
performed using a modified statistical spreadsligepkins, 2006), which calculates

the standardised changes or effect sizes (stasedrdihanges, 90% CL (Hopkins,
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2006)). Hopkins threshold values for standardiskdnges (std changes) wer8.2

(trivial), >0.2 (small), >0.6 (moderate), >1.2 @a) and >2.0 (very large). Quantitative
chances of either higher or lower Ln rMSSD valuiésra training period (e.g. more or
less than a std change of 0.2) were also evalaestddllows: 25-75% possibly, 75-95%
likely, 95-99% very likely, >99% almost certain. titie chance of higher or lower

differences was >5%, then the true difference vgasssed as unclear.

Pearson’s correlation was used to establish tlaioakhip between changes in
performance and Ln rMSSD (during functional ovecteag, normal training (training
triathletes) and overall training (recreational mars)). As there were a number of
performance measures for the triathletes (5 in)totee used within-individual linear
modelling. Correlations were made between the dettan the individual mean (%
change) for performance and Ln rMSSD (for relattops during functional
overreaching and normal training). This was carmed for baseline and the three
overload weeks only (excluding the taper), for kb overload and control groups. For
positive adaptations in the recreational runneosretations were made between the
percentage change from week 1 to 9 for 10-km andSMénning performance and Ln
rMSSD. For consistency, similar correlations tegoes were used to assess positive
adaption in the triathletes (percentage change fowerload to taper for performance
and Ln rMSSD). The magnitude of correlation (r (9@€) between Ln rMSSD and
performance was assessed with the following thidshe&0.1, trivial; <0.1-0.3, small;
<0.3-0.5, moderate; <0.5-0.7, large; <0.7-0.9, Jarge; and <0.9-1.0, almost perfect.
If 90% CI overlapped small positive and negativeugg, the magnitude of correlation

was deemed ‘unclear’ (Hopkins et al., 2009).
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To assess the relationship between effect sizemwelation and the number of
days Ln rMSSD was averaged (1- to 7-days), quadratationships @ were also
assessed. The point of plateau was determinedebgah number at which standardised
changes, qualitative chances and the magnitudeeotdrrelation (r) no longer changed

with an increasing number of daily averaged values.

5.4 Results

For the trained triathletes, there was no substiaatiange in performance over
the same time period in the control group (std gean 0.10, 90% confidence limits
(CL) £0.24 and -0.13 +0.24 for overload and taperiqu, respectively). Conversely,
there was amlmost certainmoderate decrease in running performance (stdgehan
0.62, 90% CL *0.15) during the overload period, ahhivas subsequently followed by
analmost certainarge increase after the taper (std change = 10122¥. Accordingly,
for the recreational runners, there wasay likely small improvement in 10-km
running performance (std change = -0.40 +0.17); amadost likelylarge increase in

MAS (std change = 0.75 +0.15).

Overall population averages and coefficient vaoat
The average Ln rMSSD values (90% CL) for all thetés during baseline,

overload and taper were 4.2 +0.2 ms, 4.3 0.2 n&s 48 +0.2 ms. The average
individual coefficient variation (CV) for all recded Ln rMSSD data for the triathletes
during baseline, overload and taper was as folldvaseline = 6.7 +2.9%; overload =
1.3 +0.4% and taper = 5.8 +2.0%. The average LnSDISalues (90% CL) for all
recreational runners for weeks 1 and 9 were 3.40m% and 3.9 ms 0.3 respectively.
The average individual CV for all the recreationahners for the Ln rMSSD values

recorded during weeks 1 and 9 were 10.1 +3.4% ahdZ.3 % respectively.
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Changes in Ln rMSSD

The standardized changes for Ln rMSSD values aedrdigpm 1- to 7-days
during functional overreaching and tapering in titithletes and for overall training in
the recreational runners are shown in Table 7 agdr& 10. The Tvalues for the
quadratic relationships between standardised clsaageé number of days Ln rMSSD
was averaged is also included in Figure 10. Stalskzat change values plateaued after
3 days during functional overreaching in triathde{eemainedikely small) and after 5

days in the recreational runners (remaiakdost certainlysmall).

Correlation coefficients

The correlation coefficients for 1- to 7-day avesagLn rMSSD values vs.
performance for the triathletes during normal firagn (control group), functional
overreaching and taper as well as the recreatiumalers (overall training) can been
seen in Table 8 and Figure 11. There was a largeirgtic relationship r= 0.52)
between r values and number of days Ln rMSSD wasaged from overload to taper
in the trained triathletes. The rest of the quadreglationships for normal training,
functional overreaching and overall training (MABI\) in the recreational runners are

presented in Figure 11.

Accordingly, the magnitude of the correlations etated after 4 (remained
small) and 5 days (remained large) during functiana&rreaching and tapering in the
trained triathletes. In the recreational runnegsredations remained ‘very large’ after 5
days for MAS. Conversely, correlations between tD{kerformance and Ln rMSSD

did not plateau after 7 days (e.g. 6 day = largd, &days = very large).
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Number of Triathletes (Functional Overreaching) Triathletes (Tapering) Recreational Runners (Overall Training)
daily Std change in % Chances  Qualitative Std change % Chances  Qualitative Std % Chances Qualitative
recordings Ln rMSSD (+/trivial/-) inLn (+/trivial/-) change in  (+/trivial/-)
used for (¥90% CL) rMSSD Ln
analysis rMSSD
(90% CL)

1 0.20 +0.28 49/50/1 Unclear -0.15 +0.34 5/50/39 Unclear 0.24 +0.31 60/28/1 Unclear
2 0.33 £0.26 80/20/0 Likely small -0.01 +0.20 5/90/6 Unclear 0.35+0.28 82/17/0 Likely small
3 0.49 £0.33 93/7/0 Likely small -0.12 +0.22 1/72/26 Unclear 0.63+£0.34 98/2/0 Very likely large
4 0.48 £0.28 95/5/0 Likely small -0.11 +0.19 1/79/20 Unclear 0.39+£0.25 90/10/0 Likely small
5 0.47 £0.26 96/4/0 Very likely -0.08 +0.17 1/87/12 Unclear 0.46 £0.14 100/0/0 Mibstly small

small
6 0.45 £0.26 93/7/0 Likely small -0.08 +0.17 1/80/13 Unclear 0.47 £0.11  100/0/0 Most likely small
7 0.43 £0.29 91/9/0 Likely small -0.09 +0.19 1/89/15 Unclear 0.46 £0.13 100/0/0 Most likely small

Table 7: Standardised changes (Std change) and +90% canédenits (CL) with qualitative chances of charigeLn rMSSD values averaged over 1
to 7 days. Standardised changes are compared fsatifie to overload week 3 (functional overreachamgl overload week 3 to the week of the taper
(tapering) in the triathletes. Accordingly, stardised changes were compared from week 1 to weektirecreations runners (positive adaptation to

overall training) with the same averaged Ln rMS&les.
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Ln rMSSD Trained triathletes Trained triathletes Trained triathletes Recreational Runners

Averaged (Normal Training) (Functional Overreaching) (Taper) (Overall Training — M AS)

Value Slope (per r(+ 90% Magnitud  Slope (per  r(+ 90% CL) Magnitud  Slope (per r (£ 90% Magnitude  Slope ( per r (+ 90% CL) Magnitude
% change; CL) e % change; e % change; CL) % change;
+ 90% CL) + 90% CL) + 90% CL) + 90% CI)

1 day -0.04 0.02 +0.28 Unclear -0.01+0.14 -0.02 +0.23 Unclear 0.40+0.57 0.42 +0.41 Moderat 0.26+0.43 0.39 +0.49 Unclear
+0.15 e

2 days -0.03 0.01 +0.28 Unclear -0.04+0.13  -0.07 +0.23 Unclear  0.90+0.92 0.57 +0.35 Large 0.39+0.42 0.530.43 Large
+0.19

3 days -0.03 0.02 +0.28 Unclear -0.1240.16  -0.17 +0.22 Unclear  0.5440.65 0.38 +0.42 Moderat 0.36+0.23 0.73+0.31 Very Large
+0.23 e

4 days -0.01 0.01 +0.28 Unclear -0.2540.12 -0.25+0.22 Small 0.78+0.77 0.46 +0.40 Moderat 0.35+0.38 0.64 +0.37 Large
+0.28 e

5 days -0.02 0.02 +0.28 Unclear  -0.28+0.06 -0.26 £0.22 Small 0.96+0.79 0.52 +0.37 Large 0.2940.33 0.51+0.44 Large
+0.34

6 days 0.00+0.34 0.01+0.28 Unclear -0.33+0.07 -0.28 +0.21 Small 0.96+0.82 0.51 +0.39 Large 1.21+0.75 0.76 +0.28 Very Large

7 days 0.00+0.40 0.02+0.28 Unclear  -0.28+0.06  -0.25+0.22 Small 1.1040.70 0.65 +0.31 Large 1.02+0.65 0.72+0.32 Very Large

Table 8: Slope (per % change in Ln rMSSD; +90% confideno@td), correlation coefficient (90% confidence iig) and magnitude of correlation
subsequent for performance (total distance comgjlet® Ln rMSSD for values averaged over 1- to ysda both triathletes (normal training (control
group), functional overreaching and taper) ande&oonal runners (overall training; to maximum &@&ccspeed (MAS)). Correlations were made as

delta from the individual mean (% change) for tiathletes and as percentage change from weel@ faiothe recreational runners.
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Trained Triathletes: Overload to Taper Recreational Runners: Week 1 to Week 9

Trained Triathletes: Baseline to Overload
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Figure 10: Standardised changes in Ln rMSSD after the saamang period for Ln rMSSD values averaged oveo ¥ flays. Error bars indicate 90%
confidence intervals. When 90% confidence intereatsrlapped the zero line (black dashed line), gharwere deemed ‘unclear’. THevalue for the
quadratic relationship is included in the top hedhd corner of each graph. The shaded area refsestivial effect size (see “Methods”). Quantitat
chances of change are quantified qualitativeljhatidottom of each chart (see “Methods”). * indisatee point at which standardised changes values

stabilize (i.e. the standardised changes and qtiaétchances no longer alter with the increasungler of days Ln rMSSD is averaged).
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Control Trained Triathletes: Baseline to Overload Functionally Overreached Trained Triathletes:
Baseline to Overload

Almost perfect

-1.0 — Almost perfect

Correlation Coefficient (90% confidence interval)

Recreational Runners: Week 1 to Week 9 (10-km) Recreational Runners: Week 1 to Week 9 (MAS)

4 Almost perfect

Correlation Coefficient (90% confidence interval)

Almost perfect

Number of day Ln rMSSD data is averaged Number of day Ln rMSSD data is averaged

Figure 11: Correlation coefficients with 90% confidence imas for the % change performance and % changdISSD values averaged over 1- to

7-days for triathletes during normal training (cofjtand functional overreaching and recreationahers (10km running performance and maximum
aerobic speed). The grey shaded area represernitgah ¢orrelation. When 90% confidence intervaledapped the zero line (black dashed line),
correlations are deemed unclear. Theatue for the quadratic relationship is includedhe bottom left-hand corner of each chart. *daties the point

at which correlation coefficient values stabilize (the magnitude of the correlation no longemg/es with the increasing number of days Ln rMSSD

is averaged).
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5.5 Discussion

To assess substantial changes in training stati$iave previously shown that
HRV values averaged over a 1-week period provigeeisar methodological validity
than an isolated HRV measurement taken on a soye(Plews et al., 2012; Plews,
Laursen, Kilding, et al., 2013). The primary aim tbfs study was to establish the
minimum number of days HRV must be averaged (1 days) in order to elicit similar
responses to that of data averaged over a weels iBhian important practical
consideration for sport practitioners and reseasch@ent on using HRV to monitor
training, and who find difficulty obtaining athleteompliance every day of their
assessment period. The main finding of this studys vthat, in trained athletes,
practitioners must have a minimum of 3 HRV recogdirper week in order to get a
reasonable assessment of training status. In lesseed individuals (e.g. recreational),
the minimum number of days needed is likely to beatger (~ 5 days) due to the
observed greater day-to-day variations in HRV (€Y. (90% CL) for recreational

runners = 10.1 £3.4% for week 1; CV for triathlete6.8 +2.9% for baseline).

Although not within the main aims of this study, meist first acknowledge the
power of HRV as tool to monitor training (Buchhettivot, et al., 2010; Pichot et al.,
2000; Plews, Laursen, Stanley, et al., 2013; Roetieal., 2001). Indeed, we observed
likely to almost certainsmall, standardised changes in Lh rMSSD with déife phases
of training. There were also some small, moderat large correlations between Ln
rMSSD and performance. Furthermore, when athleigshaot perform a training load
sufficient enough to elicit adaptation and changesperformance, there was no
substantial change in HRV, irrespective of the nembf days HRV was averaged

(Table 8).
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When we examined the standardised changes for HR\\es averaged from 1
to 7 days, we found that the increased HRV assatiaith functional overreaching in
the trained triathletes was consistent after 3 d#yaveraging (e.g. after 3 days, the
increase in Ln rMSSD remainditely small with functional overreaching). Although
chances were alseery likelysmall after 2 days, percentage chances increasé@%y
from 2 days to 3 days of averaging, remaining stalfobreafter (e.g. average percentage
chances of small standardised changes from 3-7 d&a6% + 2.0; Table 7). Positive
adaptation during the 9-week training interventionthe recreational runners was
identified after 5 days of averaging (i.e., incesasemainednostlikely small after 5

days of averaging; Figure 10).

For the correlation data, stabilization in the luea occurred after 4 days in the
functionally-overreached triathletes (the magnitefiehe correlation remained small),
but not until 6 days (i.e. correlations becanery large(clear) for 6 and 7 days) in the
recreational runners for MAS. However, the magresiof the correlation for 10 km
run performance were not stabilized until after @ysl These data suggest that
recreational athletes would need to record morly ¢#RV values within a week than
trained athletes, and that the minimum of days irequmight also depend on the
performance tests considered. The lower Ln rMSS-tdalay variations in the
triathletes may be due to higher Ln rMSSD values tlu their extensive training
backgrounds (e.g. recreational runners Ln rMSSve¢k 1 = 3.4 £0.4 ms; trained
triathletes at baseline = 4.2 +0.2 ms). As such,dhy-to day variations are less likely
to be caused by ‘the law of initial values’ (Pleetsal., 2012), particularly during high
training loads (e.g. the triathletes CV is at awést during overload). Accordingly, the

number of days HRV must be averaged to reduce mexasmt noise will be more for
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athletes with greater day-to-day variations, sifeenoise is reduced by a factor ofri/
measures (Hopkins, Schabort, & Hawley, 2001). Faurttore, as there were 5 repeated
measures with the trained triathletes, comparel gt one in the recreational runners,
the 90% confidence limits will be smaller and thagmitude of the correlations become
clearer at lower r values. Also, the modality antdsequent noise of the performance
test must be reflected when considering the nurobeiaily HRV recording required;
for example in this study, the magnitude of therelation between Ln rMSSD and
MAS stabilized more readily than 10-km time in ttexreational runners. However,
running time trial tests have shown similar CV \eduto incremental MAS tests
previously (Hopkins et al., 2001). Another possieiplanation could be related to the
greater individual responses for 10-km (betweetethSD in the change expressed as

a CV = 99%) than MAS (70%) in this study (Buchh@hivot, et al., 2010).

The correlation data for the trained triathletesrfroverload to taper periods
should be viewed with caution. While there appéardse a positive correlation between
performance and HRV changes in the triathletes frmverload through to taper,
correlation does not imply causation. Closer exatnm of the data reveals 8 triathletes
with reductions in HRV values compared to overloadd 5 athletes with increased
HRV values compared to overload (despite all imprgyperformance). This reinforces
the complexities and individualisation of HRV respes to training (Plews, Laursen,
Stanley, et al., 2013), and how effect sizes amoeae valid statistical assessment of
change (i.e. although there wakagge correlation, the effect size wasvial) (Buchheit

& Rabbani, 2013).

106



Chapter Five

We also found a stronger association between tuedatdised changes or r
values and the number of days Ln rMSSD is averagettained triathletes than
recreational runners. This is supported by the ninigher quadratic relationships in the
triathletes (f = 0.92 (std changes) and 0.98 (r value functionatreaching)) compared
with the recreational runners’ @& 0.46 (std changes); 0.13 (r value MAS)) and @79
value 10 km). As such, the ability to assess aeplaiin the standardised changes and
correlations with the quadratic relationships isslelear in the recreational runners.
Because of the greater day-to-day HRV variationthérecreational athletes, sampling
variations within a reduced number of days mightveha greater effect on the
magnitude of the standardized changes and cooetatSince we randomly selected the
days within the week to be included in the analysml result would be dependent on
which day out of the 7 days are selected, and aeAdg the data again would likely
lead to slightly different results. This is evidedcby the unexpected large and very
large standardised changes/r values after justy8 dé averaging (e.g. since these
values decreased at 4 days and then increasedftieerd able 7 and 8). Finally, it must
also be acknowledged that it is difficult to dramnclusive outcomes around changes in
HRYV through different phases of training when ugiifferent populations (trained and
recreationally trained). Indeed, elites and atlsletéth extensive training histories are
unlikely to demonstrate increasing performance vadmcomitant increases in HRV
values (lellamo et al., 2002; Manzi et al., 200@wW3, Laursen, Stanley, et al., 2013), as

demonstrated in these recreational runners.
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5.6 Conclusion

Whilst the number of daily recorded HRV valuesikgly a balance between the
minimum number required and what is practically lmable; the more consistent the
daily recordings, the more confident practitioneasm be in evaluating HRV changes
(e.g. 90% confidence limits continued to declindiluaround 5 days of Ln rMSSD
value averaging (Table 7)). Finally, HRV measureroa 1-week period (or that micro-
cycle) will allow both effective and practically plcable evaluations of training
responses, provided that the minimum number ofireduaily recording (3 in trained
athletes) is recorded. We have previously dematestrHRV values averaged over 1
week provide a superior representation of trainityiced changes (Plews et al., 2012;
Plews, Laursen, Kilding, et al., 2013) than HRVued taken on a single day. In the
current study, we have shown that HRV values awstaay random over a minimum
number of 3 days will allow for an equivalent reggetation of training adaptation than
values averaged for up to 7 days in trained tra#ls. Conversely, recreationally
athletes will need a slightly greater number ofgdlayeraging (~5 days) due to their

greater day-to-day variations in Ln rMSSD values.
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6.1 Abstract

The measurement of heart rate variability (HRV) den considered a
convenient non-invasive assessment tool for mangorndividual adaptation to
training. Decreases and increases in vagal-dernaides of HRV have been suggested
to indicate negative and positive adaptations, eesygely, to endurance training
regimes. However, much of the research in this hasainvolved recreational and well-
trained athletes, with the small number of studiesducted in elite athletes revealing
equivocal outcomes. For example, in elite athletaglies have revealed both increases
and decreases in HRV to be associated with negatlaptation. Additionally signs of
positive adaptation, such as increases in cargoedsry fitness, have been observed
with atypical concomitant decreases in HRV. As symfactical ways by which HRV
can be used to monitor training status in elites y@t to be established. This article
addresses the current literature that has asselsaades in HRV in response to training
loads and the likely positive and negative adaptatshown. We reveal limitations with
respect to how the measurement of HRV has beerpieted to assess positive and
negative adaptation to endurance training regimesl aubsequent physical
performance. We offer solutions to some of the w@diogical issues associated with
using HRV as a day-to-day monitoring tool. Theselude the use of appropriate
averaging techniques, and the use of specific HRl/ces to overcome the issue of
HRV saturation in elite athletes (i.e. reductionsHRV despite decreases in resting
heart rate). Finally, we provide examples in Olycmmpnd World Champion athletes
showing how these indices can be practically adpt® assess training status and
readiness to perform in the period leading up pmaacle event. The paper reveals how

longitudinal HRV monitoring in elites is required tinderstand their unique individual
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HRV fingerprint. For the first time, we demonstrdtew increases and decreases in

HRYV relate to changes in fithess and freshnespentively, in elite athletes.

6.2 Introduction

One of the more promising methods to monitor irdlinal adaptation to training
involves the regular monitoring of cardiac autonomervous system (ANS) status,
through the measurement of resting or post-exerhisat rate variability (HRV)
(Buchheit et al., 2007; Buchheit, Simpson, et 2011; Hautala et al., 2009). Indeed,
non-functional over-reaching (NFOR) and/or negatidaptation to training is thought
to be generally associated with reductions in vaglalted indices of HRV (Bosquet et
al., 2008; Hynynen et al., 2006, 2008), whereaseeses in fitness (Lee et al., 2003;
Mourot, Bouhaddi, Tordi, et al., 2004; Vesterinenh a., 2011) and exercise
performance (Atlaoui et al., 2007; Buchheit, Simpset al., 2011; Garet et al., 2004)
are thought to be more associated with increaseagal-related indices of HRV. While
findings from studies involving recreational andlivigined athletes suggest that HRV
may be a valuable tool for assessing individualptateon to endurance training, data
obtained from elites an athlete with longer trajnimstory remains equivocal (Buchheit,
Al Haddad, et al., 2011; lellamo et al., 2002; Magtzal., 2009; Pagani & Lucini, 2009;

Portier et al., 2001).

The purpose of this article is to present a brnghsary of the studies where HRV
has been investigated in response to adaptatiorclaauges in training load. In doing
so, we highlight the methodological issues inhenerits use and interpretation to date.
We advance our current opinion of how HRV shouldtd® monitored and assessed
with examples from elite endurance athletes. Afenences to HRV throughout this

manuscript refer to vagal-related indices of HR\agKForce, 1996). All HRV data
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presented herein were recorded upon waking andurexhsis the last 5 min of the 6
min supine rest period (for more details on thehoéoblogy, including calculation of

the “smallest worthwhile change”, please referl@aR et al., (2012).

6.3 HRV in response to different training loads

The influence of intensified and reduced trainiogds on HRV has been thoroughly
studied. In moderately-trained subjects, moderaiaihg loads increase aerobic fitness,
as well as HRV (Buchheit, Chivot, et al., 2010; $aki et al., 2003a; Manzi et al.,
2009; Pichot et al., 2002). However, when trainmads approach higher levels (100%
of an individual’'s maximal training load), HRV iradis are reduced, (lwasaki et al.,
2003a; Manzi et al., 2009; Pichot et al., 2000) aralthought to rebound after periods
of reduced training (e.g. taper). (Garet et alQ£0Pichot et al., 2002; Pichot et al.,
2000) For example, after 3 weeks of overload trgnin swimmers and distance
runners, HRV was reduced by 22% (Garet et al., p@dd 38% (Pichot et al., 2000),
respectively. Following 2 weeks of reduced train(®§% reduction in training load
compared with overload), HRV rebounded and incrédse7% in swimmers,(Garet et
al., 2004) and after 1 week (40% reduction in tragjnload compared with overload)
increased by 38% in distance runners (Pichot ¢280D0). Like in moderately trained
athletes, elites and athletes with extensive tngiriistories also show increase and
decreases in HRV after moderate and high trainiegld, respectively (lellamo et al.,
2002; Iwasaki et al., 2003a; Manzi et al., 200@pnversely, however, HRV can
remain depressed in the lead up competition (amering), despite achievement of an
optimal performance (lellamo et al., 2002; Manziaét 2009). In the case of these
athletes, the reduction in HRV prior to competitipossibly reflects the HRV response
to consecutive days of high intensity training (wét reduction in training volume in the

case of a taper) (Kaikkonen et al., 2008; Seileslt2007) and/or HRV saturation at
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low HR levels (Buchheit et al., 2004) (see sectlah and 4.2, respectively). With just

one study examining the HRV responses of elitedimgginto competition (lellamo et
al., 2002), the optimal HRV response to trainingrntlaad and pre-competition tapers (in

elites) is yet to be fully understood.

6.3.1 HRV and positive adaptation to training

The changes in HRV in response to endurance tgaihisve been extensively
studied. In sedentary and recreationally-trainedividuals, endurance training for 2
(Lee et al., 2003), 6 (Mourot, Bouhaddi, PerreyuiRon, et al., 2004; Yamamoto et al.,
2001), and 9 (Buchheit, et al. 2010) weeks has Bbeewn to induce parallel increases
in aerobic fitness and HRV. For example, Buchhaital. (2010) showed that
improvements in maximal aerobic running speed d@him run time had moderate (r =
0.52 (confidence intervals (CI) 0.08; 0.79) andg¢éar = —-0.73 (Cl -0.89; -0.41))
correlations with increases in resting HRV, respett. While this is the typical
response shown in sedentary and recreationallyedaindividuals following a period
of endurance training (Buchheit, Chivot, et al.,1@0 Lee et al., 2003; Mourot,
Bouhaddi, Perrey, Rouillon, et al., 2004; Pichotlet 2002; Yamamoto et al., 2001),
the response in athletes with extensive trainirgionies (e.g., elite athletes) can be
markedly different. In these athletes, the HRV o to training is variable, with
longitudinal studies showing no change in fitnegg.,( maximal oxygen uptake
(VO.may) despite an increase in HRV (Portier et al., 30@hd other studies showing
decreases in HRV despite increases in fitnessafi@l et al., 2002). As such, there is

generally a bell-shaped relationship between vggealhted HRV and fitness.
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6.3.2 HRV and negative adaptation to training

Overtraining is a verb used to describe the prootsadergoing intensified training
to induce possible overreaching. Overreaching sefemla short-term stress-regeneration
imbalance that includes negative outcomes suchaedsed fatigue and reductions in
performance (Meeusen et al., 2006). While overreacts typically believed to be an
important component of the elite athlete trainingle, prolonged overreaching can
push an athlete into a state of non-functional ®@amhing (NFOR), which is associated
with reductions in performance ability that do mesume for several weeks or months
(Meeusen et al., 2013). To date however, studiasththve examined changes in HRV
with NFOR/OT have revealed equivocal findings, withreases (Hedelin, Wiklund, et
al., 2000), decreases (Hynynen et al., 2006; Uosia al., 2000) and no changes
(Bosquet et al., 2003; Hedelin, Wiklund, et al.0@0Uusitalo et al., 1998a) in HRV
reported. In a case study of an elite cross-couskigr that became OT, Hedelin et al
.(2000) showed reduced competition performancelewered profile of mood states,
along with substantially increased HRV. Converselysitalo et al.(2000) showed that
OT was associated with decreased HRV in enduramicletes undergoing heavy
training over a 6-9 week period. Hedelin et al.@08lso reported unchanged HRV in
elite canoeists, despite decreased run time tguiatand reducedO.nmax However, the
inconsistent findings shown between HRV and OT/NRORate are likely due to the
methodological approach adopted (see section 3)dafidulty with discriminating
between the different stages of the OT process @@gytraining, overreaching, NFOR
and OT syndrome) (Meeusen et al., 2013; Halson &kekedrup, 2004). This is
particularly evident in studies that have purposetiuced overtraining,(Baumert et al.,

2006; Bosquet et al., 2003; Hedelin, Kentta, et2000; Uusitalo et al., 1998a) which
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unlikely reflects real-life training conditions (KBan & Jeukendrup, 2004; Meeusen et
al., 2013). Finally, the possibility that two type OT may occur in athletes
(parasympathetic vs. sympathetic; (Kuipers, 1998jpkrs & Keizer, 1988)) may

further contribute to the equivocal research figdishown.

6.3.3 Literature summary

It has been suggested that increases and decrea$tRV are associated with
positive (Atlaoui et al., 2007; Buchheit, Simpsehal., 2011; Garet et al., 2004, Lee et
al., 2003; Mourot, Bouhaddi, Tordi, et al., 2004sterinen et al., 2011) and negative
(Hynynen et al., 2006, 2008; Uusitalo et al., 20@@xaptation to endurance training
regimes, respectively. However, the bell-shapeaticaiship typically apparent between
both HRV and training load (lellamo et al., 2002akaki et al., 2003a; Manzi et al.,
2009; Pichot et al., 2002), and HRV and fitnesss(®t et al., 2007; Buchheit, Al
Haddad, et al., 2011; lellamo et al., 2002), itesliand athletes with extensive training
histories, makes it difficult to practically use MRo maximise training in these

populations.

6.4 Methodological consideration with the assessmieof HRV

Indices of HRV display a naturally high day-to-degriation (Al Haddad et al.,
2011). We have recently suggested that both enwiemtal factors influencing
measurement ‘noise’ and acute changes in homesstasi contribute to discrepancies
in interpretation when a single data point is umdanalysis. When HRV is used to
assess changes in both negative (Plews et al.,) 201 positive adaptatio(Plews,
Laursen, Kilding, et al.,, 2013), both weekly (Plees al., 2012; Plews, Laursen,
Kilding, et al., 2013) and 7-day rolling (Plewsagt 2012) averages have been shown to
provide better methodological validity comparedhamlues taken on a single day. For

example, when HRV data points were averaged ovewekk, a meaningful
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representation of training status was apparentNF@R elite athlete (e.g. worthwhile
reductions in weekly-averaged HRV were observed dnking the period of NFOR)
(Plews et al., 2012). Comparatively, when singlg da@ues were used for analysis, the
HRV data were misleading (i.e., worthwhile redueian HRYV indicative of NFOR
occurred when the athlete was training and perfogneiffectively). Conversely, when
percentage changes in 10-km running performance werrelated with percentage
changes in HRV, very-large relationships were oletrwhen HRV values were
averaged over one week (r = -0.76 (CI -0.92; -0.®&) not when using single day
values (r = -0.17 (CI -0.66; 0.42) (Plews, Laurd€itding, et al., 2013). This suggests
that averaged morning resting HRV data provide aenumnsistent representation of
actual changes in an athlete’s autonomic balantle training compared to a single
isolated value. Most recently, morning resting HRMs shown to deviate little,
irrespective of the prior day/s training, when p@si adaptions to training occur in

well-trained individuals (Stanley, Peake, & Buchh2012).

Another methodological issue apparent within therditure is the variety of HRV
indices that have been used to assess autononalacea|TaskForce, 1996). It has been
shown that time domain indices of HRV have a lowguical error of measurement
(when expressed as a coefficient variation (CvV@ntlother spectral indices of HRV
(e.g. the natural logarithm of the square roohefinean sum of the squared differences
between R-R intervals (Ln rMSSD), CV = 12.3%; noliseal high frequency power
(HFnu), CV = 52.0%) (Al Haddad et al., 2011). Wagest that practitioners and
researchers using HRV measurements to evaluatengaadaptations choose just one
vagally-derived HRYV variable for assessment. Wdegoren rMSSD, as it is the most
practically applicable HRV index for a number ofisens. First, Ln rMSSD is not

significantly influenced by breathing frequencyik@ other spectral indices of HRV,
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and is therefore more suited to ambulatory meaqiesttila et al., 2001b). Second, Ln
rMSSD can capture levels of parasympathetic agtawter a short time frame, which is
more convenient for athletes that have limited titmeacquire a reading (Hamilton,

McKechnie, & Macfarlane, 2004). Last, Ln rMSSD weducan be easily calculated in
MS Excel using R-R intervals (Aubert et al., 2008).our opinion therefore, the

equivocal findings apparent throughout the HRVréitare are likely due to the large
day-to-day variation in HRV and the variety of HR\ices used for analysis that are

more prone to errors.

6.5 The relevance of HRV in elite athletes

Training programs of elite athletes typically catsif periods of high training loads
with limited periods of rest and recovery (Fiskeastl & Seiler, 2004; Laursen, 2010).
Such athletes are always pushing the boundary ketdnctional and NFOR in an
attempt to gain the greatest possible fitness Idvetpite this, published data in elite
athletes is rare, with most HRV research to dat®luing recreational/well-trained
subjects (Buchheit, Chivot, et al., 2010; Lee et 2003; Manzi et al., 2009; Mourot,
Bouhaddi, Perrey, Rouillon, et al., 2004; Pichotlet 2002; Yamamoto et al., 2001).
Due to genetics and training history (Tucker & @] 2012), elite athletes may
respond differently to training stresses and sulxseigrecovery (Barnett, 2006). In the
following sections, we describe some of the diffiéddRV profiles of elite athletes we
have observed, and how these fluctuations may flextige of training adaptation and

the ability to perform at peak levels.
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6.5.1 HRV profiles in elite athletes

A common misconception made by sports practitioneing HRV to assess
ANS status is that there is a direct linear reteglop between vagal-related indices of
HRV and the parasympathetic influence on heart (&at). In reality, however, the
relationship is quadratic (Goldberger et al., 1994|dberger et al., 2001) (see example
in Figure 12). This means that at both low (high)lRd high (low HR) levels of vagal
tone, vagal-related HRV indices are reduced. BRstance, while well-trained athletes
generally present both a low resting HR and ina@eéa$RV indices, a reduced HRV has
also been observed in many athletes with a lowngdtR (Kiviniemi et al., 2004).
This reduction of HRV at low HR is related to tleet that vagal-related HRV indexes
more reflect the magnitude of modulation in pargsgthetic outflow as opposed to an
overall parasympathetic tomer se(Hedman, Hartikainen, Tahvanainen, & Hakumaki,
1995). The underlying mechanism is likely the sation of acetylcholine receptors at
the myocyte level: a heightened vagal tone may gseto sustained parasympathetic
control of the sinus node, which may eliminate megpry heart modulation and reduce
HRV (Malik et al.,, 1993). This is an important cateyation for practitioners using
HRV to assess training status in elites, who typidaave a low resting HR, undergo
high training loads and are therefore prone toradtin (Buchheit et al., 2004;
Sacknoff, Gleim, Stachenfeld, Glace, & Coplan, )99Eor example, during different
phases/loads of training, reductions in HRV canuoctheoretically” indicating ANS
stress/INFOR (Borresen & Lambert, 2008; Bosquetl.et2808). However, this trend
should only be interpreted in light of the respeztchanges in resting HR, to assess
whether this decrease can be the result of theagen phenomenon or not. This can be

achieved by using the Ln rMSSD to R-R interval aatiPlews et al., 2012), which
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simultaneously considers changes in both vagal t(ReéR interval) and vagal

modulation (HRV) (Buchheit et al., 2007).

6.0

Saturated

Linear

5.5 4

5.0 4

4.5 4

Ln rMSSD (ms)

4.0

35 T T T T
800 1000 1200 1400
R-R interval (ms)
Figure 12 Example of the relationship between the R-R irdgkrand the natural
logarithm of the square root of the mean sum ofsiipgared differences between R-R
intervals (Ln rMSSD) in a subject with increasingadbycardia. Here, a saturation of
heart rate variability is seen with long R-R intss Note how at shorter R-R intervals
there is a linear relationship between Ln rMSSDtt@tb line), which becomes

disassociated as the duration of the R-R intermakeases, indicating heart rate

variability saturation.

Figure 13 shows two athletes competing at the sateenational rowing world
cup event (Lucerne FISA World Cup 2012), both vgitipressed HRV values before the
race. However in the case of Athlete A who perfatroptimally (2 place in his event,
0.12% behind the winner), the reduction in Ln rMS@BIling below the smallest
worthwhile change (SWC); see (Hopkins et al., 20018ws et al., 2012)) in the lead up

to the race was a result of HRV saturation (as destnated by the Ln rMSSD to R-R

119



Chapter Six
interval ratio falling below the SWC) and unlikdbtigue (Borresen & Lambert, 2008),

However, Athlete B (performing poorly; 5th placehier event; 1.92% behind the leader
despite being a 2011 world championship medalimtiirred reductions in Ln rMSSD
and increases in the Ln rMSSD to R-R interval rasiaggesting both a loss in vagal
tone and modulation. This was likely due to poondtion to her training load

(NFOR) and sympathetic over-activity.

Recently, we have also shown changes in the rakttip between Ln rMSSD
and the R-R interval during effective training aNBOR in an elite female triathlete
(Plews et al., 2012). In this instance, the athiedis saturated when training effectively
and became linear as NFOR manifested. In our opihi@wvever, it is unlikely that
either occurrence predicts NFOR; instead each iddal has their own unique cardiac
autonomic status and HRV relationship (Goldberged.e2001), which is likely related
to situational and genetic factors. Figure 14 reveéhe unique morning resting Ln
rMSSD to R-R interval ratio profile of 4 Olympic é&World champions in the 62-day
lead up to winning their 2011/2012 event. All ateeshow distinctly different profiles,

irrespective of the fact that all athletes execyeld medal winning performances.
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Figure 13 Changes in the natural logarithm of the squam¢ o the mean sum of the squared differences @t R intervals (Ln
rMSSD) and the Ln rMSSD to R-R interval ratio wi®#@% confidence limits (CL) for Athlete A (perforngnwell) and Athlete B
(performing poorly; see text) over a 62-day petilodhe build-up to a key rowing world cup eventaé circular symbols indicate the
weekly average values for both Ln rMSSD and Ln ridS8 R-R interval ratio respectively; while the thaline represents the 7-day
rolling average. The arrows indicate the day offthal (medal) race. The grey shaded area indicdwesndividual smallest worthwhile
change in both values (see methods in referenesvéRtt al., 2012)); the black dashed line represtet zero line of the SWC to indicate
clear/unclear changes when of the 90% CL overldpgKins et al., 2009). * indicates a ‘clear’ chamgdoth weekly averaged values, **
indicate an ‘unclear’ change in both weekly avedaga@lues that are above the SWC in the weeks fwitire race.
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Figure 14: Correlation and 90% confidence limits betweenrthtural logarithm of the

square root of the mean sum of the squared difteeribetween R-R intervals (Ln

rMSSD)and R-R interval length in two 2012 Olympibdapion rowers and two 2011

World Champion rowers taken every morning upon wakn their 62-day build-up to

each pinnacle event. Correlation coefficients waneost perfect (r = 0.91 (confidence

interval (CI) 0.87; 0.94)) and trivial (r= -0.03 1(€0.18; 0.24)) for Olympic Champion

rowers 1 and 2 respectively. Comparatively thedeegawere large (r = 0.67 (Cl 0.53;

0.77) and small (r = 0.25 (CI 0.04; 044)) for Wo@tampion rowers 3 and 4.
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In summary, reductions in HRV have been associatddfatigue and/or NFOR
in recreationally-trained and well-trained subje@srresen & Lambert, 2008; Bosquet
et al., 2008; Hynynen et al., 2008; Uusitalo et 2000). However, conclusions from
past literature reporting isolated HRV values sbdeg viewed with caution (Plews et
al., 2012; Plews, Laursen, Kilding, et al., 2018)e suggest the use of both the Ln
rMSSD (weekly average) and Ln rMSSD to R-R intersatio to correctly interpret
fatigue, or a ‘readiness to perform’ in elite atb&e (e.g. worthwhile reductions in Ln
rMSSD with concomitant increases in the Ln rMSSDRRnterval ratio are more
indicative of fatigue, with decreases in both imdiieg readiness to perform; i.e., Figure
13). Furthermore, the optimal relationship betwelV and R-R interval for training
and performance alone is likely to be individualg(fe 14; i.e. correlated, non-
correlated or saturated (Kiviniemi et al.,, 2004)his implies that longitudinal
monitoring and an understanding of a particuladesd#fs response to training and
competition (i.e., recognizing each athlete’s oplinhn rMSSD to R-R interval
fingerprint) is needed before this relationship dan useful enough to assist with

training prescription.

6.5.2 Changes in HRV and performance in elites
As mentioned previously, studies have shown thainduintense training

periods, vagal indices of HRV decrease acutely,rabdund beyond their pre-training
level during subsequent recovery or lighter tragnperiods (Atlaoui et al., 2007; Garet
et al., 2004; Hautala et al., 2001; lellamo et2002; Pichot et al., 2000). The rebound
of HRV has been shown to be associated with imptg@erformance in recreationally-
trained and well-trained athletes (Atlaoui et 2DQ7; Garet et al., 2004). However as
mentioned in “HRV is response to training loadhe tbell-shaped relationship between

fitness and HRV sometimes apparent in both elitesathletes with extensive training
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histories means that making this assessment is of@kéenging. Figure 15 shows Ln
rMSSD values in three elite rowers during theirgamation for the 2011 World Rowing
Championships and 2012 London Olympic Games. Eddhta won their event. Over
this 62-day period, training was at a high intengidJ Plews, personal observations)
with training volumes reaching 17 hr 21 min + 3Birmin/wk (2011) and 16 hr 44 min
= 5 hr 05 min/wk (2012). In these athletes, HRV epatly increased in the week(s)
before each event (going above the SWC; 4 out pbiéts being “clear” 1-3 weeks
prior to the event), before the values decreaseatigbtly lower levels (generally within

the SWC) before the race.

As such, it appears that for elite athletes, irm@ean HRV in the weeks before their
event, during their highest training loads (Figurf®), are likely associated with a
positive performance outcome. This may indicatathtete is ‘coping’ with the applied
training load and is making positive adaptationsn¥&rsely, lellamo et al. (2006)
reported small, non-significant decreases in HR¥fij@s in Olympic rowers during
strenuous training, which is likely due to the végg history of intensive training and
small (undetectable) changes in fitness. It is ipbsshowever, that the use of
“individual” SWCs may permit a better representatad meaningful changes in HRV

in elites for the purpose of monitoring and assesadaptation.

The fact that HRV values declined as competitioprapched is in agreement with
other studies, in that lower levels of HRV prior dompetition tend to be associated
with superior performances (lellamo et al., 200n¥ et al., 2009). As such, it is clear
that in these athletes, that are the best in thidved their event, a high HRV does not
necessarily imply superior fitness (Atlaoui et 2D07; Garet et al., 2004; A. Hautala et

al., 2001; Pichot et al.,, 2000) and/or performa(&aoui et al., 2007; Garet et al.,
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2004). The reason why HRV reduces to lower values po competition, from both a

physiological and performance perspective, is umknoHowever, as mentioned, a
lower HRV does not necessarily imply fatigue (isaturation), and is therefore unlikely
to ‘rebound’ in elites when training load is reddcand freshness increased.
Furthermore, tapers leading into competition tylbyceonsist of reductions in training

volume with the maintenance of intensity (Mujika at, 2000). The reduction in

training volume might elicit lowered blood plasmauwme, and in turn, HRV (Buchheit,

Laursen, et al., 2009; Convertino, 1991). Howetee, maintenance of high intensity
exercise during the taper should, in theory, atsmtiRYV reductions (Kaikkonen et al.,
2007; Kaikkonen et al., 2008; Seiler et al., 200&nother possible explanation for the
reduced HRV observed around the time of competitioelites may be due to pre-
competition stress. However, changes in parasyrapatactivity have not been shown
to be associated with pre-competition anxiety &®ib et al., 2003), and the HRV
values reported here (Figure 15) have all beenageer over 7-day periods to reduce
noise. From a performance perspective, the higlaekdround of parasympathetic
activity that is associated with intensified traigiloads (Buchheit et al., 2004) may
compromise cardio-acceleration during exerciseiete limiting oxygen delivery and

performance (Parouty et al., 2010).
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Figure 15: The morning resting weekly averaged values ofrthwiral logarithm of the square root of the meam %i the squared

differences between R-R intervals (Ln rMSSD) wil?® confidence limits (CL) over a 62-day period legdup to the 2011 World

Rowing Championships and 2012 London Olympic Gamehree elite rowers. All athletes won their etgeand the performance was
perceived to be optimal. The black circles indidhteweekly averaged Ln rMSSD value, while the blare represents the 7-day rolling
average. The arrows indicate the day of the finredal) race. The grey shaded area indicates tlindgdodl smallest worthwhile change
(SWC) in Ln rMSSD values (see methods in referdtews et al., 2012)). The black dashed line repressthe zero line of the SWC to
indicate clear/unclear changes when of the 90% @irlaps (Hopkins et al., 2009). * indicates a ‘clednange in weekly averaged Ln
rMSSD values, ** indicate an ‘unclear’ change ie theekly averaged Ln rMSSD values that are abov&SWC in the week/weeks prior

to the medal race
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Additionally, increases in sympathetic activity baween linked to improvement
in peripheral adaptions such as faster time to peafue.(Hedelin et al., 2001)
Therefore, it is reasonable to assume that thecestlbackground of parasympathetic
activity/increases sympathetic activity (lellamoatt, 2002; Manzi et al., 2009) that
occurs during the taper may reflect increased hiness’ (Bannister, 1991), and
readiness to perform. However, more research idate® establish why HRV changes
in this manner during the lead-up to competitionelites, and what magnitude of

change may predict ‘detrimental’ or ‘optimal’ pemfwance.

6.6 Conclusion

The measurements of vagal-related indices of HRWare promising tools for
the monitoring of training status in endurance &pafowever, it is clear that HRV
responses are individual and dependent on fitreasd bnd training history. As such,
and although the data presented in this paper éocus elite athletes, the HRV
response in any athlete with a long history ofnirag will likely be similar to that
reported here (moderately-trained or elite). Acowly, it is important to be aware of
the different responses of these variables anditilete being monitored. In this current
opinion, we suggest that longitudinal monitoringaquired to understand each athlete’s
optimal HRV to R-R interval fingerprint (i.e., Figrz114). The possible indices of HRV
that are practically useful for monitoring trainistatus in elite athletes include weekly
and 7-day rolling averaged Ln rMSSD, and the Ln 8@S0 R-R interval ratio, using
the individual SWC to represent a meaningful chandatigue and/or fithes@lews et
al., 2012). Further, we encourage practitionergs® just one HRV index for analysis;
research suggests Ln rMSSD provides the most feliabd practically applicable
measure for day-to-day monitoring. In the caselitd athletes, increasing HRV values

(as competition approaches) may be a sign of pesddaptation and/or coping with
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training load, while reductions in HRV in the weakys before pinnacle events may

represent increasing freshness and readiness farmpefFurther research is needed to
confirm this initial finding and gain a clearer w@ndtanding of how changes in HRV
relate to training intensity distribution (Seildrad., 2007), as well as to describe further

the HRV trends for elite athletes leading into majompetition.
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7.1 Abstract

Purpose: Elite endurance athletes may train in a ‘polaridadhion, such that their
training intensity distribution preserves autononbelance. However, field data
supporting this is limitedMethods. We examined the relationship between heart rate
variability and training intensity distribution Brelite rowers during the 26-week build-
up to the 2012 Olympic Games (2 won gold and 2 womnze medals). Weekly-
averaged log-transformed square root of the mean stithe squared differences
between R-R intervals (Ln rMSSD) were examinedhwespect to changes in total
training time (TTT) and training time below thesfilactate threshold (<L, above the
second lactate threshold ()T and between LTand LT, (LT;-LT,). Results: After
substantial increases in training time in a paldicdraining zone/load, standardized
changes in Ln rMSSD were +0.13 (unclear) for TT0,20 (51% chance increase) for
time <LTy, -0.02 (trivial) for time LT-LT,, and -0.20 (53% chance decrease) for time
>LT,. Correlations (£90% confidence limits) for Ln rMBSvere small vs. TTT (r =
0.37 £0.8), moderate vs. time <LTr =0.43 +0.10)), unclear vs. LLT, (r = 0.01
#0.17)) and small vs. >LI{r = -0.22 £0.5)Conclusion: These data provide supportive
rationale for the polarised model of training, sihmyvthat training phases with
increased time spent at high-intensity suppresasgarpathetic activity, whilst low-
intensity training preserves and increases it. chsperiodised low-intensity training

may be beneficial for optimal training programming.

7.2 Introduction

Successful training programs for elite enduranddetds typically involve
relatively long periods of high training loads wéedhe stress/re-generation balance is
challenged (Seiler & Kjerland, 2006). The ability distribute this training intensity
optimally may be important to maximise adaptatiathaut developing non-functional
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overreaching (Fiskerstrand & Seiler, 2004). Two tipgactice endurance training
theories are thought to exist (K. S. Seiler & Kamd, 2006). These include the
thresholdmodel of training, where athletes tend to traedaminantly between the first
and second lactate thresholds (Londeree, 1997) ttemgolarised model of training,
with athletes performing 75-80% of their trainingldow the first lactate threshold, and
the balance above the second lactate thresholthgSker et al., 2000). Although the
threshold model of training may induce significgttysiological improvements in
recreational and untrained athletes (Gaskill et28101), the polarised model of training
appears to be a more effective strategy used arhehtgs and well-trained endurance

athletes (K. S. Seiler & Kjerland, 2006),

The autonomic nervous system is an important réguteF homeostasis during
periods of high training loads (Plews et al., 2062S. Seiler & Kjerland, 2006). The
cardiac autonomic nervous system, as measurededd hate variability (HRV), can
show large reductions during such training, indueabf non-functional overreaching
(NFOR) and/or overtraining (Plews et al., 2012). #&sch, the ability to preserve
autonomic balance in elite athletes via the maxatros of the training intensity
distribution may be important. It has been suggkethat exercise intensity is the key
determinant of acute cardiac parasympathetic sapjgne, and may therefore be an
important variable to consider when looking to ppse the day-to-day training
distribution (Seiler et al., 2007; Stanley et 2D13). For example, Seiler et al.(2007)
suggested that the first ventilatory threshold {MThiay demarcate the ‘binary’ threshold
for ANS recovery, by allowing elite athletes to ggeve autonomic balance by
performing large training volumes at exercise iste@s below VT (in line with the

polarised model of training). This preservationtloéd ANS is thought to subsequently
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allow for “maximal sympathetic mobilization” duringgh-intensity efforts (i.e. above

VT,), yet still permit achievement of high traininglwmes.(Seiler, 2010)

While a laboratory-based study by Seiler et(2007) using the cardiac ANS
response to acute exercise in elite athletes pesvisupportive rationale for the
polarisedmodel of training, data from elite athletes workthgough multiple training
cycles towards key events is lacking. Trainingaing exercise intensities in isolation
may elicit different effects on ANS balance (Seéeal., 2007; Stanley et al., 2013), but
in reality, this seldom happens in actual trainilmgthe daily training life of the elite,
athletes will often perform both low (below YTand high intensity (above M)
training sessions in the same day, or even indh@draining session. Thus, examining
Seiler's hypothesis using data from an elite colartathletes working towards a
pinnacle event is needed to examine this theorytiWeefore longitudinally monitored
the morning resting HRV and training distributiom mine elite rowers during their
build-up to the 2012 London Olympic Games. In dasiag our aim was to examine the

interaction between HRV and training intensity/load

7.3 Methods
Subjects

Nine elite heavyweight rowers (4 female: mass #4116 kg, height 178.8 + 5.9
cm; 5 male: mass 95.0 £ 5.9 kg, height 191 £ 6.0)) wre monitored in the 30 £ 2
week build-up to the 2012 London Olympic Games.e phblication of this data was

also approved by the Human Research Ethics ConemuftAUT University.
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Intensity zone determination

At the start of the monitoring period, all athletasderwent a progressive
exercise test to assess first (L &nd second (LJ) lactate thresholds. The incremental
exercise test was performed according to the Alimtrarowing physiological
assessment guidelines (Hahn, Bourdon, & TannerD)2Gff which all athletes were
well accustomed to. Here, the starting power ougnd step increments were chosen
based on each athlete’s personal best time recavded 2000m performed on the
Concept Il ergometer. The drag factor on the rovergpmeter was adjusted to match
the gender of the rower (heavyweight female = 1f@sy heavyweight male = 130
units), as per Rowing New Zealand standards. Stshjperformed 7 X 4-min
incremental steps, with the last step being arowtlleffort. Rowers were asked to
maintain their target power output during each siiejhe test. All stages were followed
by 1 min of passive rest during which an earloballeaty blood sample was collected
to determine blood lactate concentration (Lactake Rrkray, Japan). Both LiTand
LT, were determined via the modified D-max method (Blévet al., 2007), as

calculated via a software package (ADAPT V3.8; Aalgn Institute of Sport).

Training data analysis

All training sessions (rowing and cross-traininggrev recorded via a heart rate
monitor (Polar RS800cx, Polar Electro, Kemple, &ml) and downloaded via the
relevant software (Polar ProTrainer 5 — versiorD3.42). Training intensity was based
on heart rates (HR) at LTand LT, determined during the progressive exercise test.
Every week, the total average time recorded in eame was calculated using the
function available on the Polar ProTrainer softwareich determined the actual time in
each zone (hours: min: sec). Training variablesvieoken down into the total training

time (TTT), time spent at a HR below LT<LT;HR), time spent in the HR zone
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between LT and LT, (LT:-LT>HR) and time spent at a HR above,L(PLT,HR). If

more than one entire training day was not recordesd week, that week was removed
from the overall analysis. Training time spent <I0nin* was also excluded from
analysis.

Training load was calculated via the HR trainirigess score method using
Trainingpeaks.com.(www.trainingpeak.com) This isH&-derived TRIMP measure
(Bannister, 1991) which has recently been usedu@niify endurance training load

(Wallace, Slattery, & Coutts, 2014).

Heart rate variability recordings

Heart rate variability was measured upon wakingRAR series recorded using
the same Polar RS800cx HR monitor. Athletes wesgruoted to leave both HR
monitor watch and electrode strap by their bedgdeh evening to ensure minimum
disturbances when applying the apparatus. The Briessdata was then analysed using
the ProTrainer Polar 5 software (version 5.40.Hdlar Electro) Occasional artefact-
noise was automatically replaced with the interfgalaadjacent R-R interval values
using the software (filter power = moderate; minimprotection zone = 6). The square
root of the mean sum of the squared differenceswdmt R-R intervals
(rMSSD)(TaskForce, 1996) was calculated duringl#s¢ 5 min of 6 min supine rest
recording. HRV analysis was limited to rMSSD sintereflects vagal activity
(TaskForce, 1996) and has much greater reliabihgn other spectral indices (Al
Haddad et al., 2011), particularly during ‘free-numg’ ambulatory conditions (Penttila
et al., 2001b). The rMSSD values were averaged aveiweek period, as this better
represents changes in the autonomic nervous systémntraining (Plews et al., 2012;
Plews, Laursen, Kilding, et al., 2013). If athletessed more than three days of HRV

recording in a week, the data point was removedftbhe overall analysis (Plews,
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Laursen, Le Meur, et al., 2013). The total amouniveeks used for analysis of each
rower was subsequently matched in order for edaletatto have the same number of

weeks used in the data analysis.

Statistics

Data are presented as means, standard deviati@saf@ 90% confidence
limits (CL). To take into account individual diffemces, all data (HRV and training)
were log-transformed. To assess when substantiglyer amounts of time per week
were spent at a particular training intensity (@ad), each training variable for each
individual athlete was ranked from highest to lowd$he Ln rMSSD values for the
highest four data points of each individual's 26ekw@eriod (for each training variable)
were averaged and compared with the average ahdinadual’'s remaining Ln rMSSD
values. If the subsequent data point (data poimes) similar to the fourth (within 1%),
this was also included. This procedure was repdateghch training variable. Four to 5
data points was chosen as it represented the tegogcof all 26 data points (13-16%).
Furthermore, this resulted in all standardisededgihces (‘normal’ to ‘high’) for each
training variable to be similarly classified asgar(Hopkins et al., 2009). These data
were then further analysed using a modified stesisispreadsheet (Hopkins, 2006),
which calculates the standardised differences/amray effect sizes (ES, 90% CI).
Threshold values for ES statistics wet@.2 (trivial), >0.2 (small), >0.6 (moderate),
>1.2 (large), >2.0 (very large). The smallest watilte change (SWC) was also
calculated using the between-athlete standard gleviaf only the averaged “normal”
training variable (e.g., 0.2 multiplied by the beem-athlete SD of the average Ln
rMSSD values during “normal” training only, carriedit individually for total time,
<LT,;, LT;-LT,, >LT, and training load). This was calculated in order assess

substantial changes in Ln rMSSD after considerdbfger amounts of time within
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particular training variables (Hopkins et al., 2D0Quantitative chances of either higher
or lower Ln rMSSD values after a greater amounttimle at a particular training
intensity/load were also evaluated qualitativelyf@tows: 25-75% possibly, 75-95%
likely, 95-99% very likely, >99% almost certain. titie chance of higher or lower

differences was >5%, then the true difference vgasssed as unclear.

Pearson’s correlation was used to establish tteioakhips between HRV and
training variables (i.e., time below L Tetc.) taken as a percentage difference from the
average of the variable measured over the entiiaiig period. The r values were
calculated individually, and then the average bsabjects was taket.We chose this
method as each subject trained slight differentbta( hours in zone etc.), and had
different inherent rMSSD values. To evaluate tHeemer predictor models (linear
model), partial correlation coefficients were als®d to assess the relationship between
the training variables (time spent belowHR, time spent between LLT,HR, and
time spent above LLHR only) and HRV, while controlling for the effecf other
training variables (i.e. the unique relationshipghe assessed variable). Subsequently, a
three-factor multiple-regression model of eachnirey variable was computed to
determine the predictors of all three variabledH6tV. The magnitude of correlation (r
(90% CI)) between HRV and the training variable veasessed with the following
thresholds: <0.1, trivial; <0.1-0.3, small; <0.%0moderate; <0.5-0.7, large; <0.7-0.9,
very large; and <0.9-1.0, almost perfect (Hopkihsle 2009). If 90% CI overlapped
small positive and negative values, the magnitudecarrelation was deemed
‘unclear’.(Hopkins et al., 2009) Multiple and paitregression analysis was carried out

using SPSS 19 (SPSS Inc, Chicago, USA).
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7.4 Results

Each athlete had 26 weeks of training and HRV tlada could be used in the
overall analysis; this allowed for an equal numifedata points across all nine subjects.
The average weekly training hours across all nimeers during this period was 17 h 46
min £ 4 h 23 min. Of this time, 77.3 = 12.7% wa®sp<LT;HR, 16.9 =+ 11.2%
between LT and LT, and 5.8 + 4.4% >LJFHR. The average weekly training load was
905.3 = 258.3 arbitrary units (AU). All performarscat the Olympic Games were
perceived as optimal by athletes and support teath,two athletes winning gold, and
two athletes winning bronze medals. The remainivig dnd three athletes placed in the
‘A’ (4™ and &") and ‘B’ finals (8th).

Mean values of ‘normal’ vs. ‘*high’ amounts of tirapent in a particular training
zone/load are presented in Table 9. These chamgés rMSSD after substantially
greater time at a particular training zone/load expressed as standardised differences
(effect sizes (ES), Figure 16). Large increasdsme spent at a low intensity (<LAR)
and high intensity (>LFHR) resulted inpossiblesmall increases (ES +90% CL: 0.20
+0.07; 51/49/0) and decreases (-0.20 £0.06; 0/475&n rMSSD. Conversely, large
increases in total training time and training loadulted invery likelytrivial changes in
Ln rMSSD (0.13 £0.07; 5/95/0 for total training ®n0.09 +0.09; 3/97/0 for training
load). Last, large increases in time spent betweeALT,HR resulted inmost likely

trivial changes in Ln rMSSD (-0.02 +0.06; 0/100/0).
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Table 9: Mean values of ‘normal’ vs. ‘high’ amounfgime spent in a particular
training zone/load

Training variable Normal training  High training Standardised
duration/load duration/load difference ‘normal’ vs.
(hh:mins £ 90% CI) (hh:mins £ 90% CI) ‘high’
(= 90% CI); rating

Total training 16:00 (14:43; 19:32 (18:17; 1.60 (0.63; 2.58);

time 17:18) 20:48) large

<LT1 11:32 (10:15; 15:57 (14:31; 1.70 (1.16; 2.24); large
12:49) 17:23)

LT1-LT2 2:07 (1:36; 2:38) 3:53 (3:08; 4:38) 1.5132; 1.71); large

>LT2 0:43 (0:24; 1:01) 1:19 (0:56; 1:42) 1.21 (Q.849); large

Training load 764.1 (667; 861.1) 1047 (923.9; 1169) 1.35 (0.885) large
(AU)

Values are means with 90% confidence intervals. (GBining zones/variables are total
training time, time below first lactate threshotd T ;) heart rate, time training between
LT, and LT, heart rates (LFLT>), time training above the second lactate threshold
(>LT>) heart rate, and training load.

The data for zero-order and partial correlations gresented Figure 17.
Additionally, the individually correlation data ftine training variables is also presented
in Table 10. For zero-order correlations, there ewemall positive and negative
relationships between changes in total traininget{m+90% CL = 0.37 £0.09) training
load (r = 0.23 #0.16), time spent >HR (r = 0.22 +0.05) and Ln rMSSD.
Alternatively, there was a moderate relationshippveen changes in time spent at a low
training intensity (<LTHR) and Ln rMSSD (r = 0.43 £0.09). The relationshgiween

changes in time spent between HdT,HR and Ln rMSSD was unclear (r = 0.01

+0.17). These relationships were similar for bo#nozorder and partial correlations.
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Figure 16: The mean standardised change in Ln rMSSD aftestantially greater
periods of time in particular training zones ortwitaining load. Error bars indicate
uncertainty in the true mean changes with 90% denfite intervals; if error bars
overlap the opposing positive of negative trivilkesholds, changes are deemed
unclear. Values to the right indicate an increagiggreas values to the left indicate a
decrease in Ln rMSSD. The shaded area represémigaheffect size (see “Methods”).
Training variables are total training time, timeesp training below the first lactate
threshold (LT) heart rate, time spent training above the sedactdte threshold (L)
heart rate, time spent training between the hmd LT, heart rates (LTto LT,) and
training load. Quantitative chances of change antified qualitatively in the text to

the right (see “Methods”).
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7.5 Discussion

The present study is the first to show the intéoadbetween cardiac autonomic
balance and the distribution of training intengityelite athletes. The present study is
particularly unique due to the fact that the data ecologically valid (not lab-based),
and obtained in very high calibre athletes who sgbsntly won Olympic medals.
Although there was no controlled performance triateed in the study, the ideal
performance outcomes achieved at the Olympic Gaumggest that training preparation
was optimal. While effect sizes and correlationsravall only small-to-moderate
(“possible” increase/decrease), there was a “claasbciation between increases in Ln
rMSSD and time spent <LHAR, and conversely, a “clear” association betwesmel
Ln rMSSD values and greater amounts of time spéft,BR. Indeed, small clear
increases and decreases in Ln rMSSD were onlyafeamsubstantially greater amounts
of training time <LTHR (Figure 16). Whilst acknowledging that the dpadive
inferences for increases and decreases were oodgilge’ (51/49/0 for <LJHR and
0/47/53 for >LHLHR), all nine athletes showed positive relationshietween the
change in HRV and time spent <JHR, and negative relationships with HRV and time
spent >LBHR (Table 10). Last, as both zero-order and paréigiessions were similar
(Figure 17), these relationships appear to occdependently of time spent in other
training zones (e.g. the effect of time spent IR on HRV was independent from

time spent <LTHR).
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Individual and overall relationship between heart rate variability (Ln rMSSD) and each training variable

Athlete Athlete Athlete Athlete Athlete Athlete Athlete Athlete Athlete

Variable 1 > 3 4 5 6 7 8 9 Average r Rating

Total Time r 0.55 0.34 0.40 0.22 0.18 0.21 0.36 0.52 0.50 378( 0.45) Small
Time below LT1 r 0.54 0.36 0.31 0.40 0.23 0.34 0.43 0.62 0.66 04®( 0.52) Moderate
Partial r 0.48 0.30 0.29 0.55 0.08 0.38 0.47 0.56 0.66 D421( 0.53) Moderate

Time between LT1 r 0.13 0.23 -0.14 0.13 0.25 -0.32 0.00 0.26 -0.50 1@0.16;0.17) unclear
and LT2 Partial r 0.07 0.18 -0.16 0.43 0.15 -0.28 0.09 0.11 -0.34 3@:0.12; 0.18) unclear
Time above LT?2 r -0.16 -0.21 -0.19 -0.18 -0.14 -0.35 -0.14 -0.36  240. -0.22 (-0.27;-0.17) Small
Partialr  -0.12 -0.17 -0.16 -0.47 -0.10 -0.31 -0.26 -0.15 160. -0.19 (-0.28;-0.09) Small

Training load r 0.47 0.58 0.48 -0.22 0.21 0.04 0.17 0.35 0.12 0A3W; 0.40) Small

Table 10: Zero-order and partial-order correlations for eaming variable with 90% confidence limits. Taig time below the first lactate

threshold (LT) heart rate, training time above the second ladtaeshold (L%) heart rate, and training time between, lahd LT, heart rate (LTto

LT,) were included in the multiple regression modetdéd entry model) for its associated correlatioafiicient (r (90% confidence limits)). The

overall r for the multiple regression was r = Ol&rge), 0.43; 0.60)).
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It is important to note that training intensity wgeverned by rowing stroke rate
prescriptions and not HR during this 26-week obsgon period. As such none of these
athletes were given instruction by their coachréantin a particular HR training zone,
and only naturally appeared to fall into the paad model of training (77.4% <LAR/
12.7% LT-LT,HR/ 5.8% >LTHR). This is in line with other studies(Fiskersulag&
Seiler, 2004; K. S. Seiler & Kjerland, 2006; S. |I8gi showing elite athletes
successfully training in accordance with the pslkdi model of training, rather than the
threshold model, as described previously (Steinaekal., 2000). In the present study,
training time spent between L-LT,HR is slightly higher than previously reported in
rowers (e.g. 75-80% <LHR, 10-20% >LTFHR) (Steinacker et al., 2000). However, it
is well known that the HR lag apparent with the amencement of intense (or interval)
exercise (Cerretelli & Di Prampero, 1971) likelyeogstimates the metabolic work
performed between LILT,HR, and underestimates the amount of time spenteabo
>LT,HR. It is therefore possible that the training lattion with respect to external
power production was more polarized than that aleskwith these HR measures.

Time spent below LAR

The relationships shown between the higher Ln rMS@es and the greater
amounts of training time spent <{HR (Figure 16 and Figure 17) is not surprising.
Indeed, low-intensity exercise appears to do litthe affect reductions in cardiac
parasympathetic activity, irrespective of the tiagnduration.(Stanley et al., 2013)
Furthermore, given that HRV recordings in this stedcurred every morning (rather
than immediately post-exercise), Ln rMSSD was ikl have rebounded above pre-
existing levels before the subsequent HRV recordouds place (Stanley et al., 2013).
This is particularly the case in Olympic athletedjo are more resilient to exercise
stress and have faster cardiac autonomic recovdautéla et al., 2001). Whilst

acknowledging that these relationships are onlyllsitie physiological processes that
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are responsible for the possible increase (‘rebdundvagal-related HRV measures

after low-intensity exercise are likely two-fold.

Zero-order correlation of HRV to weekly training load and distribution
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Figure 17: Mean correlation coefficient (upper panel) andtiphicorrelation (lower
panel) with 90% confidence intervals for the petaga change from the mean for Ln
rMSSD and training time with zones/load values. Hmaded grey area represents
trivial correlations. Training variables are totalining time, time spent training below
the first lactate threshold (LY heart rate, time spent training above the sedaciate
threshold (LTE) heart rate, time spent training between the &id LT, heart rates (LT

to LT,) and training load. Partial correlations are aidsfor time spent in the

respective two training zones.
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First, such elite athletes likely have less blooetaholite accumulation at the same
relative exercise intensity and hence less paraatmpc suppression post-exercise
(Buchheit, Duche, Laursen, & Ratel, 2010). Secah&, known increase in blood
plasma volume (i.e. hypervolemia) following endwarexercise (Pugh, 1969) likely
elicits an increase in parasympathetic activity beroreflex stimulation (Buchheit,
Laursen, et al., 2009). As such, the resultant ¢coation of dehydration-induced
plasma volume super-compensation through extertsameing duration, and lack of
metabolite accumulation, means the rebound in aargiarasympathetic activity is

likely to be maximised.

Time spent betweetT ;-LT,HR

An increase in the time spent training between-LT,HR appeared to have no
effect on Ln rMSSD (Figure 16 and 17). This opposdsmt has previously been
reported by Seiler et al., (2007) who marked, 1aB the binary threshold for cardiac
autonomic disturbances. However, as mentioned @uely, the obvious difference is in
the timing of the HRV recording (immediately posegcise vs. morning resting), and
the uniqueness of these individuals (Hautala et2801). We chose morning resting
HRYV recordings due to the practicality of the meament, particularly during the long
timeframe (26 weeks) that these data were colleted Furthermore, the relative
intensity of this training band may limit increasesparasympathetic activity due to
reduced exercise-induced hypervolemia in compariatth longer time <LTHR;
which is likely due to a combination of metabolié&cumulation and the shorter

duration this training intensity is typically card out for.
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Time spent above LAR

The possible reductions in Ln rMSSD shown afteiqa including a greater
amount of high-intensity exercise was also not ssiy (Stanley et al., 2013), and
somewhat supports the consensus that trainingsityeis the primary determinant of
post-exercise cardiac parasympathetic suppressidthough both standardized
difference and the magnitude of correlations wenals(Figure 16 and Table 10), the
reductions in Ln rMSSD were still clear (53% charmafea decrease in Ln rMSSD;
“possible decrease”) after large increases in itriginime >LT,HR (Figure 16).
Interestingly, the two athletes who had the smaflegelations between Ln rMSSD and
time >LT,HR were the two gold medallist rowers (Table 10hléte 5 and 7). These
smaller magnitudes of correlation were likely doghese athletes having the quickest
cardiac autonomic recovery and therefore the le#®Y suppression the following
morning when the HRV recordings took place. Thishpps reflects their superior
fitness and training status (Hautala et al., 20@¥).aforementioned, the autonomic
nervous system regulates a number of physiologicaesses that are responsible for
returning the body back to homeostasis after eger($tanley et al., 2013). Given that
many of these physiological mechanisms are momnimently elevated (or suppressed)
with higher exercise intensity (e.g. increased 8lagidosis (Buchheit, Duche, et al.,
2010), blood lactate (Buchheit, Al Haddad, et 2011), plasma epinephrine (Perini et
al., 1989), body temperature (Nybo, 2008)) the tialeen to regulate these variables
back to homeostatic levels is accordingly longdaisTs particularly important given the
strong association between elevations in such plogcal processes and
parasympathetic suppression (Buchheit, Al Haddadl.e 2011). Last, it should be
noted that although high-intensity training can oalkave marked effects on

hypervolemia (and in turn cardiac parasympathetiovigy) (Buchheit, Laursen, et al.,
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2009); large and chronic doses of high-intensitgreise likely nullifies any associated

increase in HRV via hypervolemia due to metabolesumulation.

Total training time and training load

Compared with training time spent <{HR alone, changes in total training time
and the average training load had smaller postoreelations with HRV (Figure 17).
Given that total training time and training loadréaspects of both training volume and
intensity, it makes sense that these relationsnipslightly smaller. However, when we
considered the changes in Ln rMSSD after substhntgaeater amounts of total
training time or training load in the present stuthere were unsubstantial, changes in
Ln rMSSD, respectively (Figure 16). Other studiesérshown quadratic relationships
between training load and vagal-related indexddR¥ (Manzi et al., 2009). However,
the correlations in this study were based on péagenchanges rather than HRV vs.
training load directly which possibly explains thentrasting observation (Manzi et al.,
2009). As such, similar to time spent betweenHHR and LTHR, the interactions
between training volume/intensity and the positadaptive responses these athletes

had, likely nullified any potential increases ocdases in HRV.

Practical Application

The findings of this study have a number of imglmas for sports practitioners
and coaches looking to both maximise training lbgddistributing training intensity,
and for using HRV as a tool to monitor training pi@dion. Accordingly, the data has
provided further supportive rationale as to why plodarised model of training is likely
to be a more successful training strategy tharthheshold model (Neal et al., 2013).
Seiler et al. (2006) suggested that the preservaticautonomic balance through low-

intensity training allows for “maximal sympathetmobilization” to be retained and
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utilized during high-intensity training. Potentigll a higher resting cardiac
parasympathetic activity may reflect increased Hiness (at least perceived), and in
turn, the ability to perform interval training warlits at a higher exercise intensity later
in the day/week. This might be achieved throughagnesympathetic mobilization (as
signified by high HR; Stanley et al.,, 2012), potaih¢ eliciting superior training
adaptation (e.g. through greater motor recruitmamtpchondrial biogenesis of fast
twitch fibres, etc., Seileet al., 2006) and parasympathetic suppression giuhe
sessions. As the magnitude of cardiac parasympattedtound is likely dependent on
its suppression during the prior exercise sessaml the extent of the suppression is
dependent on the intensity; Stanley et al., 20t 3)akes sense for such a distribution
of training intensity model to be successful, maarly as the rebound in cardiac
parasympathetic activity also reflects blood plasutdume expansion (Buchheit,
Laursen, et al., 2009). Accordingly, low-intensitgining might not only assist in the
acute regulation/recovery of ANS, but also allowletes to perform large volumes of

training (77% of total volume) with possibly pog&iANS status (Seiler, 2010).

Conclusion

The present study provides evidence that cardi&mnamic balance in
Olympic rowers is possibly influenced by low- ({HR; increases in Ln rMSSD) and
high- (>LT:HR; decreases in Ln rMSSD) intensity training, witital training time,
training load and training time spent between-LT>HR having either small or unclear
effects on this index, respectively. The increaseardiac autonomic balance after low-
intensity training has a number of potential basefhat may work in synergy with
high-intensity training to potentially facilitateugerior training adaptions (e.g. the
maintenance of ANS balance during periods of higbrsity training). Accordingly,

this paper potentially lends further support to tleéion that increases in vagal-related
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HRV during peak volume-based training loads mayabs&gn of positive adaption to
training; reductions as a result of the taper sthtval expected and are potentially a sign
of readiness to perform (Plews, Laursen, Stanldgy,ale 2013). Finally, when
monitoring HRV to assess training adaptation, ihésessary to consider the athlete’s

individual training phase.
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8.1 Summary of findings
Elite endurance athletes are always pushing thedsoies between functional

and non-functional overreaching in an attempt tio ¢jae greatest possible fitness level
(Seiler & Kjerland, 2006). Insight into whether athlete is adapting well to a training
load or approaching non-functional overreachingtasgate however, mostly lacking.

The ability therefore to increase or reduce anete¢hd training in accordance with a
quantitative assessment of an athlete’s individhaaheostatic status would be highly
advantageous and allow more athletes to perforthetio potential. The regular indirect

measurement of cardiac autonomic nervous systetusstesing morning resting heart
rate variability (HRV) represents such a tool, thedctitioner, coach and athlete might
use to maximise training. Unfortunately, a good arsthnding in this area and the
establishment of ‘best practice’ methods is cutyelasicking. The aim of this thesis

therefore was to explore HRYV further in elite atége and develop methods by which

morning resting HRV measures could be used to rootrdining adaptation.

To date, using HRV to monitor training adaptati@annot considered to be
entirely straightforward, as equivocal findings éaween shown with respect to how
HRV responds with positive (Lee et al., 2003; Mdu®ouhaddi, Perrey, Rouillon, et
al., 2004; Yamamoto et al., 2001; Buchheit, Simpsaral. 2010; lellamo et al., 2002;
Manzi et al., 2009) and negative (e.g. non-fun@looverreaching and overtraining)
(Hynynen et al., 2006; Uusitalo et al., 2000; Hed&Viklund, et al., 2000; Bosquet et
al., 2003; Hedelin, Wiklund, et al., 2000; Uusit&lbal., 1998a) adaptation to training.
The disparate findings within the literature maydarisen for a number of reasons.
First, the large day-to-day variation in HRV redagl affects its validity for tracking
changes due to training (Al Haddad et al., 201Eco8d, the quadratic relationship

between HRV and the R-R ratio (Goldberger et 8941 Goldberger et al., 2001)
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complicates these relationships (i.e. between igesiind negative adaptation (Buchheit
& Gindre, 2006)). Third, there is a complex inté¢i@t between training load/intensity
and HRV responses, and these interactions musirisdered within the model (Plews,
Laursen, Stanley, et al., 2013). Last but not |eth&tre is a substantial lack of HRV
studies carried out in elite athletes (Plews, LawyrsStanley, et al., 2013), and
specifically with reference to data obtained in racfical setting with realistically

applicable methodologies.

In light of the limitations identified in the litature, my PhD thesis set out to
answer the following questions, using the studietireed in the previous chapters of

the thesis. These were as follows:

Chapter 3: What are the HRV responses of elite athletes dunaladaptation and how
can these changes effectively be tracked?

Chapter 4: If we know how to effectively track HRV responséiging maladaptation,
are these same methodological approaches appepoidtack positive adaptation to
training?

Chapter 5: Knowing that weekly-averaged HRV values represesu@erior procedure
for tracking changes with training (chapters 3 d@)dwhat is the optimal averaging
methodology needed to effectively evaluate andsasld®V changes with training?
Chapter 6: If we know how changes in HRV can be more effadtitracked, what are
some of the typical HRV responses of ‘real’ eliteletes building up to pinnacle events
with data collected in a practical setting? Alstveg the intricacies of the ANS and

HRV, what else must be considered?
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Chapter 7: Given the complexities of the interactions betwd#RV and training
load/intensity, what are some of the expected absitigat occur in HRV within training

cycles of elite athletes? How can this be useddaitor training effectively?

The following section discusses the findings frdmase studies, and how they

interrelate.

In the first study (chapter 3), the regular mornragting HRV responses of two
elite triathletes over a 77-day period were trackede of these athletes became non-
functionally overreached (NFOR) and raced poorlijlevthe other appeared to cope
with their training load and raced optimally in tea@me triathlon event. It was shown
that both weekly-averaged values of Ln rMSSD amditidividual smallest worthwhile
change (SWC; 0.5 of the coefficient variation fte tfirst two weeks of effective
training) were successful methods for effectivebcking individual changes in HRV,
for both the NFOR and control athlete. Converseifien isolated day Ln rMSSD
values were used for analysis, the assessment QIRN#was often inaccurate. For
example, Ln rMSSD viewed in isolation fell outsioeits SWC irrespective of training
phase (63.6% of total Ln rMSSD points outside tWéCSfor control athlete and 100.0%
for the NFOR athlete during normal training (Figwse (Plews et al., 2012). The
reductions in Ln rMSSD shown during overreaching ot surprising, and are in line
with “sympathetic” type overtraining (Lehmann et, @998; Hynynen et al. 2006;
Uusitalo et al. 2000). The most important outcorhthis study however was that these
changes could be effectively monitored using amayiag methodological approach. It
was proposed that a total of two consecutive wedk3-day averaged Ln rMSSD
values below the SWC would be sufficient to warralierations in a training plan

(Brink et al. 2010b; Plews et al. 2012).
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Another novel finding that arose from this studyswat reductions in the day-
to-day variation of Ln rMSSD values was also eviden the NFOR athlete {= 0.88;
slope = -0.65% per week). More recently, Schmitalef2013) challenged this theory,
reporting the exact converse of these findings7relite skiers. In the study by Schmitt
et al (2013), they used increases in the variatbtHRV values to imply fatigue.
However, HRV measures were recorded randomly throutga training cycle using a
variety of HRV measures (e.g. time domain and feaqy domain), making it difficult
to understand the practical relevance of their oglogies. Furthermore, with fatigue
measures (done so via questionnaire), it would ifeut to differentiate between
functional and non-functional overreaching (Halg€odeukendrup, 2004). Nevertheless,
evidence supporting the findings shown in chaptaf 3eductions in the day-to-day
variation of HRV as indicative of NFOR is yet to bemonstrated elsewhere, and

requires further study.

Last from this study, | showed that HRV may be ightly more sensitive
measure compared with resting heart rate (RHR) rfanitoring the potential
manifestation of NFOR {r= -0.88 vs. 0.81 respectively). However, both HRiW
RHR should be taken into account due to HRV satmatwith RHR providing
potentially a stronger predictor of positive adéiptain the control athlete (R= -0.55

for RHR and 0.12 for HRV).

Given that chapter 3 revealed weekly averaged saluée superior at tracking
maladaptation compared with isolated values ins#tmnd study (chapter 4), this study
aimed to assess whether a similar methodologicptoagh was applicable to track

positive adaptation to a training stimulus. Herevds shown that weekly-averaged
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vagally-derived indices of HRV were more effectiae detecting positive adaptation
than single-day values in 10 recreationally traineeners. For example, trivial
correlations were observed for maximum aerobic gpselLn rMSSD taken on a single
day (Ln rMSSQa,y) (r = -0.06 (-0.59; 0.51)) while a very-large a@ation was shown
vs. Ln rMSSDaveraged over 1 week (Ln rMS&Lx r = 0.72 (0.28; 0.91)). Similarly,
changes in 10-km running performance revealed dl sm@elation with Ln rMSS[ay

(r = -0.17 (-0.66; 0.42)) and large correlations lfm rMSSDyeex (r = -0.76 (-0.92; -
0.36)). Furthermore, Ln rMSSD values only went abakre SWC in the last week
(week 9, when athletes were at their fittest) whalnes were averaged, which is a more
realistic representation of their training statusst, although HRV values averaged over
1 week were more sensitive at detecting positiveptation than RHR (correlations
with performance were R = 0.72 (0.28; 0.91) forrMSSD and R = -0.62 (-0.87; 0.11)
for RHR), practically speaking, in isolation (ixalues taken from just one day), RHR
values were superior (change from week 1-9: ES.66-RHRy,y and -0.64 RHReexVS.

ES = 0.20 Ln rMSSRy and 0.46 Ln rMSS{.y at evaluating positive adaptation. This
could be due to the lower day-to-day variation lHRRthat was observed (CV = 13.0%
RHRday and 12.2% RHRweek, CV = 18.7% Ln rMSSDday &6.5% Ln
rMSSDweek). As such, if every day HRV recordinge aot practically achievable,

RHR values should be used.

The third study (chapter 5) explored further metilodical approaches to detect
meaningful change in HRV data sets. Given thatyada&raged values were superior at
detecting HRV changes due to training (chaptersn8 4), this study set out to
determine the minimum number of days per week ¥ measurements were needed
to reveal correspondingly equivalent results. Sdata would be practically useful for

both researchers and practitioner’s intent on ublRY for research and/or monitoring
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in athletes, particularly when athlete compliancgyrhe an issue. The main findings of
this study were that HRV must be averaged for ammim of 3 days in order to elicit
comparable results to data averaged over a 1-wedddp For example, standardised Ln
rMSSD changes and correlations with Ln rMSSD andopmance from baseline to
overload in trained triathletes (functional ovenoteiag) plateaued after 3 and 4 days
respectively (e.g. standardised changes (90% CER £0.28; 0.33 £0.26; 0.49 £0.33;
0.48 +£0.28; 0.47 +£0.26; 0.45 +0.26 and 0.43 £0.2@gfrom 1 to 7 days, respectively.
Correlations (90% CL) over the same time sequemckteining phase were: -0.02
+0.23; -0.07 £ 0.23; -0.17 £0.22; -0.25 +0.22; @£0.22; -0.28 +0.21 and -0.25 £0.22
from 1 to 7 days, respectively. This was suppoltgdhe standardised difference data,
plateauing after four day of averaging, and reicddr by the apparent very large and
almost perfect correlations {R 0.92 and 0.97 respectively). Furthermore, it &is®
shown that the athlete population (e.g. recrealiprteained and well-trained) also
needs to be considered when deciding on the nuoflaily HRV recordings required
for averaging. Recreationally trained athleteslyikeeed to average HRV values over
more days (~5), due to the higher day-to-day vanatin HRV values shown for
recreationally trained athletes (e.g. CV for reticgeal runners = 10.1 £3.4% for week
1; CV for triathletes = 6.8 £2.9%, for baselineya&ically speaking, the number of
actually recorded HRV values will likely fall betere the minimum number of days
required and what is practically applicable. Therenconsistent the daily recordings,
the more confident practitioners can be in evahgatthanges in HRV (e.g. 90%
confidence limits continued to decline until aroubddays of Ln rMSSD value
averaging). HRV measured over a 1-week periodhat micro-cycle) will allow both
effective and practically applicable evaluationgraining responses. This is of course
provided the minimum number of required daily relieg (3 in trained athletes) is

obtained.
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Having assessed the HRV trends of many elite a&bhleiver a number of
competitive seasons and learning from my develod®Y assessment methods in
studies 1, 2 and 3 | realised that limitations &dswithin its interpretation. This is of
particular consideration when the HRV trends ofl ithletes building up to actual
major event competition are the primary focus. Tuerent opinion piece (Plews,
Laursen, Stanley, et al., 2013) (chapter 6) expldlee HRV responses of Olympic
athletes building up to pinnacle events, and frdns tata, a number of unique
observations are discussed. First, when we takeaictount changes in vagally-derived
indices of HRV, practitioners must also consideairges in RHR (R-R interval) due to
HRV saturation. Indeed, due to the quadratic rehethip evident between Ln rMSSD
and the R-R interval (in the case of HRV saturgti¢Goldberger et al., 1994;
Goldberger et al., 2001; Malik et al., 1993), HRMelite athletes can decline (below the
SWC; suggestive of reductions in vagal-modulatiard gotentially fatigue) but
performance might still be maintained (as vagaktanstill high). Therefore, | suggest
the use of the Ln rMSSD to R-R interval ratio ta alongside changes in Ln rMSSD to
mitigate this problem. For example, when Ln rMSS#&zlohes at the same time as the
ratio, there is no need for alarm (although vagatiutation has been diminished, vagal
tone is still high). However, declines in HRV alede concomitant increases in the Ln
rMSSD to R-R interval ratio likely implies fatigusuggestive of a loss in vagal-tone
and modulation (and thereby sympathetic over-aglivlising data from elite athletes

in international events, this application is demmatsd (Figure 13).

Second, | showed how HRV profiles (e.g. Ln rMSSDRR) are individual
(Figure 14) and unlikely to be predictive of penfance or training optimization.

Although, in my first study, the NFOR triathletendenstrated altering from a saturated
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to a linear profile (Kiviniemi et al., 2004) as NRGensued (Plews et al., 2012). The Ln

rMSSD to R-R interval in elite athletes winning @®lgics and World Championship
rowing events, all showed different profiles (linesaturated and non-linear (Kiviniemi
et al., 2004)). Therefore, profiles should be imndiinally tracked and profiled (e.g. linear,

saturated and non-linear profiles) so that an ttsl¢iRV fingerprint is known.

Last, the HRV response of Olympic and World Champiowers in the 62-day
build-up to their events was displayed. Importantiyring overload, HRV values
increased (going above the SWC) before decreasinback within the SWC) as the
event approached (during the taper). As such,pgears that for elite athletes, increases
in HRV in the weeks before their event, during theghest training loads (Figure 15),
are likely associated with a positive performanaecome. This may indicate an athlete
Is ‘coping’ with the applied training load and magipositive adaptations. This finding
was in agreement with other studies in elites, atidetes with extensive training

histories (lellamo et al., 2002).

In the final study (chapter 7), changes in HRV agponse to training load and
intensity were measured longitudinally in elite & This is an important
consideration as, practically speaking, knowingHii®/ response to differences in load
and intensity could assist training prescription n@aximise adaptation or mitigate
maladaptation. Furthermore, from studies 1 and&hodologies were adjusted so that
changes in HRV might be more effectively trackedhsy use of 7-day averaged values.
In study 4, | gained a greater understanding oftypb&al desired responses of vagally-
derived indices of HRV with training. Prior to thesudy, changes in HRV in response
to training load and intensity in elite athletesrevanot well understood. The key

findings from this study were that high-intensitgihing (greater than first lactate
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threshold) supress HRV (ES = -0.20; 53% chanceouwfet values) whereas low-

intensity training increases it (ES = 0.20; 51%nd®aof higher values). Furthermore,
although effect sizes were trivial, moderate andlspositive correlations between total
training time (r= 0.37 (0.28; 0.45)) and trainirgad (0.24 (0.09; 0.40) were observed.
Findings from this study provide support for thdgosed model of training (Laursen,
2010; S. Seiler, 2010), whereby athletes perforr80% of their training below the
first lactate threshold, and approximately 10-20f4heir training above the second
lactate threshold (Steinacker et al., 2000; Sté@ad_ormes, Lehmann, & Altenburg,
1998). As such, large proportions of low-intensrgining allow for the preservation of
autonomic balance, thereby subsequently allowingh-mtensity training to be
performed optimally (Fiskerstrand & Seiler, 2004; &iler et al., 2007). Practically
speaking, during periods of overload (provided ttaning distribution is optimal),
increases in HRV suggest that the athlete is ‘appiwith the training load.
Accordingly, when training loads are reduced (euging a taper), reductions in HRV
should be expected. Last, taking into account thpes of the correlations, during
exercise programming, ~5% increases in high-interisaining should be accompanied

by ~6% increases in low-intensity training, so thatonomic balance is preserved.

8.2 Limitations of the research
Consideration of the data in this thesis requiresnébn to the following limitations:

(1) Although throughout the thesis the autonomic nesveystem and cardiac
parasympathetic activity are discussed, it wasassessed directly through
nerve activity, but inferred indirectly via HRV. Mever, the measures
needed to be practically applicable to obtain sdaka in elite athletes

training 20-30 hours per week.
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(ii)

(iii)

(iv)

It is wunethical to purposely induce overtraining @on-functional
overreaching in elite athletes training for comgpatis. As such, with just
one athlete suffering NFOR, it was impossible @ddefinitive conclusions
surrounding changes in HRV and its time course \ikidly maladaptation.
Indeed, fatigue/NFOR through excessive training un@ (glycogen
depletion) and repeated sprint activities (neuramlas fatigue) may not be
accounted for by HRV. Furthermore, changes in awtoa function in
response to high-volume vs. high-intensity are uresbly different
(Lehmann et al.,, 1998), with parasympathetic typwppropriate high-
volume training) and sympathetic type (inapprogriaigh-intensity training)
overtraining being reported (Lehmann et al., 1998).

Although this thesis is aimed at elite athletesstdy 2 | used data from
recreational athletes to investigate the use ofklyesveraged values to
evaluate positive adaptation. However, this studg wurely methodological
to support the findings from study 1. Furthermdrdgveloped this theory
further in study 3 when combining the data withIvikdined athletes.

This thesis could be criticised for a lack of cofled, laboratory-based
experimental studies (e.g. most are observatioddwever, the studies
within the thesis needed to be practically appledab coaches and sports
scientist working in the field with elite athletesAs such, data from elite
athletes building up to pinnacle events at the pafatheir athletic career
were used as my performance data. In such uniduetes, it is unrealistic
to manipulate their training in an experimentalhfas and disturb daily
training regimes. Indeed, it would be expected thath athletes winning
Olympic and World championship events do so wittimal build-ups to

maximise performance.
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8.3 Practical application and significance

The findings of this thesis have a great deal afcfical application for those
wishing to use HRV to monitor training adaptati@ased on the findings of this thesis,
the following section offers a step-by-step guide dising HRV as a tool to monitor
training adaptation to endurance training reginmeswvell-trained and elite athletes,

which was the overarching aim of this industry-suped PhD.

Heart rate variability recordings

Throughout this thesis, | used the last 5 min ef @hmin daily morning resting
HRV measurements to monitor training using Pola8B0&x watches. This is very easy
to administer, and as such obtains good athletepkante. For simplicity, | also
restricted the HRV index to Ln rMSSD of the timenton analysis. As mentioned in
chapter 6 (Plews, Laursen, Stanley, et al., 20th@)Ln rMSSD was preferred, as it is
the most practically applicable HRV index for a rhen of reasons. First, it has the
lowest coefficient variation of all HRV indicg#\l Haddad et al., 2011). Second, Ln
rMSSD is not significantly influenced by breathifirgquency, unlike other spectral
indices of HRV, and is therefore more suited to alafory measures (Penttila et al.,
2001b). Third, Ln rMSSD can capture levels of pangsathetic activity over a short
time frame, which is more convenient for athletest thave limited time to acquire a
reading (Hamilton et al., 2004). Last, Ln rMSSDued can be easily calculated in MS

Excel using R-R intervals (Aubert et al., 2003).

Detecting meaningful change
A large focus of this thesis was to uncover methbgswhich meaningful
changes in HRV could be detected. In the studiasekamined individual changes (e.g.

studies 1 and 6), | based the smallest worthwhilange (SWC) on 0.5 of the
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coefficient variation at baseline (Hopkins et 2D09). It is recommended that in order
to establish the SWC, practitioners use two weékmseline measures, as this has been
effective in these studies (Plews et al., 2012ywBJd.aursen, Stanley, et al., 2013). This
should be recorded during a “normal” training lopdriod, when the athlete is
progressing as expected (e.g. performance duramginig is normal). HRV should then
be monitored using a 7-day rolling average (or aiirycle) with HRV values averaged
at the end of the 7-day week or micro-cycle. Asaldsghed, a minimum of 3 HRV
recordings measured per week are required in tlaatidetes. As also mentioned, two
consecutively averaged values below the SWC, aldagscontinually reducing rolling
average is likely a potential early warning sign méladaptation, and the training
program should be altered accordingly (during higiming loads). Figure 18 provides
a real example of how such a monitoring systembeapractically applied in an athlete
over various training cycles. The aforementionedut also be tracked alongside the
averaged Ln rMSSD to R-R interval ratio (rollingdamicro-cycle averaged), in order to
track HRV saturation should it ensue. For clariiima, a decrease in averaged Ln
rMSSD values alongside decreases in the Ln rMSSR-B interval ratio (averaged)
infers HRV saturation and training modification® arot likely required. Conversely,
decreases in Ln rMSSD alongside increases in theM3SD to R-R interval ratio is
likely to be a sign of maladaptation/fatigue and&ympathetic over-activity and

changes to the training program (rest or redughantensity) are recommended.
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1
1
1
. i I .
s Pre s:ei-ason . Preparatory season training blocks (3 week overload; 1 . Competition phase | coos
training 1 week recovery) 1 1
1 1 1
1 1 1
1 1 ' o.0038
S l‘ A
% "\‘ 1 . 'l“ L 1 P 4 c;
- rd n I >
T s Y O | [l g N \ ] . LS !
. ,."\ "\ ' 1 l’ ‘ o e A I’ \\ " ' "\ ll \",“\‘\" ‘v‘ 1 | o.oo03s
e ™, 2} " —., - ’ "‘I % P H e R W, S ‘o] d|e a . !
. I 2 ,' l, “\, odibed 8 - v & ‘-"' S ar Yy L W< b W 1
¥ o
- I - : ) - 57 1
B L g " I |||"°-°°3"
P I 1 N ] | b I | : 1 i
©w 4
= .| 0.0032
3 {1l 1l || ||| | || || | n|| [ | |H| || 1

.003

0.0028

0.0026

N w
w w w
Day2 - -
2
y————" |
I ————————=
Day 52
Day 57
Day 62
Day 67
Day 72
Day 77
Day &
Day 87
Day 92
Y9
02
07
37
42
47
52
57
67

i

Figure 18: Example of HRV values in an elite rower througffedtent phases of training in the 322 day buildtopvinning a pinnacle
event (2012 Olympic Games).The solid black bargsesgnt the daily Ln rMSSD values. The solid hortabmed lines represent the
individual smallest worthwhile change. The red sgqaaare Ln rMSSD values averaged over 1 micro-cfml¢his case 7 days), and the
blue dashed line represents the 4-day rolling aeeréhe blue dots and green dashed line repreersis same values respectively for the
Ln rMSSD to R-R intervals. The yellow arrow indieatpoints of HRV saturation, demonstrating the ingre of the concomitant use of
these two indices (Ln rMSSD and Ln rMSSD to R-Femél ratio). Data were recorded using Polar RS80&ed exported to excel. The
above should be tracked alongside the Ln rMSSD-BiRterval ratio, using the same methodologicg@rapch.
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Taking into account the training phase

As discovered in study 5, interpreting changes RVHwithout taking into
account the current training phase is somewhat mgl@ss. As such, during increases
in training load (specifically when low-intensitsaining is increased) increases in HRV
should be expected. Conversely, when high-intertisaiging is increased, reductions in
HRV should be expected. This is particularly thesecaf low-intensity training is
reduced concomitantly (e.g. during pre-race tageigure 19 presents a flow chart to
provide guidelines for practitioners that wish seHRYV to monitor training adaptation

in endurance athletes.

Other considerations

Although this thesis focuses on the use of HRV allmnmonitor the adaptations
to endurance training, we must acknowledge the ¢exitgs of human physiology and
training adaptation (Rivera-Brown & Frontera, 2Q1l2deed, to monitor effectively, a
more holistic approach is needed, whereby, HRV ignitored alongside other
psychological (Pierce, 2002; Rushall, 1990; Watstral., 1988) and performance
metrics. This multifaceted approach allows prograngndecisions to be made around

positive or negative adaptation to training.

8.4 Future research

This thesis focused on the HRV response in athlgtesing for endurance
sports (rowing and triathlon). However, little imdwwn about the HRV responses in
athletes training for strength and power sportg. @hletic throwing events, sprinting),
where the adaptations made are known to be moneheeal than central. It is assumed
that the HRV changes in accordance with positivé aegative adaptation for such

sports are different. Second, the sports focusdtiierthesis, although endurance-based,
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still had a high-intensity element. Likewise, &ttis known surrounding the HRV
responses to ultra-endurance training for sport$h @as Ironman triathlon or ultra-
distance running. Last, we know little around timeet course of the changes in HRV
values with subsequent maladaptation (e.g. exaotlymany weeks an athlete can have
HRYV values below the SWC and not be considerecetdlBOR). The answers to these
questions will arise from properly planned longihad studies using HRV monitoring

alongside repeated fitness testing.

8.5 Concluding remarks

The aim of this Doctoral Thesis was to establisficpical methods to assess training
adaptation/responses using morning resting HRV uareaslt is hoped that the research
presented herein has made a significant contributm the area of HRV and its
application in athletes. These methods can be bgedoaches and practitioners to
monitor adaptation effectively throughout a tragmprogramme, so as to help maximise

the performance outcome.
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No change
i Ln rMSSD Ln rMSSD
Ln rMSSD above SWC below SWC
[
| | .t
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Figure 19: Flow chart to guide and monitor training adaptagitbased on morning resting HRV values (Ln rMSSDhe training load is
unlikely high enough for that individual to makeffszient metabolic adaptations. Training load canibcreased via volume or intensity.
Low-intensity training is more effective at increas Ln rMSSD. However using a polarised trainingtdbution is recommended**
Increases in Ln rMSSD during recovery phases @iitrg are more expected in moderately trained #hle™** Reductions in Lh rMSSD
during overload periods are most likely due to prapriate high-intensity training. However, overalhd can also be reduced to mitigate

Ln rMSSD reductions.
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Participant &@F

Information Sheet :riveesir

13t January 2011

Project Title

Vagal-related indices as a tool to guide training in world class athletes

An invitation

Hi, my name is Daniel Plews and I am a PhD student at AUT and Performance
Physiologist for High Performance Sport New Zealand. Along with Adjunct. Prof
Paul Laursen, Assoc. Prof. Andrew Kilding and Dr Martin Buchheit, [ am inviting
you to help with a project that examines how heart rate variability (the variation in
the gap between heart beats) can be used to monitor the adaptation to training in
elite rowers.

You are aware of heart rate variability as you have been collecting such data for
some time. However, it is entirely your choice as to whether you would like to have
your data further analysed and used as part of my PhD thesis. Furthermore you
can withdraw your data from this research at any time should you wish to do so.

Purpose of this research?

Training programs of elite athletes typically consist of periods of high training
loads with limited periods of rest and recovery. Knowing when to recover and for
how long in the elite athlete can therefore be difficult to determine. The right
balance between training stimulus and rest and recovery is critical to ensure
optimal positive adaptation occurs. Furthermore, rates of adaptation are different
between individuals under the same training stimulus.

The beat-to-beat variation in resting pulse rates, or heart rate variability (HRV)
may be useful tool to monitor individual training adaptation (e.g. is that person
positively or negatively adapting to the current training load). The aim of this
research is to design a method by which HRV can be effectively used to monitor
training adaption in elite rowers. To do this we need to model and analyse HRV
data that has been collected for a prolonged period.

How was I identified and why am I being invited to participate in this
research?

As a world class athlete and carded athlete training at a High Performance centre,
you have been invited to be part of this research.
However you will not be able to take part in this research if:
v" You have any known heart or cardiovascular condition or if a member of your
family died below the age of 50 as a result of a heart condition
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v" You have ever had an injury or medical condition that you think may affect
your ability to sense pain or discomfort

You have ever had persistent or regular back pain

You are taking prescribed medication

You have cultural or religious sensitivities about human body measurements
You have any other reason to consider that you are not in good health and of
average, or better than average fitness

You are diabetic

ASANENEN

<\

What will happen in this research?

Your involvement in this research requires you to do nothing more than you
currently do as part of your involvement in your high performance programme.
Since HRV measures are critical to our investigations, we simply require you to
continue to record HRV every morning upon waking as outlined below. We also
invite you to give your consent to use your data as part of this research. However
as mentioned previously this is entirely your decision.

Heart Rate Variability Assessment

HRV will be assessed every morning upon waking. It is advised that you
leave both heart rate monitor watch and electrode strap by your bedside each
evening to ensure minimum disturbances when applying the apparatus. To record
HRV successfully follow these steps:

1. Apply the apparatus, lie still and ensure the heart rate monitor
(HRM) is reading your heart rate (HR)*

2. Wait for your HR to stabilise and then press start on the HRM

3. During this time it is very important you lie still, don’t talk and
ensure you're breathing rate is stable. Lie still for a duration of 8
min

4. After 8 min press “stop” on the HRM

*Hint: If you find your HR is not reading leave some water next to your bed and
wet the transmitter on the strap before putting it on.

What are the discomforts and risks?

As there are potential conflicts of interest with me as the Rowing Physiologist
working for HPSNZ, all the gathered data will be de-identified by a third party
individual before being handed back to me for analysis as part of the PhD. This
third party individual will be a professional whom is not part of AUT, HPSNZ or
Rowing New Zealand.

What are the benefits?

By recording HRV you will gain understanding into how your autonomic nervous
system responds to the type of training. This will help you better understand how

to guide your training in the future (e.g. when to increase or decrease the training
load).

What compensation is available for injury or negligence?
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In the unlikely event of a physical injury as a result of your participation in this
study, rehabilitation and compensation for injury by accident may be available
from the Accident Compensation Corporation, providing the incident details satisfy
the requirements of the law and the Corporation's regulations.

How will my privacy be protected?

All the data gained during this study will only be available to the researchers
involved. If the data is published in the public domain your name as a subject will
not be revealed and all subjects will remain anonymous.

What are the costs of participating in this research?

Every morning during your time training
Will I receive feedback on the results of this research?

As a rower recording HRV you will receive regular updates on your training
adaptation and any significant finding of the research.

What do I do if I have concerns about this research?

Any concerns regarding the nature of this project should be notified in the first
instance to the Project Supervisor:

Name: Prof Paul Laursen
E-mail: paul.laursen@hpsnz.org,nz

Concerns regarding the conduct of the research should be notified to the Executive
Secretary, AUTEC, Rosemary Godbold (rosemary.godbold.@aut.ac.nz).

Whom do I contact for further information about this research?
Researcher Contact Details:

Name: Daniel Plews

E-mail: Daniel.plews@hpsnz.org.nz
Project Supervisor Contact Details:
Name: Prof Paul Laursen

E-mail: paul.laursen@hpsnz.org.nz

Approved by the Auckland University of Technology Ethics Committee on 6
November, AUTEC Reference number 12/188.
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AU

UNIVERSITY

WANANGA ARONUI O TAMAKI MAK,

Consent Form

Project title: The Practical Application of Heart Rate Variability to Monitor Training?
Project Supervisor:  Adjunct Prof Paul Laursen

Researcher: Daniel Plews
| acknowledge that | have undertaken the testsrnura@ract of Rowing New Zealand (RNZ)

YesO NoO
| acknowledge that any data which names me peilyamhbn athlete will remain the property RNZ
YesO NoO

| acknowledge that any of my data may be usedh®ipurpose of research at AUT University and
will be de-identified prior to analysis

YesO NoO

| am agreeable to allow the use of my data foptimpose of research, including journal
publications and post-graduate thesis

YesO NoO

| understand that any de-identified data will billfer the purpose of research only (by the named
researcher and supervisor) for a period of thezgs/

YesO NoO

Participants signature:

Date:
Note: The Participant should retain a copy of thusm.
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H SECRETARIAT

W,

UNIVERSITY

AMAKI MAS

6 November 2012

Paul Laursen
Faculty of Health and Environmental Sciences

Dear Paul

Re: 12/188 Vagal-related indices as a tool to guide training in world class athletes.

Thank you for providing evidence as requested. | am pleased to advise that it satisfies the points
raised by the Auckland University of Technology Ethics Committee (AUTEC). | have approved your
ethics application for three years until 5 November 2015.

As part of the ethics approval process, you are required to submit the following to AUTEC:

e A brief annual progress report using form EA2, which is available online
throughhttp://www.aut.ac.nz/research/research-ethics/ethics. When necessary this form
may also be used to request an extension of the approval at least one month prior to its
expiry on 5 November 2015;

e A brief report on the status of the project using form EA3, which is available online
throughhttp://www.aut.ac.nz/research/research-ethics/ethics. ~ This report is to be
submitted either when the approval expires on 5 November 2015 or on completion of the
project;

It is a condition of approval that AUTEC is notified of any adverse events or if the research does
not commence. AUTEC approval needs to be sought for any alteration to the research, including
any alteration of or addition to any documents that are provided to participants. You are
responsible for ensuring that research undertaken under this approval occurs within the
parameters outlined in the approved application.

AUTEC grants ethical approval only. If you require management approval from an institution or
organisation for your research, then you will need to obtain this. If your research is undertaken
within a jurisdiction outside New Zealand, you will need to make the arrangements necessary to
meet the legal and ethical requirements that apply within their.

To enable us to provide you with efficient service, we ask that you use the application number and
study title in all correspondence with us. If you have any enquiries about this application, or
anything else, please do contact us at ethics@aut.ac.nz.

All the very best with your research,

TN
Dr Rosemary Godbold
Executive Secretary

Auckland University of Technology Ethics Committee
Cc: Daniel Plews daniel.plews@hpsnz.org.nz, Andrew Kilding
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Heart rate variability in elite triathletes, is variation in variability
the kev to effective training? A case comparison

Daniel J. Plews - Paul B Laursn -
Andrew E, Kilding - Martin Buchhelt

Recemved: & October 211/ Acceqtead: 9 Febraary 23 2
& Springer-Verhyg 2012

Abstract Measunes of an ahlew's hean rate vanahility
{HRV) have shown potential to be of wse inthe preseiption
of tmining. However, littke data exisis on elite athleies
who ane regulady exposed to high training lomfs. This
case smdy monitored daily HRV in two elie oiathletes
fome male: 22 year, VoL 725 ml kg min—'; one female:
X year, ¥ Oy 682 ml kg min™" training 23 + 2h per
week, over 4 7T-day period. During this period, ongz atlete
perfomed poorly in a key tiathlon event, was disgnosed as
nan-functionally over-reached (NFOR) and subsequendy
reactivated the dormant vires herpes zoger {shingles). The
T-day rolling avermge of the log-ransformed sguare moot of
the mean sum of the sgered differences between R-R
intervals (Lo rMSSD ), declined towards the day of triath-
lon event {slope = —0.17 mafweds P = —(.88) in the
MNFOR athlete, remaining stable in the contwol {slape =
001 meweek: ¢ =0.12). Furthermare, in he NFOR
athlete, coefAcient of varaton of HRV (CV of Lo rMSED
T-day molling average) mevealed large linear reductions
towands NFOR {ie., lincar regression of HRY vanahles
versws day number towards NFOR: —065%'week and
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= —{1.48), while these varishles remained stble for the
contro] sthlete slope = 0% week). These dat sugpest
that trensds in both shzolte HRV walues and day-to-day
vanatons may be pseful messwemens indicative of the
progression towards mal-adaptation o non-fumctional
over-neaching.

Keywords Over-training - Monitoring -
Cardiac parasympathatic function - Elite irfiathletes

Introduction

Training progrmms of elite athletes typically consist of
periods of high training leade with limited periods of nest
amd neooy ary (Fiskerstrand and Seiler 2004; Lawrsen 20180;
Seiler 2010). Knowing when to meoover and for bow long to
do w0 in elite athletes can therefore be difficult. Over
neaching {OR), non-functional over-reaching (NFOR) and
over-raining {OT) ame terms often wsed to describe 8 stress-
megeneraion imbalance, with negative owtoomes, such as
hormonal changes Meousen et al 2004, disturbed sloep,
increased levels of fatigue and reductions in performance
commonly epoted (Meousen o al. X06). While shon-
term DR is typically an important component of the eite
tmining ¢ycle, prolonged OR pushes an athlete inte NFOR
ar OT, which results in perfformance impaiment and pos-
sible negative health consegquences {rasl 1976). However,
whene the point of tmnsition between OR and NFOR/OT
has been unayccssfully songht by researchers and practi-
tioners for decades {Barmon et al. 1985 Morgan ot al. 1987).

One of the dificulties faced by prctitions s atempring
to solve this problem is that the sympioms of OR and
NFOR are similar, and not necessanly mone severe than
for OR {Halson and Jeukendmep 2004 For example

& springer

Plews DJ, Laursen PB, Kilding AE, Buchheit M (201Rgart rate variability in elite
triathletes, is variation in variability the key teffective training? A case
comparison. European Journal Applied Physiologd/(@1): 3729-41
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Evaluating Training Adaptation With Heart-Rate Measures:
A Methodological Comparison

Daniel J. Plews, Paul B. Laursen, Andrew E. Kilding, and Martin Buchheit

The aim of this study was (o compare 2 different methodological assessments when analyzing the relationship
between performance and heart-rate (HR) -derived indices (resting HR [RHR] and HR variability [HRV]) to
evaluate positive adaptation to training. The relative change in estimated maximom aerobic speed (MAS) and
L0-Em-running performance was correlated (o the relative change in RHR and the natural logarithm of the
square root of the mean sum of the squared differences between R-R intervals on an isolated day (RHR gy
Ln rMSSD ) or when averaged over | wk (RHR gy Ln rMSSDy ) in 10 runners who responded Lo a 9-wk
training intervention. Moderate and smuall correlations exisied between changes in MAS and 10-km-running
performance and RHR 4, (r = 35, 90%CI [-.35, .76] and r = .21 [-.68, .39]), compared with large and very
large correlations for RHR gy (r=—.62 [-87. —11] and r = .73 [.30, .91]}. While a trivial correlation was
observed for MAS vs Ln tMSSDy,y (r=—.06 [-.59, 51]), a very large correlation existed with Lo tM55D
(r=_.72 [.28, 91]). Similarly. changes in 10-km-running performance revealed a small correlation with Lo
MSSDy,, (r=—17 [-.66, 42]) vsa very lurpe comelation for Lo rMSSD e (r=—-781-92, —.36]). In conclu-
sion, the averaging of RHR and HRY values over a 1-wk period appears (o be a superior method for evaluating

positive adaption 1o training compared with assessing its value on a single isolated day.

Keywords: monitoring, cardiac parasympaihetic funclion, heari-rate variability

Athletes, coaches. and sport science practitioners
seek useful methods o monitor individual adaptation or
maladaptation (o training. It has been shown that heart-
rate (HR) -derived indices such as morning resting HR
(RHE) and HR varighility {HRV) decrease and increase,
respectively. afler endurance-training regimens and may
therefore represent an easy-to-use. noninvasive means
by which 1o assess individual adaptation o endurance
training.!

During the monitoring of an elite triathlete who
developed signs of maladaptation o Lraining, we
recently identified a number of methodological issues
associated with determining adaptation using isolated
(ie, single-day) RHR and HRV readings.- Factors such
s noise, lemperature, light,” and prior exercise* can
affect HRV on any given day. In the former article,” we
showed that RHR and HRV data, displayed as rolling or
weekly averages, appeared to provide a more consisient
representation of the changes in fatigue and maladapta-
tion. As suggested previously, the use of isolated daily

Plews and Laursen are with High Performance Sport New
Zealand, Auckland, New Zealand. Kilding is with Spon Per-
formance Resesrch Inst New Zealand, Auckland Umiversity
of Technology, Avcklond. New Zealand. Buchheit is with the
Football Performance and Science Dept, Aspire Academy for
Sports Excellence, Dohe, (atar.

values to measure changes in HRV has likely led to the
equivocal Andings reponted throughout the HRV train-
ing literature.?

Given the potential of this alternative method-
ological approach, we revisited the RHR and HRV
data taken from recreationally trained ruaners who
responded positively to a 9-week Iraining intervention.”
To assess the best practical methodological approach (o
analyze positive adaplation to a training intervention.
we compared the relationship between isolated versus
weekly-averaged RHR and HRV values and running
performance.

Methods
Participants

Out of the 14 runners described in the original study.’
[0 of the positive responders (mass 75.6 + 7.4, esli-
mated maximum serobic speed [MAS] 17.3 = 1.7 km/h,
[0-km 48:34 + 745 min:s) were selected for further
assessment Lo allow fair comparison between 2 different
methodological approaches. Only 10 responders were
included for further analysis (compared withn =11 in
the original paper®). due to limited svailability of data in
the final week of the training interveation for | subject,
which would make comparison between single-day and
weekly-averaged values invalid.

Plews DJ, Laursen PB, Kilding AE, Buchheit M (20IBjaluating Training Adaptation
with Heart Rate Measures: A Methodological Compmaridnternational Journal of
Sports Physiology and Performance. Epub aheadimf Pr
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Abstract The measurement of heart mate vafabiliy
(HRV) iz ofiten considered a convenient non-invasive
assessment ool for monitoring individeal adapiation to
trmining. Decreases and increases in vagal-derved indices
of HRV have been suggested to- indicale negative and
positive adapoitions, respectively, to endurmnoe waining
megimens, However, much of the research in this area has
invalved recreational mnd well-tmained athletes, with the
small mumber of studies conducted in elite ahletes
revealing aquivoecal outcomes. For example, in elite ath-
letes, sudies have nevealed both increases and decreases in
HEY to be sssociasted with negative adaptation, Addition-
ally, signs of positve adapmtion, suwch o increases in
cardionespimtory filness, have been observed with atypical
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componmitant decreases in HRV. As such, practical ways by
which HRW can be wsed o monitor raining stams in elites
are yo to be established. Thiz aicle addresses e cument
literature that has assessed changes in HRV in response to
training loads and dhe likely postive and negative adap-
tations shown. We reveal limitations with mespect 1o how
the messurement of HRY has been interpreted to assess
pasitive and negative adaptation to endumnce training
regimens and subsequent physical performance. We offer
solutions to spme of the methodological isswes associated
with msing HRWV as a day-to-day monitoring tool. These
include the uwse of appropriate svemging tochnigues, md
the wse of specific HRV indices to overcome the isue of
HRV smurstion in elite sthletes {ie, reductions in HRV
despite decreases in resting heart rate). Firally, we provide
examples in Dlympic and Waorld Champion athletes
showing how these indices can be practically applied to
asmess raining stams and readiness wo perform in the period
leading up to a pinnacle event. The paper reveals how
longitnedinal HRV monitoring in elites is roguired o
umderstnnd their unigue individual HRY fingerprint. For
the first time, we demonstrate how increases and decreases
in HRV mrelate to changes in finess and frexhness, mespoc-
tively, in elite athlstes

1 Introduetion

One of the more promising methods & monitor individweal
adaptation to trining involves the regular monitoring of
cardiac awonomic nervous system (ANS) status, durowgh
the measwement of resting or post-exercise hean mie
vanahbility (HRV) [3-5]. Indeed, mon-functional ower-
meaching (NFOR) andior negative adaptation to training is
thought tobe generally associated with reductions in vagal-

A Adis

monitoring. Sports Med 49 (9):773-781.

Plews DJ, Laursen PB, Stanley J, Kilding AE, Buchlkk(2013b) Training adaptation and
heart rate variability in elite endurance athletegpening the door to effective
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