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Abstract

Wireless local area networks (WLANSs) play an increasingly significant role in
providing ubiquitous network services in contemporary society due to their mobility and
cable free usage. It is more challenging to maintain higher throughput of WLANS than
wired networks. In this dissertation, an experimental investigation of the impact of

signal strength on Wi-Fi link throughput in an obstructed office environment is reported.

Due to the complexity and unpredictable nature of radio signal propagation, it is
difficult to derive real and accurate signal strength and link throughput by analytical
modeling and computer simulation. The received signal strength (RSS), attenuation and
path loss depends on the propagation environment. The location of an access point (AP)
has a significant effect on WLAN performance. An appropriate AP placement is
required to obtain greater performance of WLANS. Through extensive radio propagation
measurements, the results demonstrated both the relationship of signal strengths with

the Wi-Fi link throughput; and optimum AP placement.
This research carried out some significant contributions. Firstly, the results revealed that

not only WLAN throughput depends on RSS, but also on factors such as the distance

and the obstruction between a transmitter and a receiver, and the nature of radio

-Vi-



propagation. In addition, the experimental measurements deduced the optimum
locations for AP placement in the crowded office environment. A rich database which
has been developed contains RSS and throughput for a similar WLAN environment
with the intent of using it for AP placement. Furthermore, two different kinds of AP
configuration solutions are proposed for Wi-Fi deployment including “wireless
distribution system (WDS) with AP mode” and “AP mode” with Ethernet connection in
the obstructed office block. The above solutions will meet different user requirements
and application behaviors. The capacity evaluation of WLAN is also discussed. Finally,
some practical guidelines have been recommended for AP deployment in the obstructed

office environment.
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Chapter 1

Introduction

There has been a significant growth in the deployment of Wi-Fi (also known as IEEE
802.11) network in recent years. In particular, the number of wireless local area network
(WLAN) hotspots is growing fast year by year; due to the simplicity in deployment,
operation, low cost, and user mobility offered by the technology. Wi-Fi is one of the
most popular technologies that has been standardised by the IEEE committee as 802.11b
WLAN:Ss. Since the first WLAN standard launched in 1997, the IEEE 802.11 technology
has already been implemented to provide various network services, for example, home
and personal applications, internet hotspot service and bridge for different wired or
wireless networks. With increasing application of WLAN (e.g. voice over WLAN),
capacity of WLANS is becoming an issue. In 2003, the IEEE 802.11 committee defines
802.11g standard to provide higher data rate and throughput. Currently, both of the

802.11b and 802.11g are widely adopted by home and office users as WLANS solution.

WLAN design is quite different from wired network design. This is because of the

complex and dynamic behavior of WLANSs as well as the unpredictable characteristics



of radio propagation. In the wireless environment, any wireless node can hear radio
signal from other wireless devices, as long as they are within the range of radio signal
coverage. Radio propagation environment is one of the key factors that influences the
performance of Wi-Fi networks. Signal strength becomes weaker in a harsh propagation

environment compared to a good propagation environment.

With widely deployment of Wi-Fi networks, it encourages researchers devote extensive
efforts to study the performance and issues in the area of WLAN. Many researches have
focused on improving MAC and PHY of the IEEE 802.11 [1-3], request to send / clear
to send (RTS/CTS) handshaking mechanism [4, 5], and transmission power
management [6-8]. In addition, base station placement is also an important aspect in
terms of WLAN performance in the indoor environment [9-11]. Base station placement
is a challenging task, especially in an obstructed office environment due to dynamic

characteristics of radio wave propagation.

The infrastructure mode is widely used in the WLAN deployment. An access point (AP)
coordinates transmission in an infrastructure network. The location of an AP is an
important factor that influences WLAN performance. A single AP may not provide
adequate signal coverage in the large organization. The deployment of multiple APs is
quite common in the organization. However, the placement of multiple APs is more
complex than a single AP placement. A careful plan of WLAN deployment not only
saves cost but also enhances network performance and efficient radio resources

utilisation.



WLAN performance evaluation and analysis can be performed by: (1) propagation
measurement; (2) analytical modeling; and (3) computer simulation. To get an insight
into the signal strength in a crowded office environment, a radio propagation
measurement is required. Propagation measurement enables us to find the relationship
between Wi-Fi link throughput and signal strength. Many factors affect the received
signal strength (RSS) in an indoor environment, for example, multiple-path propagation

and human motion [12].

The IEEE 802.11 standard provides various WLAN architectures and topologies for
WLAN design (e.g. basic service set, extended service set, ad-hoc mode, infrastructure
mode). Unlike normal AP mode, advanced APs could provide various AP configuration
modes. Wireless distribution system (WDS) mode is example of an advanced AP.
Different operating modes of APs may have different WLAN performance as well as
implementation cost. Careful consideration of WLAN configuration is needed because
otherwise it would impact WLAN performance, implementation cost, and effective

management of radio resources.

The objective of this dissertation is discussed next.

1.1 Objective of This Research Project

The aim of this research is to investigate the impact of signal strength on Wi-Fi link
throughput in an obstructed office environment. We examine the relationship between
signal strength and Wi-Fi link throughput through propagation measurements. Moreover,

to provide a good signal coverage and throughput, we seek the optimal locations for



APs placement as well as provide an in-depth analysis of AP configurations to meet
different user requirements. The study also observes the optimum number of APs for a

particular office setting.

An additional contribution of this study is to propose some recommendations in terms

of practical AP deployment. The WLAN capacity planning is also discussed.

The structure of this dissertation is presented next.

1.2 Dissertation Structure

The remainder of this report is organized as follows. In chapter 2, we report on literature
review of IEEE 802.11 protocols and challenges in wireless propagation measurements.
Chapter 3 describes the research methodology, with a comparison of the computer
simulation and analytical modeling methodologies. Chapter 4 reports on radio
propagation measurements, including hardware and software requirements and
measurement setup. In chapter 5, we present summary of experimental results. The
research implications and future directions are discussed in chapter 6, and chapter 7

concludes the report.



Chapter 2

Background and Related Works

This chapter provides a review on literature in the areas of signal strength and
throughput measurement. We first provide a brief overview of the IEEE 802.11
standards. It provides an essential background of WLAN architecture. We then provide
a review of IEEE 802.11 covering both MAC and PHY layers. Finally, the recent
studies in WLAN throughput, base station placement, the quality of radio signal,

propagation measurement and signal strength with its application are discussed.

2.1 Overview of the IEEE 802.11 Standard

The IEEE 802.11 standard was published in October, 1997. The standard covers both
MAC protocol and physical layer. The initial standard only supports low data rates (1
and 2 Mbps) and operates at 2.4GHz ISM band. The standard employs
frequency-hopping spread spectrum (FHSS) and direct-sequence spread spectrum

(DSSS) techniques for radio transmission [13].



The IEEE 802.11a and 802.11b amendments were approved by IEEE 802.11 committee
in October 1999. The IEEE 802.11a standard is also known as ““high-speed physical
layer in the 5 GHz band” [14]. The IEEE 802.11a operates at 5 GHz unlicensed band
and supports up to 54 Mbps by using orthogonal frequency division multiplexing
(OFDM). Due to heavy loading of ISM band, the IEEE 802.11a standard has an
advantage of less interference. However, the high carrier frequency (5 GHz) results in

limited transmitted range than 2.4 GHz [15].

In contrast, the IEEE 802.11b (Higher-Speed physical layer extension in the 2.4 GHz)
was published later than the IEEE 802.11a. However, the IEEE 802.11b product was
launched earlier than the IEEE 802.11a product and has much larger radio coverage than
the IEEE 802.11a product. The IEEE 802.11b adopts high rate direct sequence spread
spectrum (HR/DSSS) technique and complementary code keying (CCK) modulation
scheme to provide higher data rates (5.5 and 11 Mbps). Since the IEEE 802.11b
operates in the 2.4 GHz ISM band, it also adopts DSSS technique to support low data

rates (1 and 2 Mbps).

With comprehensive application of WLAN, higher data rate and throughput is required
by multimedia application. The IEEE 802.11g standard, as known as ““further higher
data rate extension in the 2.4 GHz’, was published in June 2003. By comparison with
the IEEE 802.11b, data rate and throughput of the IEEE 802.11g has significant
improvement (up to 54Mbps) and radio coverage is larger than the IEEE 802.11b.
Moreover, one of the advantages of the IEEE 802.11g is that it is backward compatible
with the IEEE 802.11b. Therefore, the IEEE 802.11g and 802.11b have become

mainstream standards of WLAN products nowadays.



The IEEE 802.11 networks have two operation modes: (1) Ad-Hoc; and (2)
Infrastructure [16]. An infrastructure network involves an AP as a coordinator between
wireless stations (as shown in figure 2.1). On the other hand, an ad-hoc network is

formed by two or more wireless stations without AP involved (as shown in figure 2.2).

" Access Point \

Figure 2.1: An infrastructure network.

Figure 2.2: An ad-hoc network.

The IEEE 802.11 networks have three different network architectures: (1) basic service

set (BSS); (2) independent BSS (IBSS); and (3) extended service set (ESS) [13]. BSS is



a basic architecture of the IEEE 802.11 network. It may include two or more wireless
nodes. The nodes can be a wireless workstation or an AP. All wireless nodes share a
signal coordination function in the same BSS. Figure 2.3 shows three BSSs and each
BSS has an AP and two wireless stations. IBSS is the smallest service unit in the IEEE
802.11 network (as shown in figure 2.4). The advantage of the IBSS is that it can enable

two wireless stations to form a WLAN without an AP.

AP _ BSS 1 AP

BSS 2

Figure 2.3: Basic service set.

Figure 2.4: Independent basic service set.



The coverage of a BSS is limited due to limited transmission power. Some organizations
may require two or more BSSs to cover entire organization. In order to provide service
between different BSSs, it requires a distribution system (DS) which is a logical unit
between different BSSs [13]. The main function of a DS is to provide interconnection
and seamless services among the multiple BSSs. The DS can be wired connection or
wireless connection. With wireless DS, the role of an AP is not only a coordinator
between wireless stations within BSS, but also provide links to other BSSs. Figure 2.5

shows an ESS which is comprised of three BSSs and a wireless DS (WDS).

=

AP Distribution AP
System

BSS 3 BSS 1

= 9]
AP

BSS 2

Figure 2.5: ESS and wireless distribution system.

Figure 2.6 shows an ESS architecture with a wired DS. The DS and BSSs provide
flexibility to create various sizes of WLANSs. The ESS is comprised of multiple DSs and
BSSs [17]. All wireless stations and APs share the same logical link control (LLC) layer

within the same ESS.
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Figure 2.6: ESS and wired distribution system.

2.2 The IEEE 802.11 Protocols

Figure 2.7 shows protocol architecture of the IEEE 802 family. As Ethernet and
Token-Ring, the IEEE 802.11 standard defines both the physical and MAC layers.
Although the IEEE 802.11a, 802.11b and 802.11g adopt different physical layer

technologies, they share a common MAC, LLC and use same link layer address space

(48-bit).
s02 || soz - "Data link layer
'D‘l'tﬂ:ﬂd' Management| 802.2 Logical link contred [LLC) .
an
architectare 8023 8025 o
vl | s 802,11 MAC MAC sublayer

8023 || so25 || soz11 || 80211 || soz11a || s02.11b | | s02.11g .
PHY PHY uss i | | ossspiy | [ oromery | [nevmsssem] | erppuy | PRYSiCallayer

Figure 2.7: The IEEE 802 family and OSI model [14].
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2.2.1 Physical Layer

Figure 2.8 shows the physical layer architecture of the IEEE 802.11 standard. The IEEE
802.11 PHY is comprised of two sub-layers: (1) physical layer convergence procedure
(PLCP); and (2) physical medium dependent (PMD) [14]. The PLCP is responsible for
converting MAC frames into transmitting frames. The PMD function defines the

transmitting method over wireless medium between wireless nodes.

Data Link Layer MAC Layer
PLCP
Physical Layer
PMD

Figure 2.8: Physical layer logical architecture.

In order to support various data rates, the IEEE 802.11 standards define several spread
spectrum and modulation techniques. Spread spectrum is a crucial technology that is
used for data transmission at the ISM band. Traditional telecommunication technology
concentrates upon putting much signal into a narrow band. However, spread spectrum
uses mathematical methods to distribute signal power over a large band. Due to less
potential interference, spread spectrum technique is an important requirement for radio
devices to operate at the ISM band. In the USA, the Federal Communication
Commission (FCC) requires that radio equipment which operates at the ISM band has to

use spread spectrum technology [18].

Nevertheless, spread spectrum technology cannot resolve interference problem
completely. Due to minimizing interference at the ISM band, the FCC has the power

regulations to control transmitting power of wireless devices at the ISM band. The legal
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output power is one Watt (1w) and the effective radiated power is four Watts (4w) [18].

Three spread spectrum technologies: FHSS, DSSS and OFDM are adopted in the IEEE
802.11 standards. The original IEEE 802.11 standard supports three physical layers:
FHSS, DSSS and infrared (IR) [13]. IR PHY and FHSS PHY support 1 Mbps with an

optional 2 Mbps. DSSS PHY supports both 1 Mbps and 2 Mbps.

The IEEE 802.11a standard uses OFDM technique to support higher data rate. OFDM
technique divides a channel into 52 sub-carriers, including 4 pilot carriers and 48 data
carriers and then distributes signals into 52 sub-carriers [14]. In order to support various
data rates, OFDM uses different modulated techniques (refer table 2.1)[19]. For

example: 64-QAM modulation is used for 54 and 48 Mbps data rate.

Data rate (Mbps) | Modulation Technique

6 BPSK

9 BPSK

12 QPSK

18 QPSK

24 16-QAM

36 16-QAM

48 64-QAM

54 64-QAM

Table 2.1: Data rate and modulation techniques for the IEEE 802.11a.

The IEEE 802.11b offers higher data rates (5.5 and 11 Mbps) in addition to 1 Mbps and
2 Mbps by using 8-chip CCK. The IEEE 802.11b standard has some optional features to
improve data throughput, for example, packet binary convolutional coding (PBCC) is an
alternative coding method. The PBCC provides higher data rate (22 Mbps) than CCK
modulation. Another optional feature is a short preamble mode, such as HR/DSSS/short

and HR/DSSS/PBCC/short. With enabled short preamble function can improve
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throughput significantly at higher data rate [20]. Operating frequency of the IEEE

802.11b and 802.11g are from 2.4 GHz to 2.4835 GHz.

The IEEE 802.11g standard contains three compulsory components: Extended Rate
PHY (ERP)-DSSS, ERP-CCK and ERP-OFDM, and two optional components:
ERP-PBCC and DSSS-OFDM [21]. The ERP-DSSS module and ERP-CCK module are
backward compatible with the IEEE 802.11b standard. The ERP-OFDM is a core
component of the IEEE 802.11g. As the IEEE 802.11a, OFDM is used by the IEEE
802.11g as spread spectrum technique to provide high speed data rate. Furthermore,
ERP-PBCC is an optional feature in the IEEE 802.11g standard to provide 22 Mbps and
33 Mbps data rate. DSSS-OFDM is an optional feature as well. DSSS-OFDM uses
DSSS as header for encoding packet and the OFDM for encoding payload [21]. The
reason to define the DSSS-OFDM feature is for backward compatible with the IEEE
802.11b standard. In addition, due to backward compatible with the IEEE 802.11b, the
IEEE 802.11g uses CCK as modulated technique for 5.5 and 11 Mbps and DSSS for 1

and 2 Mbps.

2.2.2 Medium Access Control

The IEEE 802.11 employs carrier sense multiple access and collision avoidance
(CSMAJ/CA) for medium access control. Both Ethernet and the IEEE 802.11 stations
use carrier-sense mechanism to gain privilege to access media. The IEEE 802.11 MAC
layer includes two sub-layers: (1) distributed coordination function (DCF); and (2) point

coordination function (PCF) (as shown in figure 2.9) [13].
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Figure 2.9: IEEE 802.11 MAC architecture [13].

DCF is a default medium access control mechanism of the IEEE 802.11, as known as
CSMA/CA. DCF is implemented within wireless stations and APs. Thus, DCF supports
both Ad-hoc mode and infrastructure mode. Furthermore, in order to reduce collision, a

random back-off time is used to resolve conflict during media contention.

On the other hand, PCF is an optional feature which incorporates with DCF to provide a
contention-free service. PCF requires point coordinators to ensure that the medium can
provide a contention-free service. Point coordinators only exist in the AP, so PCF is

available in the infrastructure mode.

When PCF is enabled, time on medium is separated into two periods: contention-free
period (CFP) and contention period. CFP is controlled by PCF and contention period is
handled by DCF. An AP delivers a “beacon frame™ at the beginning of CFP. In order to
prevent DCF-based service to access medium, “beacon frame” is to lock out wireless

medium by setting the maximum duration of CFP in all wireless stations.
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DCF is designed to provide “best-effort” service. Although PCF is designed to support
real-time service, hidden nodes problem would lead to collisions during a
contention-free period [22]. PCF is not an ideal protocol to support quality of service
(QoS) and real-time application. The IEEE 802.11 committee proposed a new standard,
called 802.11e, to support QoS and fair service in the IEEE 802.11 MAC layer. The

IEEE 802.11e is a dominant protocol than PCF in QoS and fair service.

Carrier-Sense Mechanism

The IEEE 802.11 defines two types of carrier-sense mechanism: physical carrier-sense
and virtual carrier-sense [13]. Physical carrier-sense is provided by PHY. Virtual
carrier-sense mechanism is handled by MAC. Either one of carrier-sense indicates that
the medium is busy. The medium should be busy, otherwise, it can be considered as idle.
The virtual carrier-sense uses network allocation vector (NAV) to reserve the medium
for a fixed time period. The function of the NAV is a timer to indicate the amount of
time that the medium will be reserved. The carrier-sense mechanism uses NAV state,

transmitter status and physical carrier-sense to determine the status of the medium.

1 SIF5
RTS - Frams
Sender 4 *
i : é) Time
P EIFS i s
Receiver : = -
: () Time
DIFs
HAN (RTS) -l
AW >
NAY [CT5) @ Time
- Acess to redium deferred " Contention window

Figure 2.10: Network allocation vector [14].

The function of the NAV is shown in figure 2.10. A sender and a receiver reserve the

medium by using NAV. The sender and receiver set up the NAV. Other stations count
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down from the NAV to 0. If the NAV is not 0, it indicates the medium is busy. On the
other hand, when the NAV is 0, the medium is available. The advantage of the NAV is
to prevent interruption from other wireless stations during a sequence of frame

transmission [14].

Random Backoff Time

Before data transmission starts, a wireless station uses carrier-sense mechanism to
determine if the medium is busy or idle. If the medium is busy, the wireless station will
put back a DCF interframe space (DIFS) or an extended interframe space (EIFS). After
DIFS and EIFS, the station will generate a random backoff time for another deferral
before transmission. The main purpose of the random backoff time is to reduce
probability of collision during the period of contention between wireless stations. The
formula which is used to generate random backoff time is given below,

Backoff Time = Random () * a SlotTime [13]
Random () is a pseudorandom integer which is determined by the contention window

parameters. The value of aSlotTime is determined by characteristics of physical layer.

Figure 2.11 shows the backoff procedure. As mentioned in [13], in the beginning of
backoff procedure, the wireless station set backoff timer by using the backoff time
formula. If the medium is free, the backoff procedure will deduct the aSlotTime time
from backoff timer. If the medium is busy during a backoff time slot, the backoff
procedure will be suspended. Then the medium will be determined busy or idle during
DIFS or EIFS period before backoff procedure resumes. However, when the backoff

timer reaches 0, transmission will start immediately.
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Figure 2.11: Backoff procedure [13].

2.2.3 Radio Propagation Characteristics

Although radio wave propagation is a complicated topic, it is necessary to understand
the characteristics of radio propagation in WLAN design. In fact, radio wave
propagation is influenced by many factors for instance, distance, radio frequency,
geographical features, transmission power and reflections [18]. Therefore, it is very
difficult to accurately estimate signal strength and quality of signal by analytical
modeling and simulation in a particular propagation environment. Both the signal
strength and radio propagation are affected by several factors, such as interference,

multiple-path propagation, path loss and attenuation.

Interference

Man-made noise is a serious issue at 2.4 GHz ISM band. Many industrial, medical
equipment and household appliances, for example, microwave ovens, Bluetooth devices,
are operating at 2.4 GHz ISM band. When too many ISM devices operate in a small
area, it results in interference as well as decline in performance. Especially, interference

not only causes higher frame error rate, but also higher re-transmission rate.
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The interference from microwave oven is a quite common problem to degrade the
performance of WLAN. Many previous studies have already addressed that microwave

ovens have strong influence on the performance of WLANS [23-26].

Similar to WLAN devices, Bluetooth equipment shares 2.4 GHz ISM band as well.
Bluetooth technology is widely used for data transmission between personal devices, for
example laptop, PDA, mobile phone, and print. However, while Bluetooth devices and
WLAN are operating concurrently and very closely, it could cause coexistence
interference and degrade the performance of both devices [27-31]. Furthermore, as
mentioned in [32], if the distance between Bluetooth devices and WLAN devices is less
than 2 meters, the throughput will degrade significantly. Due to the interference from
Bluetooth devices, throughput of the IEEE 802.11b stations degraded from 25% to 66%
[33]. Furthermore, when Bluetooth interference leads to packet loss of WLAN, it cannot
be solved by increasing transmission power of WLANSs. However, decreasing
transmission power of WLANSs can mitigate the effects of interference to Bluetooth

devices [31].

Even though the IEEE 802.11 standard defined 14 channels, only 3 non-overlapping
channels (channel 1, 6 and 11) are available [34]. While two of APs are using same
channel or adjacent channels, it could cause co-channel interference. The throughput
would degrade 2 Mbps in the IEEE 802.11b WLANSs due to adjacent channel
interference[35]. Thus, co-channel interference results in reducing the capacity of
WLAN, inefficiency of using radio spectrum and increasing deployment cost [18, 36].

In order to mitigate effects of co-channel interference, different orthogonal code sets

CCK (DOC-CCK) modulation was developed instead of the IEEE 802.11b CCK
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modulation in [37]. According to simulation results, the DOC-CCK almost eliminates

co-channel interference when two BSSs are located in the same area.

In conclusion, interference of radio frequency is a usual problem and has significant
impacts on data throughput in wireless communication. The studies give us an insight
into understanding the impact of interference on WLAN performance and mitigating the
effects of interference. The studies also have profound implications for propagation

measurement.

Multiple-Path Propagation

Reflection or diffraction leads to multiple-path propagation. Multiple-path propagation
IS a common event in the indoor environment. The radio signal would reflect from
objects during transmission (e.g. wall, ceiling and office partition). The effect of
multiple-path propagation causes the fading of radio signal, so that receiver would not
get sufficient signal power [36]. Moreover, the reflected signals will arrive later than
direct signal. The period used to identify duplicate signals is referred to *“delay spread”.
In general, the large delay spread number has better performance, because stations and

APs have enough time to identify radio signals [38].

Attenuation

When data transmission occurs between two wireless nodes, the signal power is
dropping and getting weak. It is called attenuation [36]. Many factors could result in
attenuation, for example, distance, obstruction, and multiple-path effect. Due to
attenuation, received devices would not have sufficient signal strength. The

performance would degrade significantly. Furthermore, metal door and structural
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concrete wall have a greater impact on signal attenuation than other constructional

materials in the indoor environment (refer table 2.2).

Materials Attenuation
Plasterboard 3to5db
Glass wall with metal frame 6 db
Cinderblock wall 4to6db
Window 3db
Metal door 6 to 10 db
Structural concrete wall 6 to 15 db

Table 2.2: Signal attenuation with different constructional material [18].

2.3 WLAN Signal Strength Measurement

This section reviews recent articles of WLAN performance, base station placement,

signal quality impacts, WLAN measurements, signal strength and its application.

2.3.1 WLAN Performance

Figure 2.12 shows effective throughput with different kinds of network overheads. The
overhead of the IEEE 802.11 is quite high, so that it has a large gap between practical
throughput and data rate. As mentioned in [39], the overhead of the WLAN is around
60%. Only 40% time is used to transmit payload. The reset of time is consumed by
re-transmission (35%), acknowledgement (15%) and management traffic (10%). Thus,
to obtain an accurate saturation throughput of WLAN from experimental measurements,
test environment control and minimizing possible interfering factors would be helpful to
gain better and realistic saturation throughput. For example, shutdown unnecessary

services (e.g. disable simple network management protocol (SNMP) function).
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Figure 2.12: Net throughput of IEEE 802.11b [17].

The overhead of “request to send/clear to send” (RTS/CTS) was addressed in [40, 41].
Figure 2.13 shows effective throughput and various overheads including RTS/CTS.
Although RTS/CTS would result in additional traffic, existing literature also indicated
that the RTS/CTS can reduce the hidden nodes problem and improve the throughput in

multiple stations environment [40, 42-44].

However, RTS/CTS handshake mechanism is not as good as expected [4, 5]. The
functionality of RTS/CTS does not work properly when the distance between a receiver

and a transmitter is larger than 0.56 times of transmission range. The IEEE 802.11
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RTS/CTS cannot resolve hidden nodes problem completely. A new MAC layer schema:

the conservative CTS reply (CCR) can be used to solve the above problem [5].
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Figure 2.13: Net throughput with 802.11b including RTS/CTS [17].

An experimental measurement was conducted to investigate effective TCP throughput
and used analytical modeling to find MAC throughput in [45]. The experimental study
indicated that the MAC throughput is around 15% to 20% higher than effective TCP
throughput. The results showed that effective throughput is increased from 47% to 82%

when data rate shifts from 11 Mbps to 1 Mbps.
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As highlighted in [46, 47], distance, buffer size and fragmentation have important
effects on WLAN throughput. With increasing distance, signal power is attenuated
gradually and packet loss rate is increased. The data buffer also plays a significant role
in WLAN. The function of data buffer is used to keep packets which are from high layer
protocols (e.g. network, TCP layer). Packets will be dropped when the buffer is full,
thus, smaller buffer size would result in the lower throughput. Appropriate buffer size is
between 64000-128000 bits in the IEEE 802.11b networks [10]. Small fragmentation
(packet size) would have better throughput in higher radio interference environment.
However, large fragmentation would provide higher throughput in a good radio

propagation environment.

As mentioned in [48], the low height of antenna and short distance between a receiver
and a transmitter would cause significant path loss. The radio propagation of WLANS
would be limited within quite short ranges because of the Fresnel zone (as shown in

figure 2.14).

Anastasi et al. [49] pointed out that only when the height of both laptops is 1 meter from
the ground and the distance between two laptops is more than 33 meters, the Fresnel
Zone will touch the ground (refer figure 2.14). If the height of both laptops is either 1.5
or 2 meters, the Fresnel zone will only touch the ground when the distance between
laptops is greater than 73 meters and 131 meters. The communication range would
increase if the Fresnel zone is kept at a level away from the ground. In addition, when
any object (for example, table, chair and the ground) is located in the Fresnel zone, it
results in diffraction and degrades the signal power. Therefore, the height of antenna has

a significant impact on throughput in the IEEE 802.11b network. The throughput
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increases by 100% when the height of wireless devices changes from 0.4 to 0.8 meter.
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Figure 2.14: The Fresnel Zone [49].

The impact of power management on WLAN throughput was addressed in [17]. Power
management is an efficient way to extend battery life. However, it results in low
throughput of WLAN due to lower transmission power. Enabling power management
function will decrease performance of WLAN around 240%. The study gives us an

insight into power management control during propagation measurement.

The highest data rate would have maximum network throughput. RSS and frame error
rate are key factors to determine the exact data rate [50, 51]. Poor signal strength not
only leads to lower throughput, but also small range of signal coverage. RSS is an

important benchmark for assessing the performance of WLANS.

To sum up, the studies give us an insight into experimental measurement design and

considering interfering factors. The studies also have an important implication of

conducting further experiment in the obstructed office environment.
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2.3.2 Base Station Placement

An accurate base station placement can reduce the number of base stations, adequate
signal coverage of desired area, spectral efficiency and lower installation costs. Many
studies have already indicated that base station placement has strong influence on
network throughput, channel assignment, and efficient spectrum utilization in the indoor
and outdoor wireless network [52-56]. Maximizing system capacity, utilizing spectrum
more efficiently and improving quality of service are primary goals of WLAN design.
An effective base station placement plan is necessary prior to practical deployment. The
measurement of signal strength is an approach to estimate coverage of APs. Signal
strength meter is widely used to measure signal strength of WLAN. Some computer
software (e.g. Wirelessmon [57]) would also provide same functionality of signal
strength meter. Signal strength map is a common technique to present WLAN

performance in the practical WLAN design.

Non-parametric modeling technique was developed for estimating signal strength and
conducted measurements to validate a proposed model [58]. The study has a significant

implication of using realistic signal strength for optimizing AP placement.

There are only three non-overlapping channels in the IEEE 802.11 networks. Utilising
spectrum as efficiently as possible is important in the base station placement. Due to
overlapping channels, it results in co-channel interference. The effect of co-channel
interference has already been discussed in chapter 2.2.3. Therefore, base station
placement not only concentrates on signal coverage, but also selecting frequency and

channel assignment [59, 60].
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The essential requirements of base station placement include adequate signal coverage,

good signal quality and less interference. In order to optimize radio signal coverage, it is

necessary to observe the radio propagation environment. In general, a wireless base

station could cover quite large area in the free space. However, the behavior of radio

propagation becomes complicated and dynamic in indoor environment. Various factors

related to AP placement in indoor environment were addressed in [61]. They are:

® Building or floor layout: length, width and height of room.

® Constructional materials of buildings or floors: some material is easier to cause
signal reflection, multiple-path propagation and interference (e.g. concrete, mirror,
glass and metal furniture).

® Specifications of AP: transmission power, antenna gain, radio frequency band,

channel plan.

Computer simulation is another approach to study base station placement, WLAN
performance, signal strength and radio propagation. Branch-and-bound (B&B) method
was used in [54] to investigate appropriate locations for AP placement. B&B method
and genetic algorithm (GA) was also adopted to seek optimal base station configuration
in [9]. The result of B&B and GA comparison indicated that they are better utilised for
smaller problems. B&B method is far superior to the GA method in large problem size,

but the B&B method requires longer time to generate a solution.

Propagation measurement is a practical approach to understand signal strength and
coverage for base station placement. Propagation measurement was used to investigate
the optimal location for AP placement [62]. The study provides two important

implications of candidate location selection and signal strength measurement. We also
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gained an insight that this would minimize the gap from different vendors or models by

using the same WLAN devices for measurement and deployment.

In conclusion, the studies provide a significant insight into AP placement in indoor
environment. Computer simulation may reduce time and cost in the large deployment
environment. However, propagation measurement would obtain realistic results in the

particular environment with little gap between experiment and deployment.

2.3.3 Impact of Signal Quality on WLAN Performance

The values of signal-to-noise ratio (SNR), signal-to-interference ratio (SIR) and bit error
ratio (BER) have a strong impact on throughput and quality of service. Either low SNR
or low SIR leads to higher BER, data re-transmission and shift to lower data rate.
WLAN collision is determined by the ratio of signal-to-interference and noise (SINR).

This section reviews recent studies addressing SNR, SIR, SINR and BER.

SNR is a parameter to measure the relationship between signal power and background
noise. It usually measured in decibel (db). Higher SNR means less background noise
implying a better WLAN performance. An exponential relationship between the SNR
and network delay was addressed in [63]. The study proposed an empirical delay-SNR

model that can be used for AP placement and optimal network delay.

SNR is one of the key factors for data communication in WLANSs. Good SNR may lead
to lower BER and would have better WLAN performance [64]. The study also showed
that packet size has vast impacts on TCP throughput in WLAN; especially using small

packet size could improve the throughput in the lower SNR environment. Furthermore,
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SNR was used to determine delivery probability and packet loss rates in [65]. The study

indicated that link distance and SNR had a significant effect on packet loss rate.

SIR is a parameter to measure the signal strength and interference in the communication
channel. Higher SIR means lower interference in the radio propagation environment.
Higher SIR could also have large signal coverage of APs in the IEEE 802.11g
environment [66]. The study proved that using ““symbol erasures” would improve the
coverage of an AP from 40% to 300% when Bluetooth device is operating close to
wireless station within 1 meter to 10 meters. In addition, the “interference avoidance
procedure” was developed to minimize the interference and increase SIR by optimizing

output waveform [67].

SIR is also a benchmarking parameter for WLAN design. SIR performance has
significant impacts on signal quality [68]. Signal coverage and transmission power of
mobile nodes are insufficient during base station placement. It also requires a
consideration of SIR performance. Inadequate SIR performance leads to path loss

between base station and mobile nodes.

BER is a ratio to measure the number of error bits received to the number of total bits
sent within a fixed time interval. The IEEE 802.11 DCF protocol is strongly influenced
by BER. Increasing BER would result in poor throughput, longer delay and higher

packet drop probability [69].

BER can be used for optimizing packet size to reduce packet drop probability and delay.

A scheme called Error Recover Service Medium-Access Control (ERSMAC) was
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proposed to improve WLAN performance specially in higher BER condition [70].

Both BER and the number of re-transmitting frames are key factors to influence WLAN
performance. Noise and interference have a significant impact on throughput and
coverage of AP. To achieve higher data rate and throughput, it requires lower BER and
higher SNIR threshold. Understanding SNR, SIR, SNIR and BER would be helpful in
WLAN design. The studies have significant implications for assessing and enhancing

WLAN performance.

2.3.4 Recommendations for WLAN Performance Measurement

Due to the complex and dynamic characteristics of signal propagation, conducting

propagation measurement in WLAN is a difficult work. Various rules to improve

accuracy of measurement results was identified in [71]. They are:

® Use short distance rather than long distance to ensure the signal strength could not
be a factor to influence saturation throughput.

® Scan radio channel prior to experiment to avoid interference from other wireless
stations or APs.

® Use small and closed room for reducing multiple-path effect when conducting
experiment in open and free space is not possible.

® Turn off the unnecessary services in the AP configuration to reduce additional
overhead.

® Use appropriate packet size.

® Pre-test and find out optimal orientation of the AP.

® Use appropriate file size for measuring AP throughput.
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Some important environmental factors and characteristics of WLAN equipment have
significant impacts on WLAN throughput. It was mentioned in [72]. The factors are:

® Distance between transmitter and receiver.

® Specifications of AP and wireless adapter.

® Material of building and partition.

® Interference from other radio equipment.

® [ ocation of AP and signal propagation environment.

® The number of obstructions between the transmitter and the receiver.

® Antenna type: omni-directional or directional antenna, and gain of antenna.

In conclusion, the studies proposed some guidelines for conducting propagation

measurement. The guidelines would be helpful for our measurement study.

2.3.5 Signal Strength and Indoor Positioning System

In the IEEE 802.11 standard, there is no specific definition to present the relationship
between power level and RSS. Generally, RSS can be measured by mW or dBm. RSS
and packet error rate (PER) are two important metrics in the adaptation algorithm. Two
new adaptations were developed in [73]. Receiving-sensitivity adaptation can be used to
reduce WLAN collision. Clear-channel-assessment adaptation is used to mitigate the

hidden/exposed node problems. Both adaptations were based on RSS and PER.

The IEEE 802.11 technology is widely deployed for indoor ubiquitous computing and
positioning systems in recent years. Many existing literatures indicated that RSS of AP
can provide sufficient information to determine location of objects [74-78]. Many
indoor positioning systems are based on RSS; therefore, the accuracy and reliability of

the positioning systems are influenced by RSS, radio propagation environment,
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specifications of AP and WLAN adapter.

As highlighted in [79], the first phase of creating RSS base positioning systems has to
conduct a field measurement to build up location fingerprinting database as known as
radio map. The second phase is to obtain precise location from position calculation

based on the measurement data.

Orinoco WLAN cards was used in [74] to conduct a field measurement in a crowded
floor for collecting RSS. The RSS results indicated that radio propagation environment
and specifications of AP had significant impacts on fingerprinting database. The study

has a greater implication for conducting RSS measurement.

Extensive experiments were conducted in [80, 81] to measure RF energy and RSS range
in indoor environment with different WLAN cards: 3Com, D-Link, SMC, Hawking
Technology, BUFFLO, PROXIM and Intel. The experimental results showed that using
same WLAN cards for collecting the location fingerprint and determining the location
would have consistent and accurate positioning systems. Furthermore, as mentioned in
[77], specifications of computers did not affect the accuracy of positioning system, but

wireless adapters had significant impact on accuracy of positioning system.

In conclusion, the studies provide rich guidelines to understand the natural
characteristics of RSS and specifications of wireless equipment. The studies also offer
great insights into selecting WLAN cards and APs prior to WLAN deployment and
using same WLAN devices, which would also provide consistent results in RSS

measurement.
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Chapter 3

Research Methodology

A literature review in the areas of WLAN performance, signal strength and propagation
measurement is represented in chapter 2. This chapter provides a discussion on research

methodologies in the area of telecommunication networks.

Real experimental measurement, analytical modeling and computer simulation are
well-known research methodologies for modeling and performance evaluation of
telecommunication networks. Analytical modeling is based on mathematical analysis.
Although analytical modeling is good for designing new network protocols and tuning
network parameters, it cannot control and operate network protocols in details as well as

cannot present the dynamic nature of network systems [71, 82].

Computer simulation uses computer software packages, for example, NS-2 [83],
OPNET [84], to evaluate network performance or develop new network protocols.
However, higher level simulation software has difficulty in obtaining detail operation

characteristics of network protocols. Especially, the physical medium of WLAN s
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dynamic and complicated. As argued in [85], ““NS-2 does not implement the physical
layer of the network stack nor does it implement the characteristics of the physical
medium” (p.23). Johnson et al. [86] pointed out that “‘simulation models do not
sufficiently capture radio and sensor irregularity in a complex, real-world environment,
especially indoors™ (p.1). According to [64], simulation tools are insufficient for an
in-depth study of WLAN in several aspects and analytical modeling has difficulty in

analysis of transmission control protocol (TCP) over multiple-hops WLANS.

WLAN throughputs are subject to change due to various radio propagation environment
(e.g. obstructions, constructional material) [71, 80, 81]. Therefore, it is quite difficult to
understand the true characteristics of WLAN by both the analytical modeling and

computer simulation.

Due to higher cost of WLAN equipments and the lack of WLAN applications, it is a
challenge to perform experimental measurements in the area of WLANSs. The real
measurement through an experimental approach is also time consuming and labor
extensive. Thus, many WLAN researches have used analytical modeling and computer
simulation. However, the situation has changed in recent years. With the wide
applications of WLANSs and their rapid development, it encourages researchers to adopt
radio propagation measurement to investigate the performance and deployment issues of
WLANSs. For example, Park et al. [87] investigated radio interference on WLAN
throughput by using experimental measurement. Chen et al. [88] conducted public
WLAN traffic and throughput measurement at four hotspots. They used measurement
results to develop a throughput propagation prediction model. The model can be

adopted in design, development and implementation of the IEEE 802.11 WLANS.
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Nowadays, WLAN adapter is standard equipment in the mobile computers and
handheld devices. The price of entry level AP is under NZ $100. The number of internet
hotspots is growing rapidly. WLANSs provide convenient network services for people to
access internet from home, office and public place. At the same time, many WLAN
performance and deployment issues are emerging. Experimental measurement is
becoming an important methodology for the performance study of WLANS.
Experimental measurement provides an alternative to validate the results of analytical
modeling and computer simulation as well as enhances the accuracy of WLAN

research.

The main challenge of indoor radio propagation measurement is to control external
variables, such as signal reflection from moving objects and interference from devices
operating on the same frequency [89]. Furthermore, it is difficult to make a realistic
conclusion from a particular experiment [90]. An accurate WLAN performance study
requires extensive propagation measurements. The propagation measurement has
advantages in evaluating network performance before practical deployment or product
launch. The experiment would demonstrate a representative behavior of WLAN

equipment, characteristics of MAC protocols and radio propagation [71, 85].

In this dissertation, we adopted a propagation measurement approach as well as a case
study approach to study the impact of signal strength on Wi-Fi link throughput in an
obstructed office environment at AUT University. To collect data of signal strength and
throughput, we conducted a series of experiments by using two wireless laptops and two
APs. The detailed specification of measurement equipment, experimental setup and

measurement scenarios are described in chapter 4.
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In addition, we surveyed and reviewed recent literature in the area of IEEE 802.11
WLANS, performance measurement, base station placement, and signal strength
measurements. We focused on the following databases for our literature review:

® |EEE Xplore

® ACM Digital Library

® ScienceDirect Journal database

® Google Scholar (http://scholar.google.com/)
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Chapter 4

Experimental Design

In chapter 3, the research methodology adopted in this dissertation has been discussed.
This chapter provides experimental research design, which involves the details of the
hardware and software equipment, description on the propagation environment, and

measurement scenarios.

In section 4.1, we describe the performance metrics, such as throughput and signal
strength. Section 4.2 presents the detailed specification of hardware and software.
Section 4.3 describes the propagation measurement environment and section 4.4
describes the AP and wireless adapter configuration. In section 4.5, we present
experimental scenarios and section 4.6 describes some preliminary works of reducing
unexpected interference prior to conducting propagation measurement. Finally, section

4.7 summarises this chapter.
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4.1 Performance Metrics

A stopwatch is used to measure file transmission time. The link throughput of WLAN is

computed by dividing the file size with the total transmission time as follows:
Throughput (Mbps) = File Size (Mbits) / Transmission Time (Seconds)

The received signal strength is measured in “dBm”, which is an absolute unit to

measure the power level in decibel (dB) of the measured power relative to one milliwatt

(mW). The WirelessMon software is used to measure the received signal strength.

Although the goal of measurement focuses on Wi-Fi link throughput, it is still important
to consider other network layers, including the network, transport, and application layer
protocols. Colligo Workgroup software was used to provide user interface for our
experiments. Microsoft Windows XP operating system provided TCP/IP protocol for

network addressing and transportation control.

4.2 Hardware and Software Requirements

This section presents the specifications of the hardware equipment and software

information which were used in this propagation measurement.

4.2.1 Hardware Equipment

Two laptops, two APs, two wireless adapters and two external antennas were used in
this propagation measurement. The following list briefly shows specifications of laptops
and WLAN equipments used in this study. The detailed specifications of WLAN

equipment can be found in appendix E.
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® [aptopl
® \endor: IBM
B Model: X31
B CPU: INTEL Pentium M 1.7 GHz
B Memory: 1GB
® | aptop 2
B \endor: Toshiba
B CPU: INTEL Mobile Celeron 2.4
B Memory: 512MB
® |EEE 802.11b/g Access Point [91]
B \endor: D-link System Inc.
B Model: DWL-2100AP
B Specification:
Standard: 802.11, 802.11b, 802.11g, 802.3 and 802.3u
Network Interface: 100 Mbps Ethernet
Media Access Control Protocol: CSMA/CA with ACK
Frequency Range: 2.4 GHz to 2.4835 GHz
Wireless Distribution System:
® APclient
® Point-to-Point Bridge
® Point-to Multi-Point Bridge
® Repeater
B External Antenna Type: Dipole with reserve SMA connector
® |EEE 802.11 b/g USB Wireless Adapter [92]

B \endor: D-link System Inc.
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B Model: DWL-G132

B Specification:
Standard: 802.11b and 802.11g
IEEE 802.11 b/g Host Interface: USB
Media Access Control Protocol: CSMA/CA with ACK
Frequency Range: 2.4 GHz to 2.4835 GHz
Network Architecture Types: ad-hoc and infrastructure mode
Operating Channels: US: 11, Europe: 13, Canada: 11
Antenna: Internal Integrated Antenna

® |EEE 802.11 b/g 2.4 GHz Antenna [93]

B \endor: D-link System Inc.

B Model: ANT24-0700

B Specification:
Standard: IEEE 802.11b and 802.11g.
Type: Omni-Directional Indoor Antenna
Power Level of Antenna: 7dbi

Frequency Range: 2.4 GHz — 2.5 GHz

4.2.2 Software

® Microsoft Windows XP Professional with Service Pack 2, available at;

http://www.microsoft.com/windows/products/windowsxp/default.mspx

® Colligo Workgroup Edition version 4.0.m available at:

http://colligo.com/products/workgroupedition/index.asp

® \WirelessMon Profession Edition version 2.0 build 1010, available at:

http://www.passmark.com/products/wirelessmonitor.htm
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4.3 Propagation Measurement Environment

The propagation measurements of this study were performed on the first floor of the
WY building at AUT University. Figure 4.1 shows the layout of the floor.
Theexperiment was conducted within a section of the first floor (the experimental floor
area is as shown in figure 4.1 bounded by the star mark ‘% *) . The experimental floor
area is 34 meters long and 15 meters wide. The exterior walls and flooring of the entire
building is made of concrete and each floor has a provision of false ceiling made up of
perforated particle boards for ventilation. The entire first floor is divided into small
cubicles with partitions made of particle boards and translucent glass. Each office has a
metal door. Since we had no access to all the cubicles, it was possible to conduct the

propagation measurements in the corridor of the first floor.

The experimental setting was placed and conducted in the meeting room as shown in
figure 4.1. The meeting room is bounded by particle boards on three sides and
translucent glass partition facing to corridor with glass door. The meeting room also

consisted of some wooden desks and chairs.
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The First Floor of WY Building Layout
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Figure 4.1: WY building layout.
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4.4 Access Point and Wireless Adapter

This section presents AP and wireless adapter configuration including operation mode
and performance parameters. We describe AP configuration in section 4.4.1. Wireless

adapter configuration is presented in section 4.4.2. A brief description of AP operation

mode is presented in section 4.4.3.

4.4.1 AP Configuration
The AP (D-Link DWL-2100AP) provides some tuning parameters due to performance
and security enhancement. The setting of performance parameters of AP is described in

this section. This would be useful for later researchers to conduct further research with

different configurations.
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Bl Edit ¥isw Higtory DBookmarks ook Help
D-Link
-
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Figure 4.2: Main configuration menu for AP.
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Figure 4.2 shows wireless configuration menu of the AP. This menu allows setting up
SSID (Service Set Identifier), channel number, user authentication and data encryption
mechanism, enable or disable functionalities of SSID broadcast, radio signal, wireless

QoS and super G mode.

In a single AP scenario, we configured the AP as listed along the following settings. The
channel number varied depending on available channel during measurement.

® SSID: Auckland

® Encryption: Disable

® SSID Broadcast: Enable

® Radio: On

® Channel: 1

® Super G Mode: Disable

® Authentication: Open System

® Wireless QoS (WMM): Disable

In two APs scenario, the APs used same channel number and SSID under “AP with
WDS mode” and “WDS mode” configurations. On the other hand, channel number and

SSID of APs should be different under “AP mode” with Ethernet configuration.

In figure 4.3, the configuration menu of performance parameter of an AP is shown. The

performance parameters were set as default during the propagation measurement.

RTS/CTS function is enabled by the manufacturer.
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Figure 4.3: Performance parameter configuration menu for AP.

The detailed information of an AP configuration is shown in figure 4.4.
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Firmware Version: v2.20na
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Ethernet
Get IP From Manual

o

' Stats IP address 192 168.1.100
Subnet Mask 2656.255.255.0

e Gateway: 192.168.1.1

' Client Info Wireless (802.11g)
SSID: auckland
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°8 Super G Mode: Disabled
Rate: Auto
Security Level Open Systern / Encryption Disabled
Help
v

Figure

4.4: AP configuration information.
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4.4.2 Wireless Adapter Configuration

The detailed configuration of a wireless adapter is shown below.

SSID: Auckland
Authentication: Open
Wireless Mode: infrastructure
Frequency: 802.11b/g 2.4 GHz
Data Encryption: Disable

Power Mode: Disable

Figure 4.5 and 4.6 show main configuration menu and performance parameter menu of

D-Link DWL-G132 wireless adapter. The wireless adapter configuration must match

with AP configuration in the infrastructure mode, so the wireless adapter configuration

is based on AP configuration which we described in the previous section.

D D-Link AirPlus EtremeG Wireless Diility D_(l

5310 |auckland|
Link Info

YWireless Mode |Infrastruc:ture j
Diata Encryption |Disah|ed j
Authentication |Open _:J
_____ Key Length | __J
Site Survey lEEEBDZ1X| —J
About J 1 |
J 2
J 3
J o4
J
1P Settingsl
ey

Figure 4.5: Main configuration menu for WLAN adapter.
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Figure 4.6: Parameter configuration menu for WLAN adapter.

The detailed information of a wireless adapter is shown in figure 4.7.
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Figure 4.7: WLAN adapter configuration information.
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4.4.3 AP Operation Mode

Two APs (D-Link DWL-2100AP) were used in the propagation measurements. The AP
supports five different operation modes: AP Mode, WDS with AP Mode, WDS Mode,
AP Repeater Mode, and AP Client Mode. Three of them (AP Mode, WDS with AP and
WDS) were used in the propagation measurements. Figure 4.8 shows the operation
mode configuration menu. There were no changes made to the current setting of the
“AP mode”. If the AP is configured as either “WDS with AP mode” or “WDS mode”,

the remote AP MAC address must be entered in the remote AP list.
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Figure 4.8: AP operation mode configuration menu.

A brief description of the operating modes is given below.

® AP Mode

The role of an AP is as a coordinator in the AP mode. The AP receives data from
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wireless clients and forwards to other wireless clients or wired clients (via Ethernet).

® \WDS Mode

In WDS mode, AP only provides a wireless bridge function. Wireless clients cannot
associate with AP in WDS mode. WDS mode is a feasible solution when people would
like to have wireless network connection between two or more buildings without a cable
running through.

® \WDS with AP Mode

In the WDS with AP mode, AP plays the role of a coordinator and wireless bridge. The

AP offers AP mode and WDS mode functions.

4.5 Propagation Measurement Scenarios

The propagation measurement is divided into four phases: (1) preliminary measurement;
(2) phase 1; (3) phase 2; and (4) phase 3. The detailed description of each phase and

measurement scenarios are presented next.

4.5.1 Preliminary Propagation Measurement

The aim of preliminary measurement was to collect sample data to compare with the
results of phase 1 to 3. Scenarios 1 to 5 were conducted in the meeting room under a
controlled environment. In addition, scenario 6 was conducted to investigate the signal
coverage and throughput without an AP in the obstructed office block.

® Scenariol

The height of the transmitter (TX) and the receiver (RX) was placed 1 meter from the
ground to avoid the Fresnel zone in all of the below mentioned propagation

measurements. In addition, the propagation measurements were performed in the
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meeting room with different distances, different file sizes, and file formats in scenarios
1 to 5. A stopwatch was used to measure transmission time and WirelessMon software

was used to measure RSS at RX in all of below measurement scenarios.

In figure 4.9, two laptops were configured as ad-hoc mode. The distance between
laptops was set to 1, 2, and 3 meters. The experimental results of scenario 1 are

presented in chapter 5 (section 5.1.1).

Ad-Hoc Mode Measurement in the Meeting Room

TX RX

Figure 4.9: The ad-hoc mode measurement (scenario 1).

® Scenario 2

The height of APs was placed 1 meter from the ground in all of the below mentioned
measurement scenarios. An AP was configured as “AP mode” and the throughputs were
measured with different distances (1 and 2 meters) between the AP and laptops (as

shown in figure 4.10).
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AP Mode Measurement in the Meeting Room

| I Im and 2m I l Im and 2m 18

AP

TX RX

Figure 4.10: The AP mode measurement (scenario 2).

® Scenario 3

In figure 4.11, two APs were configured as “WDS with AP mode”.

WDS with AP Mode Measurement in the Meeting Room

l l Wireless Distribution System l i

| AP1 Zm AP2 |

2m P 2m

TX

Figure 4.11: The WDS with AP mode measurement (scenario 3).
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® Scenario4

In figure 4.12, two APs were configured as “AP mode” and a Cat-5 cable was used to

link two APs.

AP Mode with Fast Ethernet Connection in the Meeting Room

| API1 Im AP2 |

2m

Figure 4.12: The AP Mode with Ethernet measurement (scenario 4).

® Scenariob

WDS Mode Measurement in the Meeting Room

Wireless Distribution System

AP1 Im AP2

Im Im
(Ethernet Cable) (Ethernet Cable)

Figure 4.13: The WDS Mode measurement (scenario 5).

-51-



In figure 4.13, two APs were configured as “WDS mode”. Both TX and RX used Cat-5

cables to connect with APs.

By conducting scenario 2 to 5 experiments, we gained an insight into the relationship
between file size, file format, distance, signal strength and throughput with different AP
mode configurations. The experimental results of scenario 2 to 5 are presented in

chapter 5 (section 5.1.2).

® Scenario 6

The ad-hoc mode measurement was performed in the obstructed office environment. TX
was located at position “A” (as shown in figure 4.1). The position of RX was moved
around the entire office to investigate the signal coverage and throughput. A data file
(10.9 MB) was sent from TX to RX on each of RX location. By conducting scenario 6,
we gained an insight into RSS, signal coverage and throughput without AP involved in
the obstructed office block. The experimental results of scenario 6 are presented in

chapter 5 (section 5.1.3).

4.5.2 Phase 1 Propagation Measurements

We configured an AP as “AP mode” for phase 1 propagation measurements. The more
detailed description of phase 1 measurement is described next.

® Scenario 7

In figure 4.14, an AP was located at position “A” and TX was placed 2 meters away
from the AP. Nineteen measurement points from A to S were defined in the office. Other
than the nineteen measurement points, extensive measurements were also conducted in

the corners and some areas of weak signal strength. For example, position
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“(H-3.5m)F-H” is the measurement point which is 3.5 meters away from “H” and is

between “F” and “H”.

Phase 1 Measurement : Access Point at Position “A”
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Figure 4.14: Phase 1 measurement: an AP at position “A”.

Eleven measurement points were selected for AP placement (A, F, G, H, |, J, K, L, R,
E-3M, N-3M). TX was located 2 meters from the AP. A trolley was used to carry RX
and RX was moved around all measurement points. A data file (10.9 MB) was sent from
TX to RX in each measurement point, and a stopwatch was used to measure
transmission time. The WirelessMon software was used to measure RSS at each RX

location.

By conducting extensive experiments, we gained an insight into RSS and throughput of

an AP placement in an obstructed office environment. The experimental results are

presented in chapter 5 (section 5.2).
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4.5.3 Phase 2 Propagation Measurements

Two APs were configured as “WDS with AP mode” and “AP mode” with Ethernet
connection. The detailed description of phase 2 measurement is described next.

® Scenario 8

Two APs were configured as “WDS with AP” mode. Figure 4.15 shows a measurement
scenario with two APs at positions “A” and “J” and TX and RX were placed 2 meters
away from APs. Three large files of 250 MB with different formats (data, audio and
video format) were sent from the TX to the RX. A stopwatch was used to measure the
transmission time. In the remaining of phase 2 measurements, two APs were placed at

“Aand R”, “G and J”, “G and R”, and “E-3M and N-3M”.

Phase 2 Measurement : WDS with AP Mode Access Point at Position “A” and “J”

‘| L~V V. || & |G| e

.....

Figure 4.15: Phase 2 measurement: APs at position “A” and *“J”.

® Scenario 9
The scenario 9 repeated the procedure of scenario 8 with the following changes: the two
APs were configured as “AP mode” and placed at position “E-3M and N-3M” and a

Cat-5 cable was used to link two APs (as shown in figure 4.16).
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Phase 2 Measurement : AP Mode with Ethernet Connection Access Point at Position “E-3M” and “N-3M"
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Figure 4.16: Phase 2 measurement: APs at position “E-3M” and “N-3M”.

By conducting phase 2 experiments, we gained an insight into the throughput
performance of multiple APs in the obstructed office environment. The experimental

results of both the scenarios 8 and 9 are presented in chapter 5 (section 5.3).

4.5.4 Phase 3 Propagation Measurements

We obtained two optimal positions for APs placement from phase 2 propagation
measurements. Apparently, the positions (E-3M and N-3M) had better performance than
other positions. Therefore, we placed APs at position “E-3M” and “N-3M”. The detailed
description of phase 3 measurement is described next.

® Scenario 10

We configured APs as WDS with AP mode and placed APs at “E-3M” (SSID: Auckland)
and “N-3M” (SSID: Wellington). In the first measurement, we placed TX 2 meters away

from the AP (SSID: Auckland) and TX was associated with the AP (SSID: Auckland).
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On the other hand, RX was associated with the AP (SSID: Wellington). We used a
trolley to carry RX and moved RX at measurement points “K, N, O, P, Q, R and S”. A
data file (153.6 MB) was sent from TX to RX and a stopwatch was used to measure
transmission time. The WirelessMon software was used to measure RSS at all
measurement points. The same was repeated as a second measurement with TX
associated and placed 2 meters away from the AP (SSID: Wellington). RX was
associated with an AP (SSID: Auckland) and measured at points “A, B, C, D, E, F, G, H

and 1”.

® Scenario 11
Scenario 11 repeated the procedure of scenario 10 with the following changes: the two

APs were configured as AP mode and a Cat-5 cable was used to link two APs.

By conducting phase 3 experiments, we gained an insight into the relationship of RSS
and throughput when two APs were deployed in the obstructed office environment. The

experimental results of scenarios 10 and 11 are presented in chapter 5 (section 5.4).

4.6 Measurement Accuracy

The propagation measurement can be a time consuming and tedious work. It was
considered some potential issues to reduce unexpected interference and to improve the
measurement accuracy.

® Interference from human movement

The experimental floor area used for the propagation measurement is usually very busy

during weekdays due to the fact that it is occupied by more than 30 staff members. We
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performed the propagation measurements during weekends to avoid any sort of
hindrance.

® Co-channel Interference

With wide deployment of WLAN, three to five APs can be found within the range of
measurement. Scanning and adjusting the radio channel prior to experiment was done to
prevent co-channel interference.

® Parameter Setting

We turned off data encryption function and used the default setting of AP and wireless
network adapter to reduce overhead and interference from AP configuration. The

configuration of APs and wireless adapters is described in section 4.4.1 and 4.4.2.

4.7 Summary

The detailed experimental design for propagation measurement is presented. The
preliminary measurement would help us to understand AP configuration and
characteristics of WLAN. We also identified the sufficiency of one AP deployment in
the office from phase 1 measurement. By performing phase 2 measurement, inter-APs
throughput and optimal position placements of APs were derived. We gained knowledge
and understanding of the signal coverage and throughput of two APs deployment from
phase 3 measurement. Finally, we believe that careful experimental design would save

time and enhance the accuracy of experimental results.
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Chapter 5

Results and Discussion

The hardware and software requirements, AP configurations, and measurement
scenarios for the propagation study have been discussed in chapter 4. In this chapter, the
preliminary results are presented in section 5.1, and phase 1 to 3 results are discussed in
section 5.2, 5.3 and 5.4, respectively. The capacity estimation of WLAN is also
discussed in section 5.5. Various recommendations for AP deployment are discussed in

section 5.6, and the chapter concludes with a brief summary in section 5.7.

5.1 Preliminary Measurement Results

The preliminary throughput measurements of both an ad-hoc and the infrastructure
modes were performed under controlled environment to obtain the saturation
throughput of AP and wireless adapter. We used the results of preliminary measurement
to compare the results of phase 1 to 3. The detailed numerical results are presented in

appendix A.
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The receiver sensitivity is an important factor in determining the data rate of Wi-Fi
networks. Table 5.1 illustrates the relationship of receiver sensitivity and data rate
according to specification of WLAN adapter (refer appendix E). As mentioned in [94],
the IEEE 802.11b throughput is around 5 Mbps and 802.11g throughput is 11 Mbps
under normal operating and low traffic condition. The throughput of 802.11b (5 Mbps)
is 45% of the theoretical data rate (11 Mbps), while the throughput of 802.11g (11 Mbps)
is only 20% of the theoretical data rate (54 Mbps). Therefore, the estimated throughput
as shown in table 5.1 is calculated as follows:
Estimated Throughput of 802.11g = Data Rate * 20% — (5.1)

Estimated Throughput of 802.11b = Data Rate * 45% — (5.2)

*Receiver Sensitivity | *Data Rate Estimated Throughput
(dBm) (Mbps) (Mbps)

802.11b -82 11 5

802.11b -87 2 0.9
802.11g -88 6 1.2
802.11g -86 9 1.8
802.11g -84 12 2.4
802.11g -82 18 3.6
802.11g -78 24 4.8
802.11g -74 36 7.2
802.11g -69 48 9.6
802.11g -66 54 11

Table 5.1: Receiver sensitivity, theoretical data rate and estimated throughput.
* Receiver sensitivity and data rate are retrieved from specifications of WLAN adapter.

For further information, please refer appendix E.

Table 5.1 shows that once the receiver sensitivity is larger than -88 dBm, the WLAN

adapter can receive data under the IEEE 802.11g standard. Moreover, when RSS is
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larger than -66 dBm, the WLAN adapter reaches maximum data rate (54 Mbps). The

table provides an important reference to facilitate the discussion.

5.1.1 Scenario 1: The Ad-Hoc Mode in the Meeting Room

Two IEEE 802.11g wireless adapters (D-Link DWL-G132) were used in the experiment.

However, we would like to emphasize the point before arriving at the results section that

the adapter only supports 802.11b with maximum data rate at 11Mbps in the ad-hoc

mode.

The two laptops had better performance and signal strength when kept 2 meters apart

than being kept distant by 1 meter (as shown in figure 5.1). This is because if two

wireless stations are placed too close, it would cause path loss. Numerical results are

presented in appendix A (table A.1).
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Figure 5.1: Throughput measurement under ad-hoc mode.
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In table 5.1, the estimated throughput of IEEE 802.11b is 5 Mbps, once the receiver
sensitivity is large than -82 dBm. Our measurement throughput (average throughput 5.5

Mbps) with RSS (-41 dBm) was slightly better than estimated throughput.

As mentioned in [49], theoretical maximum user datagram protocol (UCP) throughput
of the IEEE 802.11b is 5.12 Mbps as well as 2.74 Mbps for TCP throughput with large
packet size (1024 bytes) without RTS/CTS. In addition, [95] depicts that two wireless
stations were configured in the direct line-of-sight (LOS) with the throughput of
802.11b (5 Mbps). Comparing the results with [49] and [95], our measurement results
were very close to the theoretical UDP throughput (5.12 Mbps) and the real-world
measurement throughput (5 Mbps). Our measurement results were better than the
theoretical results in [49] and the results of crowded office experiment in [95]. The

possible reason is that our measurements were conducted under controlled environment.

5.1.2 Scenario 2 to 5: The Infrastructure Mode in the Meeting Room
We conducted measurements in the meeting room and configured an AP as “AP mode”
in scenario 2, two APs as “WDS with AP mode” in scenario 3, two APs as “AP mode”

with Ethernet connection in scenario 4, and two APs as “WDS mode” in scenario 5.

Figure 5.2 shows throughput with different AP configurations. Detailed numerical
results are presented in appendix A (table A.2 to A.6). In the “AP mode”, the average
throughput is 10.357 Mbps (refer table A.6) when laptops were placed 2 meters away
from the AP. However, when the laptops were placed only 1 meter away from the AP,
the average throughput is dropped by 21% (8.157 Mbps). Similarly, in the ad-hoc mode

the throughput was 5.437 Mbps and 5.634 Mbps at 1m and 2m respectively (refer table
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A.1). Again, the results indicated that when two wireless nodes were too closely located,

it resulted in lower RSS and throughput.

Different AP Configurations: Throughput Comparison
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Figure 5.2: Throughput comparison with different AP configurations.

As mentioned in [71], APs can reach their maximum throughput with a certain file size.
Initially, throughputs will keep increasing along with an increased transferred file size
until it reaches the maximum capacity of the AP. However, our measurement results
indicate that there is no apparent change of throughput with different file sizes. The

possible reason is that behavior of AP varies with different models and vendors.

We also found that the file format did not make a significant impact on throughput. For

example, a throughput of 10.306 Mbps (refer table A.2) was obtained on a 274 MB data

file, while a throughput of 10.236 Mbps was obtained on a 256 MB video file.

The throughput under the “WDS with AP mode” was lower (average throughput: 5.755

Mbps, refer table A.6) than the “AP mode” (10.357 Mbps) and the “AP mode” with
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Ethernet connection (11.863 Mbps). If a Cat-5 Ethernet cable is used instead of WDS,

throughput can be improved around 103% (from 5.755 to 11.863 Mbps).

The average throughput of “WDS mode” (19.281 Mbps, refer table A.5) was much
better than other AP configurations. However, “WDS mode” only supports the

point-to-point connection. Wireless clients cannot associate with the AP in WDS mode.

5.1.3 Scenario 6: The Ad-Hoc Mode in the Office
Figure 5.3 shows the relationship of throughput, RSS, and distance coverage under an
ad-hoc mode measurement with LOS condition. The average throughput was 5.507

Mbps and RSS was around -43 to -67 dBm (refer table A.7).

Ad-Hoc Mode Line-of-Sight: Distance/RSSI/Throughput
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Figure 5.3: The ad-hoc mode measurement with LOS in the office of WY building.
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Because the received signal threshold of WLAN adapter was -82 dBm at 11 Mbps (refer
table 5.1), the impact of distance and signal strength on throughput were little in LOS
condition in the office. However, due to attenuation, signal strength was getting weaker

with longer distance (for example, 1m: -43dBm to 20m: -67 dBm, refer table A.7).

In figure 5.4, signal strength and throughput dropped significantly when RX was far
away from TX and obstructions were located between RX and TX. Furthermore, signal
was blocked in the small area of the office (for example, nearby measurement point
“P”). Therefore, ad-hoc mode is an inappropriate solution for WLAN deployment in this

office. An AP should be used to boost signals.

Ad-Hoc Mode Non-Line-of-Sight: Distatnce/RSSI/Throughput
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Figure 5.4: The ad-hoc mode measurement with NLOS in the office of WY building.

We have collected rich experimental data under various AP configurations. The

important conclusion of preliminary measurement is that the ad-hoc mode does not have
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sufficient signal coverage and throughput in the obstructed office environment under
consideration. Indeed, one or more APs should be deployed to provide sufficient signal

coverage and throughput in the office.

Three phases of measurements are described next.

5.2 Phase 1 Measurement

The phase 1 measurement aims to investigate the impact of signal strength on Wi-Fi
link throughput and to build up a rich database (signal strength and throughput) with a
single AP placement. The measurement results are presented in section 5.2.1 with
different positions of AP placement. We provide a detailed throughput analysis and

discussion in section 5.2.2.

5.2.1 Results and Discussion

The measurement results are presented in three forms, such as: (1) numerical results; (2)
curve diagram; and (3) throughput map. The numerical results of distance, RSS, and
throughput are presented in the form of tables in appendix B (for example, table B.1).
The relationship of throughput, signal strength and distance are shown by curve graphs

(for example, figure 5.5) and throughput maps (for example, figure 5.6).

The detailed definition of measurement point is shown in figure 4.1. The notation of
measurement point is presented alphanumerically. For example, “(P-3.5m)O-P” is to
present the measurement point which is located at 3.5 meters away from measurement

point “P” and between measurement points “O” and “P”.
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AP at Position “A”

Figure 5.5 shows propagation measurement results of distance, RSS and throughput
when the AP was located at position “A”. RSS and throughput were sufficient between
measurement points “B” and “I”. However, RSS and throughput were decreasing from
measurement point “L”, because of the number of obstructions and distance were
increasing between the AP and RX. RSS of measurement points “O” was the lowest
(-90 dBm, refer table B.1). Although measurement points “O” were not the furthest
point from the AP, some obstructions were located between the AP and RX, resulting in

the lowest RSS and throughput (0.393 Mbps, refer table B.1) at measurement point “O”.

Access Point at position A" : Distance/RSSI/Throughput
40

20 |

=20

-40

0\
% \\k d *//\\ N o
No——4—
80 M &J AS N //
’ TN 2R
\——0\\'__"*"’*_.\\*4/
-100
BC DEE HG1LMJ K N 0 P 0 RS
—=— Throughput (Mbps)
RX Position —+— Signal strength (dBm)
Distance (Meter)

Figure 5.5: Distance/RSSI/Throughput for AP at position “A”.

We found that RSS had significant impact on Wi-Fi link throughput. For example, RSS
at measurement point “H” was -59 dBm with throughput 10.088 Mbps (refer table B.1).

When RSS was -76 dBm at “M”, the throughput was only 3.134 Mbps. In general,
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throughput decreases along with lower RSS. In fact, the change of throughput was not

only determined by RSS, but also by other factors. These factors will be discussed later

in this section.

The real throughput in the obstructed office environment is shown in the form of a map
(as shown in figure 5.6). The various colors were used to demonstrate different
throughputs, for example, lower throughput (0~2 Mbps) between measurement points

“N” and “R” was presented by the color tan.
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Figure 5.6: Throughput map for AP at position “A”.

In figure 5.6, overall throughput was better on the “left-hand side” of the office and the
center of the office. The throughput of “right-hand side” of the office was very low.
However, due to no obstructions between AP and measurement points “R” and “S”, the

throughput and RSS were acceptable at measurement points “R” and “S”.
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The throughput map clearly demonstrates that when AP was located at position “A”, it
could not offer sufficient throughput for the entire office. Moreover, the throughput map
is another way to represent the measurement results. The throughput map serves as a
guide to know the actual throughput at different locations in the office and is more

accurate to demonstrate WLAN performance than RSS.

AP at Position “G”

Figure 5.7 shows the results of distance, RSS and throughput when the AP was located
at position “G”. Overall, RSS and throughput was adequate between measurement
points “A” and “I”. For example, RSS at “H” was -55 dBm and throughput 10.971
Mbps (refer table B.2). Comparing with the estimated throughput (11 Mbps, refer table

5.1) the measurement result was very close to the estimated throughput.
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Figure 5.7: Distance/RSSI/Throughput for AP at position “G”.
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In table 5.1, when RSS is larger than -66 dBm, the data rate is 54 Mbps and the
estimated throughput is 11 Mbps. However, our measurement results showed that many
measurement points had better RSS (large than -66 dBm), but not higher throughput.
For example, RSS at measurement point “E” was -64 dBm and the measurement
throughput 7.632 Mbit/s. It was 31% lower than the estimated throughput. The results

revealed that we cannot only rely on RSS to determine the WLAN performance.

Figure 5.8 shows throughput map of the AP when it was placed at position “G”. The
overall throughput was sufficient on the “left-hand side” of the office. However, the
throughput was lower on the “right-hand side” of the office. Furthermore, compared to
figure 5.6, the area of lower throughput is smaller. It means that when AP was located at
position “G”, it would offer better throughput than AP at position “A” for the

“right-hand side” of the office.
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Figure 5.8: Throughput map for AP at position “G”.
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AP at Position “E-3M”

Figure 5.9 shows the measurement results of distance, RSS and throughput when the AP
was located at position “E-3M”. With different AP locations, RSS and throughput may
also change at the same time. For example, RSS of measurement point “(C-2m)C-D”
was -63 dBm with a throughput of 10.325 Mbps when the AP was located at position
“E-3M” (refer table B.3). In the previous scenario (AP at position “G”) at the same
measurement point “(C-2m)C-D”, RSS was -70 dBm with a throughput of 7.566 Mbps
(refer table B.2). The results revealed that position of AP has an important impact on

RSS and throughput.
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Figure 5.9: Distance/RSSI/Throughput for AP at position “E-3M”.

Figure 5.10 shows throughput map of the AP when it was placed at position “E-3M”.
The throughput was adequate on the “left-hand side” and the center of the office.

However, throughput is still quite low in the corner of the “right-hand side” of the office
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(for example, measurement point “R”).
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Figure 5.10: Throughput map for AP at position “E-3M”.

AP at Position “J”

Figure 5.11 shows the results of distance, RSS and throughput when the AP was located
at position “J”. With same RSS and longer distance to AP, the measurement point “H”
(10.205 Mbps, 12 meters, refer table B.4) had better throughput than measurement point
“L” (7.767 Mbps, 10.82 meters). The reason is that measurement point “H” was located
in the direct LOS to the AP, but measurement point “L” was located in the NLOS to the
AP. The results revealed that the number of obstructions had a considerable impact on

the throughput.

In figure 5.12, the throughput was quite lower in the corner of the “left-hand side” of the

office (for example, measurement point “C”), but overall throughputs were sufficient on
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the “right-hand side” and the center of the office.
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Figure 5.11: Distance/RSSI/Throughput for AP at position “J”.
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Figure 5.12: Throughput map for AP at position “J”.
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AP at Position “R”

Figure 5.13 shows the results of distance, RSS and throughput when the AP was located
at position “R”. Even though RSS was same on different measurement points,
throughput could be different. For example, measurement point “(H-3.5m)H-F” and
“M” had the same RSS (-71 dBm, refer table B.5). Both measurement points were
located in the NLOS from the AP. The throughput of measurement point “(H-3.5m)H-F”
was 5.662 Mbps, which was lower than measurement point “M” (7.314 Mbps).
However, the distance between “(H-3.5m)H-F” and the AP was 21.29 meters, while the
distance between “M” and the AP was only 13.83 meters, thus distance is one of the key

factors to determine WLAN throughput.
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Figure 5.13: Distance/RSSI/Throughput for AP at position “R”.

Figure 5.14 shows throughput map of the AP when it was placed at position “R”. The

average throughput was adequate on the “right-hand side” of the office. The area of
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insufficient throughput was on the “left-hand side” of the office. Overall, the
throughputs were around 5~7 Mbps in the center of the office. The lower throughput
area was large when AP was placed at position “R” rather than at position “J”. The
results revealed that the AP at position “J” had better throughput than AP at position

IIR”.
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Figure 5.14: Throughput map for AP at position “R”.

AP at Position “N-3M”

Figure 5.15 shows the results of distance, RSS and throughput when the AP was located
at position “N-3M”. The average throughput was 10.085 Mbps (refer table C.10) on the
“right-hand side” of the office. The average throughput was quite close to the estimated
throughput (11 Mbps, refer table 5.1). Compared to other measurement results, the
position “E-3M” is the best for AP placement to provide sufficient signal coverage and

throughput to the “right-hand side” of the office.
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The measurement results indicated that the throughput was decreasing along with low

RSS and long distance. For example, in table B.6, the throughput was 9.973 Mbps (RSS:

-51 dBm, distance: 6 meters) at measurement point “L”, the throughput of measurement

point “E” was 7.836 Mbps (RSS: -60 dBm, distance 12.37 meters), and the throughput

of measurement point “D” was 6.649 Mbps (RSS: -70 dBm, distance: 17.26 meters). In

general, both RSS and distance are the key factors to determine throughput. Especially,

throughput may vary significantly in harsh radio propagation environment.
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Figure 5.15: Distance/RSSI/Throughput for AP at position “N-3M”.

In figure 5.16, the throughputs were around 10 Mbps on the “right-hand side” of the

office. However, large area between measurement points “A” and “C” did not have

adequate throughput (less than 2 Mbps).
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Throughput Map - Access Point at “N-3M" Position

—————r— ”s
Yy * *|
A S R
%) %]

B
Meeting Room \9
v *  N-3M
Mo
= AP
£ : (= &3 =_v'¢.-P
= LU w |t
-
Kitchen

10- 910 8-9 ‘l l‘ l\ ![ I\ 23 02

Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps Mbps

Figure 5.16: Throughput map for AP at position “N-3M”.

According to our measurement results and discussion, RSS is one of the key factors to
affect WLAN throughput. We also found that the performance of WLAN depends on
many other factors, for instance, distance, AP position, the number of obstructions

between a TX and a RX, radio propagation environment and LOS/NLOS conditions.

We have discussed the measurement results of an AP placement at measurement points
“A”, “G”, “E-3M”, “J”, “R”, and “N-3M”. The signal strength and performance of the
remaining AP placements (“I”, “L”, “H”, “F” and “K”) were lower than other positions.
So we did not involve these measurement points in phase 2 measurements. The results

of AP placements at positions “I”, “L”, “H”, “F” and “K” are presented in appendix B.
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5.2.2 Throughput Analysis

To conduct throughput analysis, we divided the measurement points into two groups: (1)

right-hand side; (2) left-hand side (refer figure 4.1). The right-hand side contains

measurement points “A”, “B”, “C”, “D”, “E”, “F”, “G” and “H”. Measurement points

“J7, “K”, “M”, “N”, “O”, “P”, “Q”, “R” and “S” belong to the left-hand side. The

measurement points “I” and “L” belong to both sides. We obtained eleven data suits

from phase 1 measurements. We picked up three highest and lowest throughputs from

both sides and calculate the average throughput.

Average Throughput | Average Throughput | Average Throughput
AP Position (Mbps) (Mbps) (Mbps)
(left-hand side) (right-hand side) (Both sides)
A 8.838 3.857 6.384
G 8.554 5.006 6.78
H 6.935 4.845 5.89
F 6.964 4.273 5.619
E-3M 8.949 5.617 7.283
I 7.043 6.631 6.837
L 6.972 6.823 6.898
J 5.767 8.972 7.369
K 4.072 7.239 5.655
N-3M 4.776 10.085 7.43
R 5.305 8.82 7.062

Table 5.2: Average throughput of AP with different positions.

Table 5.2 shows the average throughput of an AP when it was located at different
positions. When the AP was located at positions “A”, “G” and “E-3M”, it provided
better average throughputs (8.838, 8.554, 8.949 Mbps) for the “left-hand side” of the
office, while positions “J”, “R” and “N-3M” provided better average throughputs (8.972,

8.82, 10.085 Mbps) for the “right-hand side” of the office block.
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The positions “I” and “L” had well balance throughputs for both sides, but the average
throughputs (6.837 and 6.898 Mbps) were inadequate for both sides. Compared to the
estimated throughput (11Mbps) of the IEEE 802.11g, the AP that was placed at

positions “I” and “L” did not offer adequate throughput.

In conclusion, the measurement results revealed that multiple APs could provide better
signal coverage and throughput than a single AP in this office. The positions “A”, “G”,
“E-3M”, “J”, “R” and “N-3M” were potential locations for AP placement in multiple AP

scenarios. The detailed results of throughput analysis are presented in appendix C.

5.2.3 Comments

From extensive measurements and discussion, some important conclusions have been
drawn. Firstly, the impact of RSS on Wi-Fi link throughput is validated. The
measurement results revealed that sufficient RSS does not guarantee sufficient
throughput. WLAN throughput also depends on distance, the location of the AP, the

number of constructions between the AP and the RX.

A single AP could cover the entire office, but throughput was insufficient in many
locations. Furthermore, with changing AP positions, RSS and throughput were varying
at the same time. When the AP was located at positions “A”, “G” and “E-3M”, signal
coverage and throughput were acceptable on the “left-hand side” of the office. However,

RSS and throughput were inadequate on the “right-hand side” of the office.

When the AP was located at positions “J”, “R” and “N-3M”, the results was opposite.

The measurement results revealed that the location of AP would have a significant
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impact on RSS and throughput.

Results also shows that the measurement points of “A”, “G”, “E-3M”, “J”, “R” and

“N-3M” are appropriate positions for phase 2 measurements. In phase 2 measurements,

we configured and placed two APs in the different positions which we derived from

phase 1 measurements.

The phase 2 measurement is discussed next.

5.3 Phase 2 Measurement

The phase 2 measurement aims to investigate the throughput between two APs. Two

basic service sets (BSSs) were configured. Each BSS included an AP and a wireless

station. One of the BSSs covered the “right-hand side” and the other one covered the

“left-hand side” of the office. In configuring two BSSs, performance between two BSSs

becomes a key factor to influence the end-to-end throughput, especially when two

wireless stations are located at different BSSs, trying to communicate with each other.

The numerical results are shown in table 5.3.

) ) ) Distance| Throughput
Access Point Configuration LOS/NLOS
(Meter) | (Mbps)
A-R: WDS with AP Mode 32 3.235 LOS
A-J: WDS with AP Mode 21 3.663 LOS
G-R: WDS with AP Mode 26 5.281 LOS
G-J: WDS with AP Mode 17 4.271 LOS
E-3m-N-3M: WDS with AP 12 5.61 LOS
E-3m-N-3M: AP with Ethernet Connection 12 14.834 LOS

Table 5.3: Comparison with different AP configurations and placements.
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Throughput / Distance with Different AP Configuration and Placement
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Figure 5.17: Comparison with different AP configurations and placements.

Figure 5.17 shows the throughput with different AP configurations and placements.

When the APs were configured as “WDS with AP” mode and placed at position “E-3M”

and “N-3M”, throughput was better than the other positions. This is because the

distance between positions “E-3M” and “N-3M” is shorter than the other positions. Also,

the radio propagation environment of “E-3M” and “N-3M” was less harsh than other

positions.

We verified the impact of distance on WLAN performance again. The results show that

the distance between two APs had a slight impact on AP-to-AP throughput in LOS

condition. In table 5.3, the throughput decreased with an increased in the distance

between two APs, except for APs at positions “G and “R”. Thus, the measurement

results revealed that the location of APs, and radio propagation environment would be

the major factors to influence throughput rather than the distance in LOS condition.
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The throughput of “WDS with AP mode” (5.61 Mbps) was only half of the estimated
throughput of a signal AP (11 Mbps). This is due to the fact that the APs need to deal
with traffic between wireless stations and to exchange data with other APs in the “WDS

with AP mode”.

On the other hand, when two APs were configured as “AP mode” and a Cat-5 Ethernet
cable was used to link two BSSs, throughput increased to 164% (from 5.61 Mbps to
14.834 Mbps). The “AP mode” with Ethernet connection used a Cat-5 cable to link two
BSSs. The traffic between BSSs was served by Ethernet (100 Mbps). There was only
one hop between the AP to the wireless nodes on both BSSs. Thus, throughput of “AP

mode” with the Ethernet connection was much better than the “WDS with AP mode”.

The optimal positions (E-3M and N-3M) for two APs placement were obtained from
phase 2 measurements. The position “E-3M” and “N-3M” were the candidate

measurement points for the third phase measurements.

The results of phase 3 measurement are presented next.

5.4 Phase 3 Measurement

The APs were configured as “WDS with AP mode” in scenario 10 and “AP mode” with
Ethernet connection in scenario 11. Both APs were placed at position “E-3M” and
“N-3M”. Two laptops were connected to different APs. TX was placed at a fixed
position and RX was moved around to different measurement points in the office. The

results of “WDS with AP mode” and the results of “AP mode” with Ethernet connection
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are presented in section 5.4.1 and 5.4.2 respectively.

5.4.1 WDS with AP Mode

The results of RSS and throughput under “WDS with AP mode” are shown in figure

5.18 and 5.19. The numerical results are presented in appendix D (tables D.1 and D.2).
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Figure 5.18: Results for WDS with AP mode TX at BSS1.
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Figure 5.19: Results for WDS with AP mode TX at BSS2.



The RSS of “WDS with AP mode” was close to phase 1 measurement results because
the radio propagation environment did not change significantly. The average throughput
(4.736 and 4.364 Mbps, refer tables D.1 and D.2) were lower than the preliminary
measurement results (5.755 Mbps, refer table A.3) and phase 2 measurement results
(5.61 Mbps, refer table 5.3). The reason of varying throughput results is that the RX
position was changed during phase 3 measurements. Furthermore, when RX was
located close to the AP, it had better throughput and RSS, for example, measurement

points “N”: -42 dBm / 5.562 Mbps, and “E”: -45 dBm / 5.332 Mbps.

The measurement results showed that RSS and location of AP placement have
influenced throughput and performance. For example, when RX was located at position
“I” and was associated with the AP (SSID: Wellington), the throughput was only 3.241
Mbps with -72 dBm RSS (refer table D.1). When RX was located at position “I” and
was associated with the AP (SSID: Auckland), we gained a throughput of 4.237 Mbps
with -67 dBm RSS (refer table D.2). Therefore, the results revealed that radio
propagation environment and lower RSS would cause lower throughput and the position

of AP had impact on both the throughput and RSS.

When RX was located at position “I” and was associated with different APs, we
obtained different RSSs (-72 and -67 dBm). When receiver sensitivity of WLAN
adapter is -74 and -69 dBm, the data rates are 36 and 48 Mbps (refer table 5.1). Thus,
the estimated throughputs are 7.2 and 9.6 Mbps (refer table 5.1). Since we configured
the APs as “WDS with AP mode”, the throughputs were only half of normal “AP mode”
throughput. The estimated throughputs of position “I”” should be 3.6 and 4.8 Mbps. The

measurement results (3.241 and 4.237 Mbps) were close to the estimated throughput.
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5.4.2 AP Mode With Ethernet Connection
Figure 5.20 shows the results of distance, RSS and throughput when TX was located at
2 meters from the AP (SSID: Auckland). Figure 5.21 shows results of distance, RSS and

throughput, when TX was located at 2 meters from the AP (SSID: Wellington).
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Figure 5.20: Results for AP mode with Ethernet connection TX at BSS1.
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Figure 5.21: Results for AP mode with Ethernet connection TX at BSS2.



The average throughput of the “AP mode” with Ethernet connection was 14.347 and
13.749 Mbps (refer tables D.3 and D.4). These results were close to phase 2

measurement results (14.834 Mbps, refer table 5.3).

Furthermore, under same AP configuration, RSS was -43 dBm in the preliminary
measurement (refer table A.4), which was much better than phase 3 measurement results
(-44 dBm ~ -70 dBm). However, the throughput of preliminary measurement (11.863
Mbps, refer table A.4) was 18% lower than this measurement (14.347 Mbps). This is
due to the fact that different locations of APs and RX, and radio propagation
environment lead to inconsistent results. Thus, the results revealed that positions of APs
and RX, and radio propagation environment have important impact on Wi-Fi link

throughput.

5.4.3 Comments

An exhaustive propagation study and phase 3 measurement results are presented. The
results showed that two APs can provide much better signal strength and throughput
than a single AP in this office. With two APs configuration, throughput can be quite
close to the estimated throughput. Thus, two APs are found to be sufficient for this

entire floor coverage.

With the same radio propagation environment and similar RSS value, the average
throughput of “WDS with AP mode” was much lower than “AP mode” with Ethernet
connection. Therefore, “AP mode” with Ethernet connection configuration provides

better performance than the “WDS with AP mode” configuration.
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In conclusion, according to our measurement results, we propose two solutions for AP
placement in the office block under study. The first solution is to use the “WDS with AP
mode” under less traffic condition between two APs. The performance of “WDS with
AP mode” is only around a third of “AP mode” with Ethernet connection, but it has the
advantage of cable free deployment. On the other hand, the “AP mode” with Ethernet

connection is recommended for high traffic condition between two APs.

5.5 Capacity Estimation of WLAN

The throughput of both a single AP and multiple APs, and AP configurations are
discussed in sections 5.1 to 5.4. Capacity estimation is an important procedure during
WLAN design. The capacity of an AP not only depends on throughputs, but also the

type of application.

Table 5.4 illustrates average data size and common application types including
distributed computing, web transaction, database entries, payroll entries and
teleconference. All of above application types are quite popular, especially web

transactions. Therefore, the capacity analysis focuses on web transaction.

. Average Completion Time Average Data Size
Application

(Seconds) (Bytes)

Distributed Computing
1000 100,000,000
(Batch Mode)
Web Transactions 10 10,000
Database
. . 2-5 1,000

Entries/Queries
Payroll Entries 10 100
Teleconference 100 100,000

Table 5.4: Completion times and data sizes for applications [96].
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The average data size of web transaction application (80Kb) seems too small for
graphic-rich web sites. We assume that an appropriate data size is 256 Kb, which is

based on minimum downstream speed of Xtra wireless plan [97].

Capacity is the number of concurrent users who can access application through an AP.
Each web transaction consumes 256 Kbps bandwidth. The capacity is calculated below:

Capacity (number of concurrent users) = (Throughput Mbps ) / (256Kbps)

Table 5.5 shows the capacity of an AP at different positions. For example, when AP is
located at position “E-3M” and “N-3M”, it can offer 28 and 29 users to access web

application concurrently.

. Average Throughput Capacity
AP Position
(Mbps) (number of concurrent users)
A 6.348 25
G 6.780 26
H 5.890 23
F 5.619 22
E-3M 7.283 28
I 6.837 27
L 6.898 27
J 7.369 29
K 5.655 22
N-3M 7.430 29
R 7.062 28

Table 5.5: WLAN capacity with a signal AP for web application.

Table 5.6 shows the capacity of two APs scenario. For instance, when two APs were
located at “E-3M” and “N-3M”, in our case study the total 57 users can access

graphic-rich web sites concurrently. However, the number of permanent staff was
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around 18 on the “right-hand side” and 17 on the “left-hand side” of the office.

Although the estimated capacity was more than the number of current staff, the rest of

the capacity can be used for visitors.

AP Position| Throughput|Capacity|AP Position| Throughput|Capacity| Total Capacity
BSS 1 (Mbps) (A) BSS 2 (Mbps) (B) (A+B)
A 8.838 25 R 8.820 28 53
A 8.838 25 J 8.972 29 54
G 8.554 26 R 8.820 28 54
G 8.554 26 J 8.972 29 55
E-3M 8.949 28 N-3M 10.085 29 57

Table 5.6: WLAN capacity with two APs for web application

In conclusion, the throughput, RSS, and capacity plan revealed that two APs not only

provide sufficient RSS and throughput, but also sufficient capacity to support staff who

worked in the office.

5.6 Recommendations for Access Point Deployment

To find optimal location of AP placement, we conducted an extensive series of

propagation measurements and an in-depth comparison of throughput with different AP

placement scenarios and AP configurations. We also assessed the capability of APs.

However, all of those only solved partial issues of AP deployment. Therefore, we would

like to provide some recommendations for practical AP deployment which we derived

from this study. The recommendations are presented based on two scenarios: a small

office, a home office (SOHO) environment (section 5.6.1) and a medium-sized business

environment (section 5.6.2).
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5.6.1 SOHO Environment
Due to the availability of low cost APs, the deployment of WLAN is increasing at home
and small office. Figure 5.22 shows AP deployment scenario in a SOHO environment.

We assume that a single AP would be sufficient for SOHO environment.

Atcess Point

xDSL Ruutel I:thernet Switch

5 B

Printer

Figure 5.22: Small office and home office scenario.

Although SOHO WLAN deployment is simple, WLAN design should take into account

the following points.

® Site survey: the site survey could help WLAN designers to estimate radio signal
coverage and the number of APs in rough, search the possible interference sources,
and understand geography of real environment [94].

® Interference: AP should be as far as possible away from other radio equipment (e.g.
microwave oven, cordless phone) due to avoiding interference.

® RSS: users should not rely on RSS only. Our study results showed that distance,
obstructions and LOS/LOS also affect the WLAN performance.

® Radio channel assignment: with popular deployment of AP, careful channel
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assignment could avoid co-channel interference. We suggest that regular channel
scanning is useful for channel utilization. If a channel is used by other APs, it is
necessary to re-assign a channel number. When the area is quite crowded with
multiple APs, selecting less interference channel would give better performance.

® Trade-offs between performance and network security: although enabling security
mechanism could give extra overhead in WLAN performance, it is necessary to set
up a security mechanism. However, if the security setting results in a lower
performance, additional APs would be an alternative to solve performance issue

rather than not having a security mechanism in place.

5.6.2 Medium-sized Business Environment

Figure 5.23 shows AP deployment scenario in a medium business environment. Some
recommendations have been discussed in section 5.6.1 However, multiple APs
deployment is complex and challenging, specially in a crowded office and multiple

buildings environment.
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Figure 5.23: Medium-sized business scenario.
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The following notes are needed to be considered for the deployment.

Multiple APs placement: 15% radio signal overlap between APs would provide
adequate signal strength for seamless roaming service[94].

Channel assignment is related to WLAN performance in adjacent BSSs. Radio
signal should be overlapping to provide seamless roaming service. It could cause
co-channel interference without appropriate channel assignment.

WDS with AP mode: our measurement study indicated that maximum AP
performance is only half of AP mode when APs were configured as WDS with AP
mode in a direct LOS. Thus, APs placement and capacity plan are extremely
important in WDS with AP mode.

WDS mode: figure 5.23 shows that AP1 and AP2 are linked via “WDS mode”.
“WDS mode” can provide point-to-point wireless connection between two
buildings. As long as transmission power of APs is fair enough between two
buildings, “WDS mode” would be an appropriate solution.

Although performance WDS mode cannot compete with Fast Ethernet and Gigabit
Ethernet, WDS mode can be an alternative as backup line between two buildings.
Furthermore, omni-directional antenna is normally used with AP inside a building.
Higher gain, outdoor directional antenna (e.g. Yagi antenna) would increase
performance of radio signal in transmitting and receiving and reduce interference
from unwanted sources in the outdoor environment.

Physical security: AP might be placed in the open area due to convenient access
and performance consideration. To avoid APs to suffer from physical attack is an
important issue in WLAN design and deployment. Performance and physical
security would be in a dilemma. Careful assessment of risk and feasibility would

be helpful to minimize the potential risk.
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5.7 Summary

The ad-hoc mode has the advantage in forming a WLAN quickly without AP involved.
However, the preliminary measurement results showed that ad-hoc mode is
inappropriate in the crowded office environment due to insufficient signal coverage.

Unlike the ad-hoc mode, the infrastructure mode uses APs to repeat and boost signals.

Phase 1 results showed that RSS has a significant impact on WLAN throughput. The
throughput was changing with varying RSS. However, the throughput was not only
affected by signal strength, but also distance, obstructions, and radio propagation
environment. Furthermore, a single AP would have sufficient signal coverage in this
office; however, the signal strength and throughput would be inadequate in some

locations of the office.

The positions “I” and “L” could have better throughput coverage for both the
“right-hand side” and the “left-hand side” of the office than other positions. However,
the average throughput at positions “I” and “L” was lower than the estimated
throughput. On the other hand, the positions “A”, “G” and “E-3M” would have better
throughput and signal coverage on the “left-hand side” of the office. The positions “J”,
“R” and “N-3M” would provide adequate signal strength and throughput on the
“right-hand side” of the office. Phase 1 results gave us an implication for using an

additional AP to provide sufficient throughput and signal strength in the office.

Phase 2 results showed that end-to-end throughput was affected by position of APs and

configuration of APs. The results showed that inter-AP throughput was much better
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when APs were placed at positions “E-3M” and “N-3M”.

Phase 3 results showed that using Ethernet as distribution system would have much
better end-to-end performance than using wireless distribution system in multiple hops
WLAN environment. The “WDS with AP mode” has the advantage of having multiple
functions in AP deployment and being cable free. However, the throughput between

BSSs may be inadequate under high traffic condition.

Capacity estimation is an important part of network design. The number of concurrent
users and characteristics of application would have significant influence on network
capacity. An accurate estimation of WLAN capacity not only save cost, but also

efficiency of spatial utilization and sufficient performance.

Site survey is the first step in WLAN design. Performing site survey would collect
important information in terms of real radio propagation environment (for example,
sources of potential interference, possible locations of AP). Moreover, a single AP
deployment is simpler than the deployment of multiple APs. During AP deployment, in
addition to maintaining the distance from the sources of interference, channel
assignment and security mechanism are important issues in terms of WLAN
performance. Although different AP configurations would provide higher flexibility of

WLAN design, an appropriate AP configuration would ensure sufficient performance.
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Chapter 6

Implications and Future Research

In chapter 5, we have discussed the propagation measurement results and
recommendations for AP deployment. This chapter discusses research implications and

possible directions for future research.

6.1 Implications

By conducting various preliminary experiments, we developed a better understanding of
the characteristics of AP and its maximum throughput, the RSS of wireless adapter, and
configurations of AP and WLAN adapter, which are important prior to conducting
propagation measurements and AP deployment. The preliminary measurements not only
provide important data used as reference, but also help us to understand AP
configuration and the practical AP deployment. The characteristics of AP or wireless
adapter would vary with different models and vendors. The different WLAN equipment
may lead to inconsistent results, hence using the same equipment is important for

measurement and deployment.
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Real and accurate results for AP placement can be arrived at by extensive propagation
measurements. However, an extensive propagation measurement is time consuming and
labor extensive. Our measurement results would provide significant implications and
efficiencies in selecting proper positions for AP placement in similar propagation
environment. Furthermore, many AP placement plans are only based on RSS. Our
measurement results indicate that RSS was not precise enough to present real
performance of WLANS. Therefore, an extensive experimental study is initially required

to derive more accurate results before any practical AP deployment.

Phase 2 measurement results indicated that location of APs had significant impact on
the end-to-end throughput in the multiple-hops WLAN environment. Throughputs are

subject to change when multiple APs are placed at different locations.

Phase 3 measurements indicated that the performance of “WDS with AP mode” was
much lower than the wired distribution system. Although the “WDS with AP mode” is a
flexible solution to WLAN deployment, it is important to assess the traffic between two

networks before implementing the “WDS with AP mode”.

6.2 Future Research

We only investigated the throughput of “WDS mode” in the meeting room. However,
the “WDS mode” has an advantage in providing wireless point-to-point communication
in outdoor environment. Thus, it may be appropriate to investigate the impacts of signal

strength on outdoor wireless mesh networks for future research.
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Multimedia applications and voice over IP technology have been widely deployed in
wired networks. Recently, with higher demand on mobility, WLANSs provide an
alternative mobile platform to telecommunication and multimedia applications.
However, the original IEEE 802.11 standard did not support real-time application.
Although the task group E of IEEE 802.11 committee developed the IEEE 802.11e to
enhance 802.11 MAC layer for supporting QoS, the final version of 802.11e standard
was issued in November, 2005. Therefore, many current deployed APs do not support
QoS function. An investigation into the impact of WLAN performance on real-time
applications can be conducted by experimental measurement. The study would help

WLAN designers to re-assess current AP capability to support real-time applications.

Due to the characteristics of radio wave, WLAN provides an open channel for all people
to access networks, especially hacker. Future research can focus on the investigation of
the impact of security mechanisms on Wi-Fi throughput. It would provide a significant

insight into selecting security mechanism for WLAN design and deployment.

In this research, propagation measurement approach has been used to investigate

WLAN performance. For generalization of research findings, a simulation approach is

suggested for future work.
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Chapter 7

Summary and Conclusions

We investigated the impact of signal strength on Wi-Fi link throughput through a series
of propagation measurements. Because of the low cost wireless cards and APs, WLANS
have been widely used in the office, home and Internet hotspots to provide convenient
network services. The challenges in WLAN implementation is different from wired
LAN due to the dynamic and unpredictable nature of radio signal propagation. The AP
placement has a strong impact on both RSS and throughput. This study investigates the
relationship of RSS and throughput by conducting various AP placement scenarios. In
addition, WLANSs capacity plan and some recommendations for AP deployment were

discussed.

Chapter 2 reviewed IEEE 802.11 standard, radio propagation measurement and signal
strength. A good understanding of IEEE 802.11 is required for WLAN design,
deployment and troubleshooting. Furthermore, the IEEE 802.11b and 802.11g are the
mainstream standards for WLANSs. On the other hand, the emerging standard (802.11n)

is in the final stage of its development. The IEEE 802.11n standard has significant
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enhancement on PHY and MAC efficiency.

We obtained valuable data in terms of conducting measurement study in the area of
WLAN from previous researchers’ experiences. Especially, it is important to use the
same equipment for measurements and deployment to avoid gaps between

measurements and practical AP deployment.

Radio interference is a serious problem influencing WLAN performance due to heavy
load of ISM band. Occasionally, it is difficult to avoid radio interference but
maintaining an appropriate distance from the sources of interference is an important

guideline for AP deployment.

Base station placement is related to signal coverage, spectral efficiency, performance
and cost of WLAN deployment. In the multiple-hops WLAN, overlapping APs would
provide adequate signal coverage for seamless roaming. If adjacent APs use an
overlapping channel, it causes co-channel interference and degrades WLAN
performance. Therefore, both signal coverage and appropriate channel assignment are

the goals of base station placement.

A variety of transmission overheads would result in a large gap between the theoretical
data rate and throughput. It seems that there is some misunderstanding about the data
rate and throughput. Although the IEEE 802.11g has a higher data rate (54 Mbps) than
the IEEE 802.11b (11 Mbps), the IEEE 802.11b has lower overheads (80% overhead for
the IEEE 802.11g, while only 55% overhead for the IEEE 802.11b). A lack of

understanding about data rate and throughput may cause inappropriate capacity
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planning.

Propagation measurement (as discussed in chapter 3) is the research methodology used
in the study. To gain a realistic and accurate RSS and throughput of WLAN in the
obstructed office environment, it is difficult to use either an analytical modeling or
computer simulation. Thus, propagation measurement seems to be an appropriate

methodology for optimal AP placement.

In chapter 4, we discussed the design and planning of propagation study. The equipment
used in the experiments is shown in section 4.2 and appendix E. The measurement
environment including layout and main partition material are described. The detailed AP

and wireless adapter configuration and scenarios are discussed.

The measurement results are discussed in chapter 5. Our experimental measurements
were divided into four phases. The preliminary measurement was done to understand
the characteristics of WLAN equipment and the throughput of different AP
configurations. The preliminary measurement results showed that ad-hoc mode cannot
provide sufficient signal coverage in the office under consideration. It requires one or

more APs to boost up the signal.

Extensive measurements were performed with an AP in phase 1. RSS and throughput
were collected from different locations of AP placement. While a single AP could cover
the entire office, throughput was unacceptable in many measurement points. We
required an additional AP to offer sufficient throughput. Moreover, phase 2

measurement was carried out at two locations (“E-3M” and “N-3M”) that had better
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inter-APs throughput than other locations.

Phase 3 measurement showed that two APs could provide adequate RSS and throughput
in the office. The configuration of “AP mode” with Ethernet connection would have
much better inter-APs performance than the “WDS with AP mode”. However, the
“WDS with AP mode” has the advantage of being cable free. Furthermore, two

solutions for different requirements in WLAN design and deployment were discussed.

The number of users that an AP can serve concurrently is an important issue of WLAN
design and AP placement. An understanding of the characteristics of application and
network throughput would help to calculate capacity. The throughputs and RSS were
gained from extensive measurements. The average data size was based on the
bandwidth of the Xtra wireless plan. Our capacity plan showed that two APs would

provide sufficient throughput to serve every staff in the office.

Previous studies on WLANSs have focused more on improving the performance of PHY
and MAC, transmission power control, and channel assignment than AP placement.
According to our experience, observation and the propagation measurements conducted
in this experimental study, we have concluded that an appropriate AP placement can
improve WLAN performance significantly. Accordingly, we have proposed some

recommendations for AP deployment through two WLAN deployment scenarios.

In chapter 6, we discussed some implications of this study and possible directions for

future research. RSS is an important factor for AP placement. Many AP placement

projects are only based on RSS; however, over reliance on RSS may lead to wrong AP
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deployment.

Many WLANSs are deployed in indoor environments. In fact, the “WDS mode” supports
point-to-point data communication. It is an appropriate solution to deploy WLAN in
adjacent buildings. The future research may investigate WLAN performance issues in

outdoor mesh networks.

Comparison of measurement results by simulation is suggested as future research.
Furthermore, wireless security is a momentous issue in WLANSs. Various security
mechanisms have been developed and implemented in APs and wireless nodes. An
investigation on the impact of security mechanisms on WLAN performance is also

suggested as future research.
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1. The Ad-Hoc Mode Measurement in the Meeting Room

Distance: 1m Distance: 2m Distance: 3m
File Size RSS: -45 dBm RSS: -41dBm RSS: -47 dBm
(MB) Time Throughput Time Throughput Time Throughput

(second) (Mbps) (second) (Mbps) (second) (Mbps)

10.9 16.5 5.319 15.1 5.812 16.4 5.352

219 321 5.468 30.7 5.718 318 5.520

329 48.2 5.463 46.5 5.662 46.8 5.626

43.8 65 5.401 62.7 5.599 63.1 5.564

54.8 80.5 5451 77.8 5.640 78.2 5.612

65.8 96.7 5.446 935 5.632 95.2 5.531

76.8 114.2 5.380 110.8 5.545 111.3 5.520

Data 87.8 128.8 5.451 126.9 5.533 127.2 5.520

98.7 146 5.410 143.6 5.501 144.5 5.466

109.7 161.4 5.438 156.8 5.597 158.6 5.534

120.7 175.7 5.495 171.3 5.636 173.9 5.552

131.6 191 5.514 186.1 5.659 190.2 5.537

142.6 209.2 5.454 203.5 5.607 204.7 5.574

153.6 226.4 5.427 218.9 5.613 220.6 5.570

164.6 240.7 5.469 232.2 5.670 237.3 5.548

274 411.3 5.335 386.9 5.671 390.2 5.623

Audio: 263 385 5.480 374.1 5.640 375.1 5.625

Video: 256 3754 5.467 362.1 5.668 364 5.638
Throughput 5.437 5.634 5.551

Average
Throughput >34

Table A.1: Numerical results for ad-hoc mode.
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2. AP Mode Measurement in the Meeting Room

Distance: 1m Distance: 2m
File Size / Time / RSS: -47 dBm RSS: -43 dBm
Throughput Time Throughput Time Throughput
(second) (Mbps) (second) (Mbps)
Data 109 MB 107.7 8.149 83.9 10.461
274 MB 271.6 8.079 212.9 10.306
Audio: 263 MB 258.9 8.150 202.4 10.425
Video: 256MB 248.7 8.252 200.5 10.236
Average Throughput 8.157 10.357

Table A.2: Numerical results for AP mode.

3. WDS with AP Mode Measurement in the Meeting Room

. ) Distance: 2m, RSS: -43 dBm
File Size / Time / Throughput -
Time (second) Throughput (Mbps)
109 MB 151.5 5.793
Data

274 MB 382.7 5.733

Audio: 263 MB 369.1 5.717
Video: 256MB 355.2 5.778
Average Throughput 5.755

Table A.3: Numerical results for WDS with AP mode.

4. AP Mode with Ethernet Measurement in the Meeting Room

o . Distance: 2Meters, RSS: -43 dBm
File Size / Time / Throughput -
Time (second) Throughput (Mbps)
109 MB 78.7 11.152
Data

274 MB 182.3 12.036

Audio: 263 MB 168.7 12.507
Video: 256MB 174.6 11.755
Average Throughput 11.863

Table A.4: Numerical results for AP Mode with Ethernet connection.
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5. WDS Mode Measurement in the Meeting Room

L i Distance: 2Meters
File Size / Time / Throughput -
Time (second) Throughput (Mbps)
109 MB 46.7 18.794
Data

274 MB 113.9 19.264

Audio: 263 MB 108.4 19.465
Video: 256MB 104.7 19.603
Average Throughput 19.281

Table A.5: Numerical results for WDS Mode.

6. Throughput Comparison with Different AP Configuration

AP Mode- | AP Mode | WDS with AP Mode WDS

File Size / Modes 1M -2M AP with Ethernet | Mode
(Mbps) (Mbps) (Mbps) (Mbps) (Mbps)

RSS (dBm) -47 -43 -43 -43 N/A
Data 109 MB 8.149 10.461 5.793 11.152 18.794
274 MB 8.079 10.306 5.733 12.036 19.264
Audio: 263 MB 8.150 10.425 5.717 12.507 19.465
Video: 256MB 8.252 10.236 5.778 11.755 19.603
Average Throughput 8.157 10.357 5.755 11.863 19.281

Table A.6: Throughput comparison with different AP configuration.
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7. The Ad-Hoc Mode Measurement on the Floor

TX atA Distance Signal
— ) Throughput
RX Position from TX Strength  [Time (Seconds) (Mbps)
(Meter) (Meter) (dBm)

1 1 -43 15.8 5.555

2 2 -48 15.6 5.626

3 3 -54 16.3 5.384

4 4 -51 15.9 5.520

5 5 -49 15.9 5.520

6 6 -47 15.8 5.555

7 7 -49 16.0 5.485

8 8 -55 15.8 5.555

9 9 -55 16.1 5.451

10 10 -57 16.3 5.384

15 15 -65 15.9 5.520
20 20 -67 16.0 5.485
25 25 -65 15.9 5.520
30 30 -66 15.9 5.520
32M 32 -62 15.9 5.520
Average Throughput 5.507

Table A.7: Numerical results for an ad-hoc mode with LOS.

TXatA Distance Signal
: Throughput
. from TX Strength Time (Second)
RX Position (Mbps)
(Meter) (dBm)
D 13.42 -65 16.5 5.319
E 16.28 -65 17.3 5.073
F 12.53 -60 18.6 4.719
L 19.24 -81 113.2 0.775
M 23.31 -74 57.7 1.521
(J-1m)J-K 23.05 -70 20.0 4.388
(J-2m)J-K 23.14 -71 42.3 2.075
(J-3m)J-K 23.26 -74 64.2 1.367
K 23.77 -78 65.7 1.336
N 25.94 -75 725 1.211
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(N-1m)N-O 27.73 -83 86.7 1.012
(N-2m)N-O 28.64 -84 109.2 0.804
(N-3m)N-O 29.55 -83 97.6 0.899

0 30.00 -85 172.3 0.509
(P-3m)O-P 30.92 -85 185.2 0.474
(P-2m)O-P 31.85 -86 214.5 0.409
(P-1m)O-P 32.78 Block N/A N/A

P 34.18 Block N/A N/A
(P-1m) P-Q 33.68 Block N/A N/A
(P-2m)P-Q 33.38 -85 203.2 0.432
(P-3m)P-Q 33.11 -88 289.2 0.303

Q 32.56 -86 193.7 0.453
(R-4m)Q-R 32.31 -79 87.6 1.002
(R-3m)Q-R 32.19 -78 61.7 1.422
(R-2m)Q-R 32.10 -79 74.8 1.173
(R-1m)Q-R 32.04 71 415 2.115

Table A.8: Numerical results for an ad-hoc mode with NLOS.
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1. Access Point at Position “A”

AP at A TX at A2 Position File Size: 10.9MB
Distance Signal i
RX Position from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)

B 6.00 -52 9 9.752 LOS

C 12.00 -60 8.9 9.861 LOS
(C-2m)C-D 12.17 -67 9.3 9.437 NLOS
(C-3m)C-D 12.37 -66 9.1 9.645 NLOS
(C-4m)C-D 12.65 -67 9.6 9.142 NLOS
D 13.42 -71 10 8.777 NLOS
E 16.28 -70 11.8 7.438 NLOS
F 12.53 =72 12.6 6.965 NLOS
(H-3.5m)F-H 11.54 -68 10.8 8.126 NLOS
(H-2.5m)F-H 11.28 -62 9.2 9.540 NLOS
(H-1.5m)F-H 11.10 -61 9.7 9.048 NLOS

H 11.00 -59 8.7 10.088 LOS

G 6.00 -53 8.7 10.088 LOS

I 17.00 -61 8.5 10.325 LOS
L 19.24 =77 32 2.743 NLOS
M 23.31 -76 28 3.134 NLOS

J 23.00 -62 9.4 9.337 LOS
(J-1.5m)J-K 23.05 -72 24.2 3.627 NLOS
(J-2.5m)J-K 23.14 -68 20.2 4.345 NLOS
(J-3.5m)J-K 23.26 -76 26.4 3.324 NLOS
K 23.77 -79 29.3 2.995 NLOS
(N-3.5m)K-N 24.52 -79 30.2 2.906 NLOS
(N-2.5m)K-N 24.88 -79 34.6 2.537 NLOS
(N-1.5m)K-N 25.28 -82 42.3 2.075 NLOS
N 25.94 -81 50.4 1.741 NLOS
(N-2m)N-O 27.73 -87 115.2 0.762 NLOS
(N-3m)N-O 28.64 -87 133.2 0.659 NLOS
O 30.00 -90 223.2 0.393 NLOS
(P-3.5m)O-P 30.92 -90 208.2 0.422 NLOS
(P-2.5m)O-P 31.85 -88 210.2 0.418 NLOS
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(P-1.5m)O-P|  32.78 -86 193.6 0.453 NLOS
P|  34.18 -84 140.1 0.626 NLOS
(P-1.5m)P-Q|  33.68 -84 102.3 0.858 NLOS
(P-2.5m)P-Q|  33.38 -87 156.7 0.560 NLOS
(P-3.5m)P-Q|  33.11 -88 185.6 0.473 NLOS
Q 3256 -87 144.4 0.608 NLOS
(R-45m)Q-R|  32.31 -82 127 0.691 NLOS
(R-3.5m)Q-R|  32.19 75 67.1 1.308 NLOS
(R-25m)Q-R|  32.10 -82 81.3 1.080 NLOS
(R-1.5m)Q-R|  32.04 -70 28.5 3.079 NLOS
Rl 32.00 -65 16.5 5.319 LOS
S|  27.50 -63 12.1 7.253 LOS

Table B.1: Numerical results for AP at position “A”.

2. Access Point at Position “G”

AP at G TX at G2 Position File Size: 10.9MB
Distance Signal i
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 6.00 -60.00 8.4 10.448 LOS
(A-1.5m)A-B 6.18 -51.00 8.4 10.448 NLOS
(A-2.5m)A-B 6.50 -57.00 9.1 9.645 NLOS
(A-3.5m)A-B 6.95 -56.00 8.9 9.861 NLOS
B 8.49 -65.00 9.3 9.437 NLOS
(C-4m)B-C 10.00 -64.00 9.4 9.337 NLOS
(C-3m)B-C 10.82 -63.00 9.6 9.142 NLOS
(C-2m)B-C 11.66 -66.00 10.7 8.202 NLOS

C 13.42 -69.00 15.6 5.626 NLOS
(C-2m)C-D 12.65 -70.00 11.6 7.566 NLOS
(C-3m)C-D 12.37 -67.00 11.2 7.836 NLOS

D 12.00 -65.00 10.4 8.439 NLOS
(E-3m)D-E 12.17 -61.00 9.9 8.865 NLOS
(E-2m)D-E 12.37 -63.00 10.2 8.604 NLOS

E 13.00 -64.00 11.5 7.632 NLOS
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F 781 -63.00 10 8.777 NLOS
(H-25m)F-H|  5.59 -61.00 95 9.238 NLOS
(H-15m)F-H|  5.22 -54.00 8.3 10.574 NLOS

H|  5.00 -55.00 8 10.971 LOS

Il 11.00 -54.00 8.6 10.205 LOS
L| 1421 -75.00 143 6.137 NLOS
M| 17.92 -74.00 20.4 4.302 NLOS

J - 17.00 -62.00 9.5 9.238 LOS
(J3-1.5m)J-K|  17.07 -71.00 13.2 6.649 NLOS
(J-2.5m)J-K|  17.18 -66.00 15.2 5.774 NLOS
(J3-3.5m)J-K|  17.36 -75.00 19.2 4571 NLOS
K|  18.03 -77.00 22.6 3.883 NLOS
(N-3.5m)K-N|  19.01 -76.00 26.3 3.337 NLOS
(N-2.5m)K-N|  19.47 -77.00 33.6 2.612 NLOS
(N-1.5m)K-N|  19.98 -79.00 35.2 2.493 NLOS
N|  20.81 -82.00 42.2 2.080 NLOS
(N-2m)N-O| ~ 22.47 -84.00 67.5 1.300 NLOS
(N-3m)N-O|  23.32 -85.00 83.2 1.055 NLOS
(N-4m)N-O|  24.19 -85.00 92.3 0.951 NLOS
o 24.62 -88.00 110.6 0.794 NLOS
(P-3.5m)O-P| 2550 -87.00 182.7 0.480 NLOS
(P-2.5m)O-P|  26.39 -87.00 156.2 0.562 NLOS
(P-1.5m)O-P|  27.28 -90.00 234 0.375 NLOS
Pl 2864 -83.00 1215 0.722 NLOS
(P-1.5m)P-Q|  28.04 -90.00 218.5 0.402 NLOS
(P-2.5m)P-Q|  27.68 -82.00 80.8 1.086 NLOS
(P-3.5m)P-Q|  27.35 -81.00 57.3 1532 NLOS
Q 2668 -81.00 29.1 3.016 NLOS
(R-3.5M)Q-R|  26.23 -75.00 21.4 4.101 NLOS
(R-25m)Q-R|  26.12 -71.00 17.2 5.103 NLOS
(R-1.5m)Q-R|  26.04 -70.00 14.3 6.137 NLOS

Rl  26.00 -64.00 9.6 9.142 LOS

s| 2150 -59.00 9.4 9.337 LOS

Table B.2: Numerical results for AP at position “G”.
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3. Access Point at Position “E-3M”

AP at “E-3m” TX at E2 Position File Size: 10.9 MB
Distance Signal i
RX Position from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 14.21 -73 12.6 6.965 NLOS
(A-1.5m)A-B 13.31 -71 11.8 7.438 NLOS
(A-2.5m)A-B 12.78 -75 13.2 6.649 NLOS
B 11.40 -68 9.5 9.238 NLOS
(C-3m)B-C 11.00 -72 9.7 9.048 NLOS
(C-2m)B-C 11.05 -73 10.9 8.052 NLOS

C 11.40 -60 8.2 10.703 NLOS
(C-2m)C-D 9.49 -63 8.5 10.325 NLOS
(C-3m)C-D 8.54 -62 9.8 8.956 NLOS

D 5.83 -62 9.4 9.337 NLOS

E 3.00 -43 8.2 10.703 LOS

F 3.00 -55 8.1 10.835 LOS

G 10.30 -63 8.5 10.325 NLOS

(H-3m)G-H 9.49 -63 8.3 10.574 NLOS
(H-2m)G-H 9.22 -57 8.1 10.835 NLOS
H 9.00 -60 8 10.971 LOS

I 10.82 -64 9.2 9.540 NLOS

L 6.00 -55 8.7 10.008 LOS

M 10.50 -57 9.5 9.238 LOS

J 15.00 -68 10.5 8.359 NLOS

(J-1.5m)J-K 14.15 -69 10.9 8.052 NLOS
(J-2.5m)J-K 13.65 -66 11.3 7.767 NLOS

K 12.37 -62 15.2 5.774 NLOS
(N-2.5m)K-N 12.04 -59 11.8 7.438 NLOS
(N-1.5m)K-N 12.17 -63 12.1 7.253 NLOS

N 12.37 -66 12.8 6.857 NLOS

(N-2m)N-O 14.32 -71 20.5 4.281 NLOS
(N-3m)N-O 15.30 -68 17.4 5.044 NLOS

O 16.77 -71 27.4 3.203 NLOS

(P-3.5m)O-P 17.76 -72 36.7 2.391 NLOS
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(P-2.5m)O-P|  18.74 74 43.2 2.032 NLOS
(P-1.5m)O-P|  19.73 72 40 2.194 NLOS
Pl 2121 72 17.2 5.103 NLOS
(P-1.5m)P-Q|  21.05 73 21.2 4.140 NLOS
(P-2.5m)P-Q|  21.01 71 18.1 4.849 NLOS
(P-3.5m)P-Q|  21.01 -66 15 5.851 NLOS
Q 2121 -73 19.7 4.455 NLOS
(R-45m)Q-R|  21.48 77 48.5 1.810 NLOS
(R-3.5mQ-R|  21.71 -76 54.6 1.607 NLOS
(R-2.5m)Q-R|  21.98 -80 56.6 1551 NLOS
(R-1.5m)Q-R|  22.30 -76 45 1.950 NLOS
Rl 2285 -79 50 1.755 NLOS
S| 18.79 -75 28.3 3.101 NLOS

Table B.3: Numerical results for AP at position “E-3M”.

4. Access Point at Position “J”

AP atJ TX at J2 Position File Size: 10.9 MB
Distance Signal )
RX Position from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 23.00 -57 8.8 9.973 LOS
(A-1.5m)A-B 23.05 -66 10.1 8.690 NLOS
(A-2.5m)A-B 23.14 -69 12 7.314 NLOS
(A-3.5m)A-B 23.26 =72 11.9 7.375 NLOS
(A-4.5m)A-B 23.44 -75 20.8 4.219 NLOS
B 23.77 -81 21.7 4.044 NLOS
(C-5m)B-C 24.04 -80 28.6 3.069 NLOS
(C-4m)B-C 24.35 -82 44.7 1.963 NLOS
(C-3m)B-C 24.70 -83 60.2 1.458 NLOS
(C-2m)B-C 25.08 -83 26 3.376 NLOS

C 25.94 -84 54.6 1.607 NLOS
(C-2m)C-D 24.19 -84 39.4 2.228 NLOS
(C-3m)C-D 23.32 -81 28.4 3.090 NLOS
(C-4m)C-D 22.47 -87 157.7 0.557 NLOS
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(C-5m)C-D|  21.63 -83 46.8 1.875 NLOS
D 2081 -82 29.1 3.016 NLOS
(E-3m)D-E|  19.21 -78 19.6 4.478 NLOS
(E-2m)D-E|  18.44 -79 20.3 4.323 NLOS
El 16.97 -70 10.1 8.690 NLOS

G| 17.00 -59 8.5 10.325 LOS
F| 13.42 -78 18.4 4.770 NLOS
(H-25m)F-H| 1226 -68 10.3 8.521 NLOS
(H-15m)F-H|  12.09 -63 8.4 10.448 NLOS

H  12.00 -61 8.6 10.205 LOS

Il 6.00 -56 8.4 10.448 LOS
L|  10.82 -61 11.3 7.767 NLOS
M 9.12 -59 8.9 9.861 NLOS

K| 6.00 -48 8.4 10.448 LOS

N 12.00 -59 9.9 8.865 LOS
(N-2m)N-O| 1217 -61 8.6 10.205 NLOS
(N-3m)N-O|  12.37 -65 10.3 8.521 NLOS
o 1282 -67 12.4 7.078 NLOS
(P-2.5m)O-P|  13.65 -63 12.1 7.253 NLOS
(P-1.5m)O-P|  14.15 -64 11.3 7.767 NLOS
Pl 15.00 -68 11.3 7.767 NLOS
(P-1.5m)P-Q|  13.83 -65 11 7.979 NLOS
(P-2.5m)P-Q|  13.09 -61 10.8 8.126 NLOS
Q 1082 -61 9.4 9.337 NLOS
(R-25mQ-R|  9.34 .53 8.9 9.861 NLOS
(R-15mQ-R|  9.12 -55 9.3 9.437 NLOS

R 9.00 -45 8.4 10.448 LOS

S| 450 -41 8.1 10.835 LOS

Table B.4: Numerical results for AP at position “J”.

-123 -




5. Access Point at Position “R”

AP atR TX at R2 Position File Size: 10.9 MB
Distance Signal i
RX Position from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 32.00 -62 9.3 9.437 LOS
(A-1.5m)A-B 32.04 -69 13.6 6.453 NLOS
(A-2.5m)A-B 32.10 -79 18.7 4.693 NLOS
(A-3.5m)A-B 32.19 -78 22.8 3.849 NLOS
(A-4.5m)A-B 32.31 -74 12 7.314 NLOS
B 32.56 =77 13.8 6.360 NLOS
(C-5m)B-C 32.76 -83 56.9 1.542 NLOS
(C-4m)B-C 32.98 -84 54.3 1.616 NLOS
(C-3m)B-C 33.24 -87 92.6 0.948 NLOS
(C-2m)B-C 33.53 -85 48.4 1.813 NLOS

C 34.18 -87 82 1.070 NLOS
(C-2m)C-D 32.31 -86 120 0.731 NLOS
(C-3m)C-D 31.38 -83 71.3 1.231 NLOS
(C-4m)C-D 30.46 -84 99.3 0.884 NLOS
(C-5m)C-D 29.55 -84 87 1.009 NLOS

D 28.64 -89 147.2 0.596 NLOS
(E-4m)D-E 27.73 -80 45.6 1.925 NLOS
(E-3m)D-E 26.83 -82 52.7 1.665 NLOS
(E-2m)D-E 25.94 =77 34.3 2.559 NLOS

E 24.19 -68 16.5 5.319 NLOS

G 26.00 -59 9.1 9.645 LOS

H 21.00 -55 8.8 9.973 LOS
(H-1.5m)H-F 21.05 -66 10.8 8.126 NLOS
(H-2.5m)H-F 21.15 -69 12 7.314 NLOS
(H-3.5m)H-F 21.29 -71 15.5 5.662 NLOS
(H-4.5m)H-F 21.48 -69 11.1 7.907 NLOS

F 21.84 -78 22.6 3.883 NLOS

I 15.00 -51 8.6 10.205 LOS

L 17.49 -70 135 6.501 NLOS

M 13.83 -71 12 7.314 NLOS
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J 9.0 -44 8.2 10.703 LOS
(J-1.5m)J-K|  9.12 .53 9.2 9.540 NLOS
(J-2.5m)J-K|  9.34 -55 9.3 9.437 NLOS
(3-3.5m)J-K|  9.66 -60 10.2 8.604 NLOS

K|  10.82 -61 10.9 8.052 NLOS
(N-2.5m)K-N|  13.09 -68 12.1 7.253 NLOS
(N-1.5m)K-N|  13.83 -64 11.2 7.836 NLOS

N|  15.00 -65 11.1 7.907 NLOS

(N-2m)N-O|  13.89 -61 9.2 9.540 NLOS
(N-3m)N-O|  13.42 -62 10.3 8.521 NLOS

o 12.82 -66 12 7.314 LOS

(P-3.5m)O-P| 1250 -61 10.5 8.359 NLOS
(P-2.5m)O-P|  12.26 -56 9.4 9.337 NLOS
(P-1.5m)O-P|  12.09 -54 9.6 9.142 NLOS

Pl 12.00 .51 8.6 10.205 LOS

Ql  6.00 -49 8.2 10.703 LOS

S| 450 -46 8.4 10.448 LOS

Table B.5: Numerical results for AP at position “R”.

6. Access Point at Position “N-3M”

AP at “N-3m” TX at N2 Position File Size: 10.9 MB
Distance Signal i
. Time Throughput
RX Position from AP Strength LOS/NLOS
(second) (Mbps)
(Meter) (dBm)

A 24.70 -83 104.6 0.839 NLOS
(A-1.5m)A-B 24.19 -84 96.8 0.907 NLOS
(A-2.5m)A-B 23.90 -79 53.4 1.644 NLOS
(A-3.5m)A-B 23.65 -84 116.7 0.752 NLOS
(A-4.5m)A-B 23.44 -79 78.4 1.119 NLOS

B 23.19 -81 97.6 0.899 NLOS

(C-5m)B-C 23.02 -75 46.8 1.875 NLOS
(C-4m)B-C 23.00 -83 82.5 1.064 NLOS
(C-3m)B-C 23.02 -82 68.2 1.287 NLOS
(C-2m)B-C 23.09 -81 76.7 1.144 NLOS
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c| 2319 77 46.1 1.904 NLOS
(C-2m)C-D|  21.21 -79 43.2 2.032 NLOS
(C-3m)C-D|  20.22 -76 31.4 2.795 NLOS
(C-4m)C-D|  19.24 72 28.3 3.101 NLOS
D 17.26 -70 13.2 6.649 NLOS
(E-2m)D-E|  14.32 -64 12.3 7.135 NLOS
E| 1237 -60 11.2 7.836 NLOS
F| 1237 .55 10.5 8.359 NLOS
(A-2m)A-G|  22.85 -78 51.7 1.698 NLOS
(A-3m)A-G|  21.93 -76 24.6 3.568 NLOS
(A-4m)A-G|  21.02 77 19.1 4.595 NLOS
(A5M)A-G|  20.12 75 18.2 4.822 NLOS
G| 19.24 -76 20.6 4.260 NLOS
(H-2m)G-H|  16.64 -78 21.6 4.063 NLOS
H|  15.00 72 15.6 5.626 NLOS
1| 10.82 -76 14.1 6.224 NLOS

L|  6.00 51 8.8 9.973 LOS

M| 1.50 -43 8.2 10.703 LOS

J  9.00 .55 8.7 10.008 LOS

K| 3.00 -48 8.1 10.835 LOS

Nl 3.00 -44 8.2 10.703 LOS
(N-2m)N-O|  3.61 .52 8.3 10.574 NLOS
(N-3m)N-O|  4.24 .54 8.5 10.325 NLOS
o 541 .52 8.3 10.574 NLOS
Pl 9.49 -55 8.2 10.703 NLOS
(P-1.5m)P-Q|  9.12 -56 8.2 10.703 NLOS
(P-2.5m)P-Q|  9.01 -62 9.2 9.540 NLOS
(P-3.5m)P-Q|  9.01 -55 8.5 10.325 NLOS
Q  9.49 -61 8.2 10.703 NLOS
(R-45m)Q-R|  10.06 -69 9.9 8.865 NLOS
(R-3.5m)Q-R|  10.55 -64 8.5 10.325 NLOS
(R-25m)Q-R|  11.10 -68 8.9 9.861 NLOS
(R-1.5mQ-R|  11.72 -63 8.3 10.574 NLOS
R 1273 -62 8.4 10.448 NLOS
s 10.06 .59 8.5 10.325 NLOS

Table B.6: Numerical results for AP at position “N-3M”.
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7. Access Point at Position “H”

AP atH TX at H2 Position File Size: 10.9MB
Distance Signal i
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 11.00 -59 8.4 10.448 LOS
(A-1.5m)A-B 11.10 -65 11.3 7.767 NLOS
(A-2.5m)A-B 11.28 -64 10.2 8.604 NLOS
(A-3.5m)A-B 11.54 -69 12.2 7.194 NLOS
B 12.53 -69 11.9 7.375 NLOS
(C-3m)B-C 14.21 -64 10.4 8.439 NLOS
(C-2m)B-C 14.87 -66 10.7 8.202 NLOS

C 16.28 -79 32.6 2.692 NLOS
(C-2m)C-D 15.00 -74 23.6 3.719 NLOS
(C-3m)C-D|  14.42 71 22.8 3.849 NLOS

D 13.00 -70 21.7 4.044 NLOS
(E-3m)D-E 12.37 -65 13.6 6.453 NLOS
(E-2m)D-E 12.17 -64 9.1 9.645 NLOS

E 12.00 -63 8.9 9.861 LOS

F 6.00 -54 8.3 10.574 LOS

G 5.00 -54 8.5 10.325 LOS

I 6.00 -56 9.3 9.437 LOS

L 10.82 -68 10.4 8.439 NLOS

M 13.83 -69 11.8 7.438 NLOS

J 12.00 -55 9.8 8.956 LOS

(J-1.5m)J-K 12.09 -66 10.5 8.359 NLOS
(J-2.5m)J-K 12.26 -68 11.7 7.501 NLOS
K 13.42 -73 154 5.699 NLOS

N 16.97 -74 13.3 6.599 NLOS

(N-2m)N-O 18.44 -80 31.7 2.769 NLOS
(N-3m)N-O 19.21 -81 32.9 2.668 NLOS
(N-4m)N-O 20.00 -80 62.3 1.409 NLOS

0] 20.40 -84 101.9 0.861 NLOS
(P-3.5m)O-P 21.22 -84 97.2 0.903 NLOS
(P-2.5m)O-P 22.05 -82 133.9 0.655 NLOS
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(P-1.5m)O-P 22.90 -83 123 0.714 NLOS
P 24.19 -80 51 1.721 NLOS
(P-1.5m)P-Q 23.48 -82 68.2 1.287 NLOS
(P-2.5m)P-Q 23.05 -81 66.8 1.314 NLOS
(P-3.5m)P-Q 22.66 -80 55.3 1.587 NLOS
Q 21.84 -84 44.8 1.959 NLOS
(R-4.5m)Q-R 21.48 -76 34.7 2.529 NLOS
(R-3.5m)Q-R 21.29 -70 23.2 3.783 NLOS
(R-25m)Q-R 21.15 -64 15.6 5.626 NLOS
(R-1.5m)Q-R 21.05 -67 17.4 5.044 NLOS
R 21.00 -59 16.8 5.224 LOS
S 16.50 -54 13.7 6.406 LOS
Table B.7: Numerical results for AP at position “H”.
Access Point at position ""H" : RSSI/Throughput/Distance
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Figure B.1: Throughput/RSSI/Distance for AP at position “H”.
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Figure B.2: Throughput map for AP at position “H”.

8. Access Point at Position “F”

AP atF TX at F2 Position File Size: 10.9 MB
Distance Signal .
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 12.53 -68 12.9 6.803 NLOS
(A-1.5m)A-B 11.88 -73 19.3 4.547 NLOS
(A-2.5m)A-B 11.54 -74 20.4 4.302 NLOS
B 11.00 -66 14.3 6.137 NLOS
(C-3m)B-C 11.40 -69 15.6 5.626 NLOS
(C-2m)B-C 11.70 -73 11.6 7.566 NLOS

C 12.53 -73 20 4.388 NLOS
(C-2m)C-D 10.82 -67 13 6.751 NLOS
(C-3m)C-D 10.00 -64 11.2 7.836 NLOS

D 7.81 -66 10.5 8.359 NLOS
(E-3m)D-E 6.71 -62 10.8 8.126 NLOS
(E-2m)D-E 6.32 -60 115 7.632 NLOS
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El  6.00 -56 95 9.238 LOS
G| 781 -64 10.9 8.052 NLOS

H|  6.00 -50 8.8 9.973 LOS
Il 8.49 -70 10.3 8.521 NLOS
Ll 671 57 9.4 9.337 NLOS
M| 10.92 -66 10.5 8.359 NLOS
J 13.42 71 14.1 6.224 NLOS
(J-15m)J-K|  12.82 -73 14.5 6.053 NLOS
(J-25m)J-K| 12,50 -76 16.2 5.418 NLOS
K| 12.00 75 18.6 4.719 NLOS
(N-2.5m)K-N|  12.26 -66 13.4 6.550 NLOS
(N-1.5m)K-N|  12.09 -70 16.5 5.319 NLOS
Nl 13.42 74 19.6 4.478 NLOS
(N-2m)N-O|  15.23 -78 29.2 3.006 NLOS
(N-3m)N-O|  16.16 -76 23.6 3.719 NLOS
o 1756 -78 28.1 3.123 NLOS
(P-3.5m)O-P|  18.50 -83 48.8 1.798 NLOS
(P-2.5m)O-P|  19.45 -82 69.2 1.268 NLOS
(P-1.5m)O-P|  20.40 -84 1185 0.741 NLOS
Pl 2184 77 28.8 3.047 NLOS
(P-1.5m)P-Q|  21.48 -80 43.6 2.013 NLOS
(P-2.5m)P-Q|  21.29 -81 52.1 1.685 NLOS
(P-3.5m)P-Q|  21.15 -83 51.1 1.718 NLOS
Q| 21.00 -84 67.8 1.294 NLOS
(R-35mQ-R|  21.15 -84 74.5 1.178 NLOS
(R-25m)Q-R|  21.29 -85 67 1.310 NLOS
(R-1.5m)Q-R|  21.48 -88 142.1 0.618 NLOS
R 21.84 -83 63.8 1.376 NLOS
S| 17.56 -76 28.3 3.101 NLOS

Table B.8: Numerical results for AP at position “F”.
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Access Point at position "'F"" : Distance/RSSI/Throughput
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Figure B.3: Throughput/RSSI/Distance for AP at position “F”.
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Figure B.4: Throughput map for AP at position “F”.
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9. Access Point at Position “I”

AP at | TX at 12 Position File Size: 10.9 MB
Distance Signal i
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 17.00 -60 9.3 9.437 LOS
(A-1.5m)A-B 17.07 -62 9.2 9.540 NLOS
(A-2.5m)A-B 17.18 -63 9.6 9.142 NLOS
B 18.03 -71 114 7.699 NLOS
(C-4m)B-C 18.79 -76 24.4 3.597 NLOS
(C-3m)B-C 19.24 -74 17.1 5.132 NLOS
(C-2m)B-C 19.72 -75 21.7 4.044 NLOS

C 20.81 -73 14.2 6.181 NLOS
(C-2m)C-D 19.21 -76 25.9 3.389 NLOS
(C-3m)C-D 18.44 -74 20.4 4.302 NLOS
(C-4m)C-D 17.69 -75 20.8 4.219 NLOS

D 16.28 -74 19.4 4.524 NLOS
(E-3m)D-E 15.00 -72 19.8 4.433 NLOS
(E-2m)D-E 14.42 -73 18.3 4.796 NLOS

E 13.42 -68 9.9 8.865 NLOS

G 11.00 -60 8.4 10.448 LOS

F 8.49 -66 10.7 8.202 NLOS
(H-2.5m)F-H 6.50 -62 9.8 8.956 NLOS
(H-1.5m)F-H 6.18 -59 8.6 10.205 NLOS

H 6.00 -49 8.3 10.574 LOS

L 9.00 -68 9.2 9.540 NLOS

M 10.06 -61 8.4 10.448 NLOS

J 6.00 -56 8.6 10.205 LOS

(J-1.5m)J-K 6.18 -53 8.3 10.574 NLOS
(J-2.5m)J-K 6.50 -59 9.7 9.048 NLOS

K 8.49 -66 12.2 7.194 NLOS
(N-2.5m)K-N 11.24 -59 10.8 8.126 NLOS
(N-1.5m)K-N 12.09 -64 13.7 6.406 NLOS

N 13.42 -75 20.5 4.281 NLOS

(N-2m)N-O 14.42 -73 15.2 5.774 NLOS
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(N-3m)N-O|  15.00 72 15.6 5.626 NLOS
o| 15.95 74 20.5 4.281 NLOS
(P-3.5m)O-P|  16.62 77 22.3 3.936 NLOS
(P-2.5m)O-P|  17.33 -83 47.8 1.836 NLOS
(P-1.5m)O-P|  18.06 -80 32 2.743 NLOS
Pl 19.21 -76 24.3 3.612 NLOS
(P-1.5m)P-Q|  18.31 77 21.1 4.159 NLOS
(P-2.5m)P-Q|  17.76 71 13.2 6.649 NLOS
(P-3.5m)P-Q|  17.24 72 13.2 6.649 NLOS
Q| 16.16 -70 14.2 6.181 NLOS
(R-25m)Q-R|  15.21 -62 10.6 8.280 NLOS
(R-1.5m)Q-R|  15.07 -62 8.8 9.973 NLOS

Rl 15.00 -48 8.3 10.574 LOS

s| 1050 -52 8.5 10.325 LOS

Table B.9: Numerical results for AP at position “I”.
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Figure B.5: Throughput/RSSI/Distance for AP at position “I”.
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Figure B.6: Throughput map for AP at position “I”.

10. Access Point at Position “L”

AP at L Position TX at L2 Position File Size: 10.9 MB
Distance Signal .
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 19.24 -78 21.1 4.159 NLOS
(A-1.5m)A-B 18.58 =77 20.7 4.240 NLOS
(A-2.5m)A-B 18.20 -78 23.2 3.783 NLOS
(A-3.5m)A-B 17.87 -76 21.3 4.120 NLOS
(A-4.5m)A-B 17.59 =77 23.3 3.767 NLOS
B 17.26 -79 24.9 3.525 NLOS
(C-5m)B-C 17.12 -74 14.9 5.890 NLOS
(C-4m)B-C 17.03 -75 20.2 4.345 NLOS
(C-3m)B-C 17.00 -78 27.6 3.180 NLOS
(C-2m)B-C 17.03 -76 13.9 6.314 NLOS

C 17.26 -73 13.2 6.649 NLOS
(C-2m)C-D 15.30 =72 10.6 8.280 NLOS
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(C-3m)C-D|  14.32 -74 13.6 6.453 NLOS
(C-4m)C-D|  13.34 -70 12.2 7.194 NLOS
D| 11.40 71 10.4 8.439 NLOS
(E-3m)D-E|  9.49 -68 9.1 9.645 NLOS
(E-2m)D-E|  8.54 -68 9.5 9.238 NLOS
El 671 -47 8.1 10.835 NLOS
(A-2mA-G|  17.49 -73 22.6 3.883 NLOS
(A-3mA-G|  16.64 -76 25 3.511 NLOS
(A-4mA-G|  15.81 77 27.8 3.157 NLOS
G| 1421 -69 18 4.876 NLOS
F 671 -56 8.3 10.574 NLOS
(H-25m)F-H|  8.85 -63 14.7 5.970 NLOS
(H-15m)F-H|  9.60 72 21.7 4.044 NLOS
H|  10.82 -60 8.3 10.574 NLOS
Il 9.00 -65 9.4 9.337 NLOS

M| 450 -43 8.1 10.835 LOS
J  10.82 -65 9.6 9.142 NLOS
K| 671 .57 8.3 10.574 NLOS
(N-2.5m)K-N|  6.08 -56 8.2 10.703 NLOS
(N-1.5m)K-N|  6.32 -62 8.5 10.325 NLOS
N 6.71 -59 8.6 10.205 NLOS
(N-2m)N-O|  8.54 -69 8.9 9.861 NLOS
(N-3m)N-O|  9.49 -67 9.7 9.048 NLOS
o 10.92 -68 9.5 9.238 NLOS
(P-3.5m)O-P|  11.88 -68 95 9.238 NLOS
(P-2.5m)O-P|  12.85 -66 9.6 9.142 NLOS
(P-1.5m)O-P|  13.83 71 10.5 8.359 NLOS
Pl 15.30 72 11 7.979 NLOS
(P-1.5m)P-Q|  15.07 -62 12 7.314 NLOS
(P-2.5m)P-Q|  15.01 -64 8.3 10.574 NLOS
(P-3.5m)P-Q|  15.01 -67 9.7 9.048 NLOS
(P-45m)P-Q|  15.07 -66 9 9.752 NLOS
Q| 15.30 -70 12.7 6.911 NLOS
(R-45m)Q-R|  15.66 -67 13.6 6.453 NLOS
(R-3.5m)Q-R|  15.98 74 225 3.901 NLOS
(R-25m)Q-R|  16.35 -76 27.8 3.157 NLOS
(R-1.5mQ-R|  16.77 -75 225 3.901 NLOS
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Rl 17.49 77 31 2.831 NLOS
(R-1.5m)S-R|  16.22 -78 30.9 2.840 NLOS
(R-25m)R-S|  15.40 77 26.1 3.363 NLOS
(R-3.5m)R-S|  14.60 -73 15.4 5.699 NLOS

s| 13.83 -68 10.3 8.521 NLOS

Table B.10: Numerical results for AP at position “L”.
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Figure B.7: Throughput/RSSI/Distance for AP at position “L”.
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Figure B.8: Throughput map for AP at position “L”.

11. Access Point at Position “K”

AP at K Position TX at K2 Position File Size: 10.9 MB
Distance Signal .
RX Position | from AP Strength Time Throughput LOS/NLOS
(second) (Mbps)
(Meter) (dBm)
A 23.77 -80 83.4 1.052 NLOS
(A-1.5m)A-B 23.44 -84 97.3 0.902 NLOS
(A-2.5m)A-B 23.26 -89 136.4 0.643 NLOS
(A-3.5m)A-B 23.14 -82 73.2 1.199 NLOS
B 23.00 -86 106.7 0.823 NLOS
(C-4m)B-C 23.09 -82 102.5 0.856 NLOS
(C-3m)B-C 23.19 -85 114.6 0.766 NLOS
(C-2m)B-C 23.35 -80 94.8 0.926 NLOS

C 23.77 -79 63.4 1.384 NLOS
(C-2m)C-D 21.84 -78 57.3 1.532 NLOS
(C-3m)C-D 20.88 -83 79.8 1.100 NLOS
(C-4m)C-D 19.92 -80 48.4 1.813 NLOS
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D| 18.03 -76 36.1 2.431 NLOS
(E-4m)D-E|  17.09 72 33.7 2.604 NLOS
(E-3m)D-E|  16.16 -73 26.5 3.312 NLOS
(E-2m)D-E|  15.23 -68 24.6 3.568 NLOS

E| 1342 -63 19.6 4.478 NLOS

F|  12.00 -70 18.2 4.822 NLOS

G| 18.03 -78 45.1 1.946 NLOS

H  13.42 .73 31.2 2.813 NLOS

(H-15m)F-H|  12.82 72 26.8 3.275 NLOS
(H-25m)F-H|  12.50 72 24.9 3.525 NLOS
| 8.49 -67 11.2 7.836 NLOS

Ll 671 .52 9.2 9.540 NLOS

M| 3.35 -54 8.9 9.861 NLOS

J  6.00 -48 8.3 10.574 LOS

N/ 6.00 -46 8.4 10.448 LOS

(N-2m)N-O|  6.32 -61 9.7 9.048 NLOS
(N-3m)N-O|  6.71 -66 11.2 7.836 NLOS
o 750 72 12.4 7.078 NLOS
(P-2.5m)O-P|  8.85 71 12.8 6.857 NLOS
(P-1.5m)O-P|  9.60 -65 13.3 6.599 NLOS
Pl 1082 -68 15.2 5.774 NLOS
(P-1.5m)P-Q|  10.06 74 23.2 3.783 NLOS
(P-2.5m)P-Q|  9.66 71 18.8 4.668 NLOS
Q  9.00 -70 15 5.851 NLOS
(R-25mQ-R|  9.66 -74 16.1 5.451 NLOS
(R-1.5m)Q-R|  10.06 -76 21.4 4.101 NLOS
Rl 10.82 -67 11.6 7.566 NLOS
(R-1.5m)R-S|  9.60 -65 11.2 7.836 NLOS
(R-25m)R-S|  8.85 -66 10.3 8.521 NLOS

s 7.50 -61 9.7 9.048 NLOS

Table B.11: Numerical results for AP at position “K”.
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Access Point at position "K' : Distance/RSSI/Throughput
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Figure B.9: Throughput/RSSI/Distance for AP at position “K”.
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Figure B.10: Throughput map for AP at position “K”.
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Appendix C
Phase 1 Throughput Analysis
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Left-Hand Area Right-Hand Area
RX Highest . Lowest RX Highest . Lowest
Position | TP. |FXPOSItion) “op ) position | Tp. | RXPosition | T
| 10.325|F 6.965(J 9.337|0 0.393
APatA g 10.088|E 7.438(S 7.253|(P-25m)0-P | 0.418
H 10.088|(H-3.5m)F-H| 8.126|R 5.319|(P-3.5m)0-P | 0.422
*Avg. TP. | 10.167|Avg. TP 7.510|Avg. TP. 7.303|Avg. TP. 0.411
Avg. TP. 8.838 Mbps Avg. TP. 3.857 Mbps
Average Throughput 6.384 Mbps
Table C.1: Throughput analysis for AP at position “A”.
*Avg. TP.: Average Throughput (Mbps).
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
H 10.971|C 5.626|1 10.205 (P-1.5m)O-P 0.375
APatG |41 55m)E-H| 10.574|L 6.137|S 9.337|(p.1.5m)p-Q| 0.402
A 10.448 (C-2m)C-D 7.566|J 9.238 (P-3.5m)O-P 0.480
Avg. TP. 10.664|Avg. TP. 6.443|Avg. TP. 9.593|Avg. TP. 0.419
Avg. TP. 8.554 Mbps Avg. TP. 5.006 Mbps
Average Throughput 6.780 Mbps
Table C.2: Throughput analysis for AP at position “G”.
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
10.574 2.692|1 9.437|(p- - 0.655
AP at H C (P-2.5m)O-P
A 10.448 (C-2m)C-D 3.719|J 8.965 (P-1.5m)O-P 0.714
G 10.325 (C-3m)C-D 3.849|L 8.4390 0.861
Avg. TP. 10.449|Avg. TP. 3.420|Avg. TP. 8.947|Avg. TP. 0.743
Avg. TP. 6.935 Mbps Avg. TP. 4.845 Mbps
Average Throughput 5.890 Mbps

Table C.3: Throughput analysis for AP at position “H”.
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Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
H 9.973 (A-2.5m)A-B 4.302|1 8.521 (R-1.5m)Q-R 0.618
APatF | 9.337|c 4.388|M 8.359|(p-15m)0-p | 0.741
L 9.238 (A-1.5m)A-B 4547\ 6.224 (R-3.5m)Q-R 1.178
Avg. TP. 9.516|Avg. TP. 4.413|Avg. TP. 7.701|Avg. TP. 0.845
Avg. TP. 6.964 Mbps Avg. TP. 4.273 Mbps
Average Throughput 5.619 Mbps
Table C.4: Throughput analysis for AP at position “F”.
Left-Hand Area Right-Hand Area
Po?iﬁon H?B?St Pols:,\)ii?on I_c')l'\ll\fst Po?iﬁon HI‘?E?St RX Position I_c')l'vl\;e.St
AP at H 10.971/(A-25m)A-B| 6649 10.008|(R-2.5m)Q-R 1.551
E-3M  |[(H-2m)G-H | 10.835|a 6.965| 9.540|(R-3.5m)Q-R 1.607
F 10.835/(A-1.5m)A-B|  7438|m 9.238|R 1.755
Avg. TP 10.880|Avg. TP 7.017|Avg. TP 9.595|Avg. TP 1.638
Avg. TP 8.949 Mbps|Avg. TP 5.617 Mbps
Average Throughput 7.283 Mbps
Table C.5: Throughput analysis for AP at position “E-3M”,
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
H 10.574|(c-2m)C-D 3.389|(3-1.5m)J-K | 10.574|(p-2.5m)0-P 1.836
APatl |- 10.448|(C.am)B-c| 3.597|R 10.574|(p.1.5m)0-p| 2.743
(H-1.5m)F-H 10.205 (C-2m)B-C 4.044\\m 10.448|p 3.612
Avg. TP. 10.409|Avg. TP. 3.677|Avg. TP. 10.532|Avg. TP. 2.730
Avg. TP. 7.043 Mbps|Avg. TP. 6.631 Mbps
Average Throughput 6.837 Mbps

Table C.6: Throughput analysis for AP at position
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Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
E 10.835/(A-4m)A-G|  3.157|m 10.835|r 2.831
APatL H 10.574|(c-3m)B-C 3.180|(N-2.5m)K-N| 10.703|(R-1.5m)S-R 2.840
E 10.574 (A-3m)A-G 3.511 (P-2.5m)P-Q 10.574 (R-2.5m)Q-R 3.157
Avg. TP. 10.661|Avg. TP. 3.283|Avg. TP. 10.704|Avg. TP. 2.943
Avg. TP. 6.972 Mbps|Avg. TP. 6.823 Mbps
Throughput Analysis 6.898 Mbps
Table C.7: Throughput analysis for AP at position “L”.
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
I 10.448|(c-4m)C-D 0.557|g 10.835|p 7.078
APatJd |- 10.205/(c.3m)B-c| 1458k 10.448|(p_2 5m)0-p|  7.253
H 10.325|c 1.607|R 10.448|_ 7.767
Avg. TP. 10.326|Avg. TP. 1.207|Avg. TP. 10.577|Avg. TP. 7.366
Avg. TP. 5.767 Mbps|Avg. TP. 8.972 Mbps
Throughput Analysis 7.369 Mbps
Table C.8: Throughput analysis for AP at position “J”.
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP. Position TP. Position TP. Position TP.
L 9.540 (A-2.5m)A-B 0.643|; 10.574 (P-1.5m)P-Q 3.783
APatK | 7.836|(C-3m)B-C 0.766|N 10.448|(R-1.5m)Q-R| 4101
F 4822\ 0.823|Mm 9.861 (P-2.5m)P-Q 4.668
Avg. TP. 7.399|Avg. TP. 0.744|Avg. TP. 10.295|Avg. TP. 4.184
Avg. TP. 4.072 Mbps|Avg. TP. 7.239 Mbps
Throughput Analysis 5.655 Mbps

Table C.9: Throughput analysis for AP at position “K”.
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Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP Position TP Position TP Position TP
L 9.973 (A-3.5m)A-B 0.752|k 10.835 (R-4.5m)Q-R 8.865
AP at N-3M F 8.359|a 0.839|(p-1.5m)P-Q| 10.703|(p-2.5m)P-Q 9.540
E 7.836|B 0.899|0 10.703|(R-2.5m)Q-R| 9.861
Avg. TP 8.723|Avg. TP 0.830|Avg. TP 10.747|Avg. TP 9.422
Avg. TP 4.776 Mbps|Avg. TP 10.085 Mbps
Throughput Analysis 7.430 Mbps
Table C.10: Throughput analysis for AP at position “N-3M”.
Left-Hand Area Right-Hand Area
RX Highest RX Lowest RX Highest RX Lowest
Position TP Position TP Position TP Position TP
I 10.205|p 0.596|; 10.703| 6.501
APatR |, 9.437|c.omc-p| 0.731|g 10.703|(N-2.5m)K-N|  7-253
H 9.973|(Cc-4m)C-D 0.884|g 10.448|\m 7.314
Avg. TP 9.872|Avg. TP 0.737|Avg. TP 10.618|Avg. TP 7.023
Avg. TP 5.305 Mbps|Avg. TP 8.820 Mbps
Throughput Analysis 7.062 Mbps

Table C.11: Throughput analysis for AP at position “R”.
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Appendix D
Phase 3 Experimental Results
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TX at 2M from E-3M Data File: 153.6 MB
. Distance from | Signal Strength | __ Throughput
RX Position Time (Seconds)
AP (Meter) (dBm) (Mbps)

N 3.00 -42 220.9 5.562
0] 541 -51 231.1 5.317
P 9.49 -58 249.3 4.928
Q 9.49 -63 284.1 4.325
R 12.73 -64 304.3 4.038
S 10.06 -58 262.9 4.674
J 9.00 -52 240.7 5.105
K 3.00 -48 226.2 5.432
I 10.82 =72 379.1 3.241

Average Throughput 4.736

Table D.1: Numerical results for WDS with AP mode, TX at BSS1.

TX at 2M from N-3M Data File: 153.6 MB
. Distance from | Signal Strength| __. Throughput
RX Position Time (Seconds)
AP (Meter) (dBm) (Mbps)

E 3.00 -45 230.4 5.332
D 5.83 -59 262.4 4.683
C 11.40 -63 291.3 4.218
B 11.40 -68 284.1 4.325
A 14.21 -72 427.7 2.873
G 10.30 -64 346.9 3.542
H 9.00 -58 251.9 4.877
F 3.00 -52 236.7 5.192
I 10.82 -67 290.0 4.237

Average Throughput 4.364

Table D.2: Numerical results for WDS with AP mode, TX at BSS2.
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TX at 2M from E-3M Data File: 153.6 MB
. Distance from |Signal Strength | __. Throughput
RX Position Time (Seconds)

AP (Meter) (dBm) (Mbps)

N 3.00 -44 80.8 15.213
0] 5.41 -49 82.8 14.832
P 9.49 -56 84.2 14.589
Q 9.49 -65 87.2 14.087
R 12.73 -64 89.3 13.764
S 10.06 -57 87.6 14.034
J 9.00 -54 82.7 14.866
K 3.00 -48 82.0 14,991
| 10.82 -70 96.4 12.749
Average Throughput 14.347

Table D.3: Numerical results for AP mode with Ethernet, TX at BSS1.

TX at 2M from N-3M ™' Data File: 153.6 MB
. Distance from |Signal Strength | __. Throughput
RX Position Time (Seconds)

AP (Meter) (dBm) (Mbps)

E 3.00 -46 86.3 14.231
D 5.83 -58 88.5 13.879
C 11.40 -63 93.6 13.127
B 11.40 -70 89.4 13.749
A 14.21 -75 102.7 11.961
G 10.30 -65 915 13.436
H 9.00 -57 87.8 13.992
F 3.00 -53 87.1 14.112
I 10.82 -69 95.8 12.823
Average Throughput 13.749

Table D.4: Numerical results for AP mode with Ethernet, TX at BSS2.
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Appendix E
D-Link Product Specifications
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IEEE 802.11 b/g Access Point
DWL-2100AP Data Sheet available at
ftp://ftp10.dlink.com/pdfs/products/DWL-2100AP/DWL-2100AP_ds.pdf
DWL-2100AP FAB Sheet available at
ftp://ftp10.dlink.com/pdfs/products/DWL-2100AP/DWL-2100AP_fab.pdf

IEEE 802.11 b/g Wireless Adapter
DWL-G132 Data Sheet available at
ftp://ftp10.dlink.com/pdfs/products/DWL-G132/DWL-G132_ds.pdf
DWL-G132 FAB Sheet available at
ftp://ftp10.dlink.com/pdfs/products/DWL-G132/DWL-G132_fab.pdf

2.4 GHz Omni-Directional 7dBi Indoor Antenna
ANT24-0700 Data Sheet available at
ftp://ftp10.dlink.com/pdfs/products/ANT24-0700/ANT24-0700 ds.pdf
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108Mbps’ Wireless Networking

“ Up to 108Mbps’ with
D-Link 108G Products

“* Improved Wireless Security
with WPA and 802.1X
Authentication

< SNMP Management
Software Included

“* More Mobility with
WDS and Five
Operational Modes

AirPlus)Grevels
802.11g/2.4GHz Wireless

108w Access Point

D-Link, the industry pioneer in wireless networking,
introduces a performance breakthrough in wireless
connectivity — D-Link AirPlus Xtreme G""' series
of high-speed devices now capable of delivering transfer
rates up to 15x faster than the standard 802.11b with
the new D-Link 108G. With the new AirPlus Xtreme G
DWL-2100AP Wireless Access Point, D-Link sets
a new standard for wireless access points.

With the D-Link 108G enhancement, the DWL-2100AP
can achieve wireless speeds up to 15x in a pure D-Link
108G environment through the use of new wireless
technologies such as Packet Bursting, Fast Frame,
Compression & Encryption, and Turbo mode.These
technologies enable a throughput high enough to handle
video/audio streaming and future bandwidth-intense
applications. The DWL-2100AP also supports
SNMP v.3 for better network management with the
provided Wireless AP Manager software that manages
network configuration and firmware upgrades. For
Enterprise networks, the DWL-2100AP supports
network administration and real-time network
traffic monitoring via D-Link’s D-View Network
Management software.

The DWL-2100AP features WDS (Wireless Distribution
System) that can be configured to perform in any one
of five modes: a Wireless Access Point, a Point-to-Point
(PtP) bridge with another DWL-2100AP, a
Point-to-Multipoint (PtMP) bridge, a Repeater for
range extension, or as a Wireless Client. The WDS
feature makes the DWL-2100AP an ideal solution
for quickly creating and extending a wireless local
area network (WLAN) in offices or other workplaces,
or even at hotspots.

Wireless security is addressed as the DWL-2100AP
uses WPA (Wi-Fi Protected Access) and 802.1X
authentication to provide a higher level of security
for data communication amongst wireless clients.
The DWL-2100AP is also fully compatible with the
IEEE 802.11b and 802.11g standards. With great
manageability, versatile operation modes, solid
security enhancement, the cost-effective D-Link
AirPlus Xtreme G DWL-2100AP Wireless Access
Point provides the ultra-fast wireless signal rates and
everything else a network professional dreams of.



AirPlus)Ceremels
802.11g/2.4GHz Wireless

108w Access Point

SPECIFICATIONS

Standards

* |EEE 802.11g
¢ |EEE 802.11b
* |EEE 802.11
* |EEE 802.3
 |EEE 802.3u

Device Management
* Web-Based — Internet Explorer v6
or later; Netscape Navigator v6 or

later; or other Java- enabled browsers.

* SNMP v.3

Wireless Distribution System
¢ AP Client

* PtP Bridge

* PtMP Bridge

* Repeater

Security

* 64-, 128 152-bit WEP

¢ 802.1X (EAP-MD5, EAP-TLS,
EAP-TTLS and EAP-PEAP)

* WPA —Wi-Fi Protected Access

* MAC Address Access Control
(WPA-TKIP and WPA-AES)

Media Access Control
CSMA/CA with ACK

Wireless Frequency Range
2.4GHz to 2.4835GHz

Wireless Operating Range?
Indoors: Up to 328 ft (100 meters)
Outdoors: Up to 1312 ft (400 meters)

Modulation Technology
* Orthogonal Frequency
Division Multiplexing (OFDM)
* Complementary Code Keying (CCK)
e DQPSK
* DBPSK

Wireless Transmit Power

15dBm (32mW) + 2dB

(Control TX power level from full, 50%,
25%, 125% and min.)

Receiver Sensitivity

* 54Mbps OFDM, 10% PER,-66dBm)
* 48Mbps OFDM, 10% PER,-71dBm)
* 36Mbps OFDM, 10% PER,-76dBm)
* 24Mbps OFDM, 10% PER,-80dBm)
* 18Mbps OFDM, 10% PER,-83dBm)
* 12Mbps OFDM, 10% PER,-85dBm)
* 11Mbps CCK, 8% PER,-83dBm)

* 9Mbps OFDM, 10% PER,-86dBm)
* 6Mbps OFDM, 10% PER,-87dBm)
* 2Mbps QPSK, 8% PER,-89dBm)

External Antenna Type
1.0dB Dipole with reverse SMA connector

LEDs

* Power

* LAN (10/100)

* WLAN (Wireless Connection)

Temperature
¢ Operating: 32°F to 140°F (0°C to 40°C)
e Storing: 4°F to 149°F (-20°C to 65°C)

Humidity
95% maximum (non-condensing)

Power Input
Ext. Power Supply DC 5V, 2.0A

Safety & Emissions
eFCC eUL ¢VCCI ¢CSA <EN

Dimensions

e L = 5.6 inches (142mm)
*W = 4.3 inches (109mm)
*H=1.2 inches (31mm)

Weight
0.44 Ibs (2009)

Warranty
3 Year

! Maximum wireless signal rate derived from IEEE Standard 802.11g
specifications. Actual data throughput will vary. Network conditions and
environmental factors, including volume of network traffic, building
materials and construction, and network overhead lower actual data
throughput rate.

2 Environmental conditions may adversely affect wireless signal range.
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AirPlus)Gremvels
108Mbps* Wireless Networking

Features and Benefits

« Faster Wireless

Able to achieve a maximum wireless signal rate of up to

Networki ng 108Mbps!, increased speeds means increased productivity.
With the DWL-2100AP in your home or business, colleagues,
friends, or family can communicate with one another in real-time
to download large files or to smoothly stream MPEG videos.
The DWL-2100AP Wireless Access Point gives you the freedom -
of wireless networking at D-Link 108G speeds that save you DWL 2 1 OOAP
time, money, and make your wireless networking experience
more oyable. 802.11g/2.4GHz
Wireless Access Point
<« SNMP The DWL-2100AP is not only fast but it also supports SNMP v.3
Management for better network management. A Wireless AP Manager Other D-Link Products that
software is available with the DWL-2100AP for network work with DWL-2100AP:

configuration and firmware upgrades via a web-based

configuration utility. For Enterprise networks, the DWL-2100AP
supports network administration and real-time network traffic
monitoring via D-Link’s D-View Network Management software.

@ Better Security
with 802.1X
and WPA

With the DWL-2100AP, wireless clients can securely
connect to the network using WPA (Wi-Fi Protected Access)
and 802.1X authentication providing a much higher level
of security for your data communication. AES (Advanced
Encryption Standard) is also supported by the DWL-2100AP
to maximize the network security with data encryption.

DWL-G650
High-Speed 802.11g
Wireless Cardbus Adapter

“ Five Different
Operating Modes

Access Point
Point-to-Point

Bridging

Point-to-Point
Multipoint
Bridging

Wireless Client

Repeater

The DWL-2100AP can operate in one of five different
operational modes featuring WDS (Wireless Distribution :
System) to meet your wireless networking requirements: DWL-G520
High-Speed 802.11¢g
Wireless PCI Adapter
Create a wireless local area network.

Wirelessly connect two networks. This mode provides I
a cost-effective solution when traditional wired solutions
are too costly or prohibitive.

Wirelessly connect multi-networks. This mode acts
as a hub to connect multiple wireless networks.

DI-624

High-Speed 802.11¢g
Wirelessly connect Ethernet devices. Provides immediate Wireless Router
connection for Ethernet devices without the need for
any drivers.

Repeats radio frequency to extend the 2.4GHz range
for your wireless LAN.



AirPlWus)Gremvels DWL-2100AP

802.11qg/2.4GHz Wireless
108ms Access Point

Detachable

Antenna v I

Power
Supply
Connector

Auto MDI/MDI-X
Auto-Senses
Cable Type

High-Speed,
802.11g chipset
supports up to 15x
Faster than standard 802.11b
transfer rates

Power, LAN, WLAN LEDs

Five Operational Modes

L
Operation Mode Function E
(Only supparts 1 mode at & time) R ST —
N e S S

Access Point (AP) Create a Wireless LAN

- AlrPlus)irselT  FT]
AP - to - AP Bridging Wirelessly Connect 2 Networks PR el
Point - to - Multipaint Bridging | Wirelessly Connect Multi Networks bedll -
Wireless Client Wirelessly Connect Ethemet Devices
Wireless Repeater (WDS)* | Wireless Repeats 11g AP Gateways

{Atheros Based)

*WDS Includes Bridge Repeating

Oh il | CowOwds| B | bt | e |.-|ul_

' Maximum wireless signal rate derived from IEEE Standard 802.11g specifications. Actual
data throughput will vary. Network conditions and environmental factors, including volume

gfatr;e:\mc;r;}:?fﬂf,r;:i-lding materials and construction, and network overhead lower actual Product Information The WindoW-based managemenrt software Of the
Part No: DWL-2100AP DWL-2100AP allows you to reconfigure the AP in
Description: 802.11g/2.4GHz any one of its five operating modes or to apply
Wireless Access Point other management settings.

UPC: 790069-263958

D-Link Systems, Inc.

TEL: (800) 326-1688
www.dlink.com
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802.11g Wireless Connectivity

Via USB

> Adds 802.11g Wireless
Connectivity to a Desktop or
Notebook PC

“ JSB Connectivity for
Convenient Setup

< Enhanced Wireless Performance
Powered by D-Link 108G
Technology

< (Connects to 802.11b/g
Wireless Networks

 Protects Your Network with
WPA and 802.1x Security

AirPlWus)Gremels

Wireless 108G

USB Adapter

D-Link, the industry pioneer in wireless networking,
introduces the DWL-G132 Wireless USB Adapter,
part of the AirPlus Xtreme G® family of 802.11g
wireless networking devices. Powered by D-Link
108G Technology, this 802.11g compatible device
is capable of delivering maximum wireless signal
rates of up to 108Mbps' when connected to other
D-Link AirPlus Xtreme G products.

The DWL-G132 is a convenient wireless connectivity
solution for desktop or notebook PCs. Instead of
stringing Ethernet cables to your PC or dismantling
your desktop computer case, the DWL-G132 enables
802.11g wireless connectivity by simply utilizing
your desktop or notebook PC’s USB port.

Featuring the latest in wireless technology, the
DWL-G132 delivers unparalleled performance and
industry-wide compatibility. With a maximum wireless
signal rate of up to 108Mbps', quickly transfer large
files or view streaming video with the DWL-G132.

The DWL-G132 includes an intuitive configuration
utility that allows you to discover and connect to
other wireless networks in nearby areas. In addition,
the utility can also create detailed connectivity
profiles of networks you frequently access. You
can also enable support for WPA and 802.1x for
enhanced data encryption and user authentication.

Like all other D-Link wireless adapters, the DWL-G132
can be used in peer-to-peer mode (ad-hoc) to connect
directly to other 802.11b/g wirelessly enabled computers
or in client mode (infrastructure) to communicate
with other users through an access point or router.

Compact in size, robust in speed the DWL-G132
Wireless USB Adapter is great for travel and a

convenient solution for providing high performance
wireless connectivity to your desktop or notebook PC.
Enjoy the many benefits of wireless connectivity today!



AirPlus)Geremvels
Wireless 108G

USB Adapter

SPECIFICATIONS
Standards Wireless Transmit Power
*802.11b *11b-16dBm @ 11, 5.5, 2 and 1Mbps
*802.11g ¢ 11g—+15dBm @ 54 and48Mbps
*USB 2.0 *11g—+16dBm @ 36Mbps
*USB 1.1 *11g—+17dBm @ 24, 18, 12, 9 and 6Mbps
Device Management External Antenna Type
e D-Link Wireless Utility ¢ Integrated Antenna
Data Rate' LEDs
*802.11b - 11, 5.5, 2 and 1Mbps * Activity
*802.11g - 108, 54, 48, 36, 24, 18, 12,9 e Link
and 6Mbps
Power Consumption
Security * 472 mA in continuous transmit mode
* WEP 64/128bit * 290 mA in continuous receive mode
* WPA-Personal
* WPA-Enterprise (includes 802.1x) Temperature
* Operating in 0C to +40C
Wireless Frequency Range * Non-Operating -20C to +75C
* 24GHz —25GHz (2400MHz — 2497MHz)
Humidity
Wireless Operating Range? * Operating in 20% - 80% non-condensing

e Indoors: Up to 328 feet (100 meters) * Non-operating in 5% to 95% non-condensing
e QOutdoors: Up to 1,312 feet (400 meters)

Certifications
*FCC
Modulation Technology *UL
*11g— OFDM, 64QAM, 16QAM,
QPSK BPSK Dimensions
*11b — CCK, DSSS, DBPSK, DQPSK e —81mm
oW —25mm
Receiver Sensitivity *H—-1.3mm

*802.11b :-82dBm for 11Mbps @ 8% PER

*802.11b : -87dBm for 2Mbps @ 8% PER Weight
*802.11g: -88dBm at 6Mbps @ 10% PER  .006lbs
*802.11g: -86dBm at 9Mbps @ 10% PER

*802.11g: -84dBm at 12Mbps @ 10% PER Warranty
* 802.11g:-82dBm at 18Mbps @ 10% PER e 1 Year

* 802.11g: -78dBm at 24Mbps @ 10% PER

* 802.11g: -74dBm at 36Mbps @ 10% PER

* 802.11g:-69dBm at 48Mbps @ 10% PER

* 802.11g: -66dBm at 54Mbps @ 10% PER

Maximum wireless signal rate derived from IEEE Standard 802.11g specifications. Actual data throughput will vary. Network conditions and
environmental factors, including volume of network traffic, building materials and construction, and network overhead lower actual data
throughput rate.

2Environmental conditions may adversely affect wireless signal range.
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D-Link AirPlus Xtreme G products are capable of
delivering wireless signal rates of up to 15x faster
than 802.11b.

A
Internet

. Cable/DSL Modem

DWL-G132 DWL-G132
Wireless G USB Adapter Wireless G USB Adapter
with Deskiop PC with Notebook PC

Building Networks for People
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AirPlus)Gerevels
802.11g Wireless Connectivity

Via USB

Features and Benefits

« Add 802.11g
Wireless
Connectivity to
Your PC at up to
108Mbps!

Experience the freedom of wireless connectivity. With
the DWL-G132 connected to your desktop or notebook
PC, you can enjoy the benefits of 802.11g wireless
networking. The DWL-G132 offers a maximum

wireless signal rate of up to 108Mbps' giving you

plenty of bandwidth needed to videoconference with
colleagues in real-time, stream video, or transfer large
files quickly. Enjoy the mobility of wireless networking.

«» USB Connectivity for

Convenient Setup

Its attractive and compact design allows you to take
the DWL-G132 wherever you go. It fits easily into
notebook carrying cases, briefcases, backpacks, or
even your pocket. When you’re ready to connect,
simply plug in the DWL-G132 to an available USB
port on your notebook or desktop PC.

& Connect to
802.11b/g Wireless
Networks and
Hotspots

The DWL-G132 is also backward compatible with
the 802.11b standard, so it can connect to the
increasing number of wireless hotspots available.
With the DWL-G132, enjoy wireless connectivity
wherever it may be available—in your office, on
your deck or patio, by the pool, at the local coffee
shop, or in an airport terminal while you are waiting
to board your next flight.

& Protect Your
Network with WPA
and 802.1x User
Authentication

With the DWL-G132, you can securely connect to
a wireless network using WPA (Wi-Fi Protected
Access), which provides you with advanced
encryption for your wireless connection. 802.1x
user authentication provides an extra layer of
protection for your sensitive information.

DWL-G132
Wireless 108G
USB Adapter

Other D-Link products that
work with the DWL-G132:

I

DI-624
Wireless 108G Router

DWL-G650
Wireless 108G Cardbus Adapter

DWL-2100AP
Wireless 108G Access Point



AirPlus)eremels
Wireless 108G

USB Adapter

Power and
Activity LEDs

DWL-G132

~_Internet ‘}

\ .~ Cable/DSL Modem

\—// -- ¥ UsBAdapter
‘ j ' . wireless
Product Inf ti
@ ~ @ Part Not DWL.G132.

DWL-G132 DWL-G132 Description: Wireless 108G

Wireless G USB Adapter Wireless G USB Adapter USB Adapter
with Deskiop PC with Notebook PC UPC: 790069-262043
. . D-Link Systems, Inc.
Add 802.11g Wireless connectivity to any USB-enabled TEL: (800) 326-1688
device and avoid the hassle of network cables. www.dlink.com

T Maximum wireless signal rate derived from IEEE Standard 802.11g specifications.
Actual data throughput will vary. Network conditions and environmental factors,
including volume of network traffic, building materials and construction, and
network overhead lower actual data throughput rate.
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D-Link AirPlus Xtreme G products are capable of
delivering wireless signal rates of up to 15x faster
than 802.11b.

D-Link

Building Networks for People




ANT24-0700
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Extend Your Wireless
Signal in All Directions

7dBi Omni-Directional Antenna
for Extended Wireless Signal
Range

Powerful Signal Reception in
All Directions

Works with Virtually Any
802.11b/g Compliant Devices
with a SMA or TNC Connector

Magnetic Base' with Extension
Cable and Mounting Kit for
Flexible Placement

2.4GHz Omni-Directional

7dBi Indoor Antenna

D-Link, an industry leader in networking, introduces
the ANT24-0700 Omni-Directional 7dBi Indoor Antenna
designed to provide extended coverage for an existing
802.11b/g wireless network.

The omni-directional design of the ANT24-0700 offers
dramatically increased wireless signal coverage in all
directions. With 360° of better signal reception, this
high-gain antenna will also improve data throughput
at further distances.

The D-Link ANT24-0700 connects to a variety of wireless
routers and access points on the market today. Whether
the wireless router or access point has a SMA or TNC

connector, the ANT24-0700 comes with a RP-SMA
to RP-TNC conversion adapter to accommodate either
connector type.

For maximum flexibility in placement, the ANT24-0700
comes with a magnetic base unit! with 1.5m extension
cable, and a mounting kit. The magnetic base unit

has a incredible strong hold onto any metal surface.

Avoid the cost and complexity of adding additional
access points or repeaters when you can easily use
the ANT24-0700. Enjoy the benefits of wireless
connectivity at greater distances throughout your home
or small office.

" Warning: The base unit is magnetic. Keep magnetic base at least 6 inches away from electronic devices; computers, TV's, video equipment, and tapes. Exposure to magnetic base may cause device or data on

disks to become corrupted.



2.4GHz Omni-Directional

7dBI Indoor Antenna

SPECIFICATIONS

Frequency Range
* 24GHz -2.5GHz

Gain
e 7dBi

Voltage Standing Wave Ratio (VSWR)
° 1.92:1 Max

Polarization
¢ Linear, Vertical

Half Power Beam Width (HPBW)
* Horizontal - 360 degrees
e Vertical - 24 degrees

Impedance
¢ 50 Q (Ohms) Nominal

Connector
* Reverse SMA
¢ RP-SMA to TNC Adapter

Cable
¢ 1.5m RG-178 50 Q (Ohms)

Operating Temperature
e -4° F to 149° F (-20° C to +65° C)

Storage Temperature
e -22°F to 167° F (-30° C to +75° C)

Warranty
e 1-Year
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ANT24-0700

OVERLOOK
HORIZONTAL COVERAGE VERTICAL COVERAGE

Add the ANT24-0700 to your 802.11b/g wireless router or
access point for additional wireless coverage in all directions.

A Cable/DSL Modem KK
cnmruter 3 with
. Wireless G Adapter
> ANT24-0700 N
—— 2.4GHz Omni-Directional  Computer 2 with
Computer 1 en— Indoor Antenna Wireless B Adapter
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