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ABSTRACT

The development of simulation-based techniques used within the construction
management domain is mainly to facilitate the decision-making process. These
technologically-based approaches enable construction operations managers and planners
to gain a better understanding of the behaviour of the real-world process under different
conditions. The models resulting from simulating a construction operation, therefore,
provide a basis for the support of managers and planners in making the right decisions
at the right time. Simulating an operation in different scenarios gives managers and
planners a clearer picture of the system behaviour in advance, rather than facing those
scenarios for the first time in the real world. The more accurate the simulated models,
the more feasible the achievement of controlling and managing different scenarios.
Implementations of simulation approaches have become popular, and have quickly
grown in number in industries other than construction. The reason attributed for the
slower uptake in construction operations is the need for information technology (IT)
knowledge and programming skills. However, scholars have recently strived to develop
simplified programs for the construction industry to alleviate the need for IT knowledge
and skills. Such programs have not yet been commercialised due to the complex nature
of construction operations. To enhance the level of recognition of these programs, they
should first be implemented in different types of construction operations. The
development of a sound framework for their implementation would attract more
attention among construction industry users (site managers and planners) and support
the achievement of more accurate models.

The current research study has selected one of the most recent simplified construction
simulation programs to explore its capabilities in the modelling of a particular
construction operation. The selected construction operation utilised a new method of
bridge construction, launching operations using a twin-truss gantry machine, in one of
the largest infrastructure projects in New Zealand. The study investigated the subject
matter from the perspectives of productivity improvement, and facilitation of
construction operations management and planning by supporting project managers and
planners with their decision-making process.

The current study design applied a case-based strategy. The design and application of
the analytical pattern assisted with constructing validity and reliability throughout all
phases of data collection, data composition and data analysis in the study. The data
collection phase used multiple sources of evidence, including document analysis and
participant observation, with best-fit distribution analysis, simulation and animation
analysis undertaken in the data analysis phase.

The study found that understanding operation behaviour is a crucial part of simulating
an operation. Initially, the study developed a work breakdown structure (WBS) diagram
ii



for the gantry operation, with this translated into a specific format to fit the simulation
program. Concurrent with modelling the construction process of the first bridge ramp
and comparing the logic of the simulated model with the real-world project, the study
developed a framework for simulating the operation. The simulation of different
scenarios verified the modelling procedure embedded in the framework. Consequently,
a simulated model for the launching operations was normalised by running the model on
the construction of the second bridge ramp in the selected case project. The study
findings indicated how the simulation program could facilitate the management of
complex operations by providing managers and planners with good insights into system
behaviour and by assisting them in the development of high-level schedules.

Therefore, the research demonstrates how and to what extent simulation-based
approaches can achieve benefits in the improvement of construction operations
productivity. The study integrates the analysis of system behaviour through using
advances in technology in construction data warehousing, and emphasises the
advantages of simulation approaches at the scheduling level, in scenario analysis and in
identification of constraints. It is anticipated that the findings of this research could
improve the current productivity rate in the New Zealand construction industry,
especially as they can be used in collaboration with the principles of lean management
and its particular tool: the Last Planner System (LPS).
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CHAPTER 1

INTRODUCTION

1.0 BACKGROUND

Construction projects are complex and generally considered as the most complex
undertaking in any industry (Sterman, 1992). Alvanchi (2011) highlighted that
construction projects involve complex interactions among operational components, such
as resources (including labour, materials and equipment). In the same vein, Fu (2013)
noted that most construction operations consist of equipment-driven processes. In
addition, Alvanchi (2011) proposed that the completion of a construction project
requires a complex combination of dependent tasks that take place using a variety of
workers with different types and levels of expertise and equipped with a range of tools
with various functionalities and capabilities. The construction industry experiences
great difficulty in coping with the increasing complexity of its major projects (Alvanchi,
2011). For example, complex interdependencies in a construction project’s components
make it complicated to analyse. In addition, multiple interacting feedback processes
included in a complex system, such as a large-scale construction project, mean that
mental models and traditional cost and scheduling tools, such as the critical path method
(CPM), do not adequately account for feedback effects (Pefina-Mora & Park, 2001).

Previous studies undertaken by researchers prior to 1970 identified that some
quantitative methods from operations research (OR) were useful in studying
construction operations. Although OR methods attempted to create a better
understanding of construction processes, their application proved cumbersome and
ineffective in representing real-world construction systems. In addition, it is worth
noting that mathematical methods (e.g. mathematical programming, queuing theory,
etc.), as investigated by AbouRizk et al. (2011), were generally too abstract to capture
critical aspects of actual construction operations as performed in the field.
Consequently, these studies draw our attention to the need for a method able to provide

a realistic model for gaining a better understanding of construction projects.

Other researchers who have looked at the scheduling of construction projects, for
example, Srisuwanrat (2009), have identified that a practical schedule in terms of time,
cost and resource utilisation is essential to achieve the ultimate goal of managing

construction projects. Construction project managers aim to complete a project in the
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least amount of time and at the lowest possible cost. Thus, as different
interdependencies and relationships could occur in future project activity, it would be
necessary to undertake planning in advance of this activity. According to Wu et al.
(2009), advance planning is important in construction projects as it can provide
certainties to benefit future states and can help to prevent adverse effects that could

occur without planning.

As Martinez (1996) pointed out, it is essential that the decision-making process takes
into account the complexity of construction projects. In the design of construction
operations, these decisions include determining crew sizes, selecting equipment,
establishing operating logic and selecting construction methods. Associated with each
decision are a series of outcomes such as construction cost and time. The expected
outcomes shape the decisions made. For example, a decision on the equipment fleet to
use in an earth moving operation may be the one associated with the lowest expected
cost (Martinez, 1996).

Tam (2007) and Ailland, Bargstadt and Hollermann (2010) attempted to draw fine
distinctions between construction projects and stationary industries. Ailland et al.
(2010) introduced the concept of construction processes as non-stationary with this
characterised by a significant number of unforeseen events as well as by many time and
cost pressures. In addition, researchers have attributed the differences between
stationary and non-stationary processes to many parameters related to the requirements

for technological dependencies and resource capabilities (Tam, 2007).

Similarly, Srisuwanrat (2009) highlighted the effect of construction project
characteristics on the creation of a feasible project schedule that, in turn, would provide
a balanced achievement of overall project objectives in terms of time, cost and quality.
Contemporary literature shows that achieving project objectives in the construction
project domain is a major concern. In addition, Srisuwanrat (2009) identified that using
conventional planning tools imposes more difficulties. Therefore, due to these
difficulties, Wu et al. (2009) undertook investigations seeking to find computer-based

solutions that could improve project scheduling and speed up the whole process.

Duration is a unique feature of construction projects that Srisuwanrat (2009) has
highlighted. Srisuwanrat (2009) explained that the repetition of activities included in
construction projects is unique due to the differences between design, productivity of
resources, availability of resources and scheduling techniques. In other words, as these

factors contribute to the scheduling of activities and resources, and to defining the
2



repetitive characteristics of activities, the duration of activities and resource use is rarely
identical in each unit. Consequently, the characteristics of repetitive activities create the
need for sophisticated scheduling techniques and tools to schedule projects under

precedence and resource constraints (Srisuwanrat, 2009).

In bridge construction projects (BCPs), according to Chan and Lu (2012), the planning
and analysis function is even more complex as these projects are associated with
uncertainties arising from their construction sequence and other associated constraints,
resourcing issues and structural adequacies. Ailland et al. (2010) indicated that some
factors, such as shifting boundary conditions; project time and cost constraints; difficult
logistics requirements; and the high probability of unexpected incidents happening, are
common to non-stationary construction processes such as bridge works. Bridge works
planners would therefore need to employ scheduling techniques that could provide
better control and more efficiently steer the use of resources. However, individual
projects that vary in type, size, function, materials and other attributes are a
characteristic of the construction industry; therefore, modelling techniques would need
to vary from one project to another. Ailland et al. (2010) also suggested that
construction conditions change within the proposed construction processes and shift as
the processes progress. As a result, planning methods are required that feature adequate
adaptability and support the description of different scenarios, parallel processes,
unforeseen incidents, and stochastic and fuzzy parameters (Ailland et al., 2010). One of
the successful solutions applied in this context is the use of a simulation-based
modelling tool. This type of tool has had intensive utilisation in support of decision-
making processes (Ailland et al., 2010).

Based on the characteristics of construction processes, good opportunities could exist
for the deployment of simulation techniques with the purpose of productivity
improvement from the planning phase through to the erection phase. In response to the
unique features of construction operations, the developed simulation model would need

to be unique yet adaptable to varying circumstances (Ailland et al., 2010).

1.1 RATIONALE AND SIGNIFICANCE OF THE STUDY

The subject matter of this research aligns with two main priority areas identified by
Building a Better New Zealand (BBNZ, 2011): (1) automation, industrialisation and
new technology; and (2) productivity.



According to the Building and Construction Sector Productivity Taskforce report
(BCSPT, 2009), productivity growth has been a particular issue in the New Zealand
construction sector, necessitating new initiatives to achieve the goal of a 20% increase
in productivity by 2020. Department of Building and Housing (DBH) statistics also
present a disappointing picture of construction sector productivity. Therefore, the power
of new technologies (such as, in this case, simulation-based approaches) needs to be
investigated to see if these technologies can be applied to the construction sector to help

improve its problem of low productivity.

The BBNZ (2011, pp. 21-23) strategy has proposed the following list of research

topics/questions:

1. What is stopping the New Zealand construction industry from using a more

efficient construction process? (p. 23)

2. Which forms of technology are delivering the envisaged benefits, in terms of

cost savings, labour efficiency and quality improvements? (p. 19)

3. What emerging technologies may have application in the building and

construction sector? (p. 19)

4, What are the drivers of innovation within the building and construction industry

at sector, company and project level? (p. 23)

5. How can these technologies be developed for application in the building and

construction sector? (p. 19)

6. What is the most effective way to spread innovation and productivity

improvements throughout the building and construction industry? (p. 23)

7. What is the potential role for new and existing technologies to increase

productivity? (p. 23)
8. What can we learn from overseas about these technologies? (p. 23)

9. What is the potential role for information technology in the New Zealand

construction industry and how should it be introduced? (p. 23)

Therefore, in response to these research priorities, the current research explores
simulation (a new technologically-based method) to improve the productivity of
construction operations. The current study is essentially case study-based, and its
intermediate and final outputs demonstrate how simulation could contribute to

productivity improvement in the New Zealand construction industry. The potential
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capabilities of simulation-based tools particularly in construction processes/operations
are the main focus of this study. The reason for selecting this focus was to seek
opportunity points for improving construction work processes. The construction
processes envisaged by the study are the typical operations that involve cyclic,
repetitive sequences and uncertain characteristics. Any situation where a
planner/manager needs to implement a modelling method would suit simulation
exercises in which the planning and analysis of such processes could be simultaneously

undertaken.

Bridge construction works are associated with uncertainties, with these possibly
exacerbated by the unavailability of resources, equipment breakdown and/or the
working environment (Marzouk, El-Dein, & El-Said, 2007). Inevitably, factors such as
the construction sequence, resources availability and structural adequacy dictate the
progress on a bridge construction project (Chan & Lu, 2012). Thus, common
characteristics on bridge construction sites are the enormous time and cost pressures as

well as difficult logistics requirements (Ailland et al., 2010).

Currently, only a small number of researchers have applied simulation technology to
construction processes (Abbasian-Hosseini, Nikakhtar, & Ghoddousi, 2014; Wu et al.,
2010), while no researchers to date have done so in the New Zealand context. Computer
simulation has proven to be one of the powerful techniques for modelling uncertainties;
however, its application in the construction domain is still limited (Marzouk et al.,
2007). The reason generally attributed to its limited application is the difficulty of
learning simulation languages and applying them to industry (Ailland et al., 2010).

For these reasons and taking into consideration the specific bridge construction method
used in the case study project (the self-launching twin-truss gantry), this research
intends to develop an approach that uses computer simulation, thereby transforming
simulation into an accepted tool to benefit the construction industry in New Zealand by

improving its productivity/performance.

1.2 RESEARCH FOCUS

The principal focus of this research is to establish the potential capabilities of
simulation-based approaches in a particular construction process/operation. In
undertaking the research, the view is to seek opportunity points for improving
construction work processes. The construction processes envisaged by the current study

are typical operations that involve a cyclic, repetitive sequence and uncertain

5



characteristics, with a simulation model developed which supports the project

planner/manager in their decision-making processes as well as their planning.

To develop the research focus in a clearer way, the following sections present the

research aim, objectives and research questions.

1.2.1 RESEARCH AIM

This research aims to explore the power/capabilities of simulation techniques in
construction projects. The study selected a recent construction simulation tool called
STROBOSCOPE (STate- and ResOurce-Based Simulation of COnstruction ProcEsses)
to investigate how its integration into traditional planning approaches which use tools
such as MS Project, Primavera, etc. can benefit construction management. The major
focus of the research is on construction infrastructure. The highly repetitive and
complex features of these operations make them ideal for the simulation experiment.
Therefore, the objectives presented in the next section were formulated to support this

research with achieving its aim.

1.2.2 RESEARCH OBJECTIVES
To achieve the aim of the current research, the research objectives are as follows:

1. Review the different planning techniques to establish the potential of simulation

as a suitable new planning tool for complex construction processes.

2. Identify and analyse a suitable case study project to demonstrate the potential
capabilities of simulation modelling for construction processes. After securing a case
study project, the next stages of the research involved preliminary scoping of the
project, mapping process flows, and creating a specific work breakdown structure
(WBS) and system specifications to align these project characteristics with the
simulation technique/tool that was determined in (1) above.

3. Develop a simulation model for the case study project using an appropriate
modelling approach. This research objective included identifying the data needed for
model development and applying analytical approaches to translate the collected data

into the simulation program.

4, Explore the extent to which the simulation of the studied operation could benefit
the management of construction operations either through the current operation or in
subsequent similar construction operations. In developing this research objective, it was

envisaged that the developed model would be run to test and validate how it facilitates
6



the management and planning of the operation thus bringing a clear insight to the
behaviour of the new system (the operations using the new method of construction) and
addressing the consequences of the different constraints.

1.2.3 RESEARCH QUESTIONS

To achieve the aim and objectives of the research, the research questions developed by

the study are as follows:

1- How can construction projects apply simulation modelling tools to facilitate planning

and management of construction processes?

2- How can simulation methods help planners/managers to identify the consequences of
different scenarios and the constraints on the project’s plan before going through the
real-world project?

3- How does simulation help the planner/manager to achieve a more realistic schedule
when they deal with a new system? (The higher the level of the schedule to be
developed, the more feasible would be the control over the constraints and their

consequences.)

4- What is the link between a project’s work breakdown structure (WBS) and the

simulation modelling process?

1.3 RESEARCH SCOPE

To demonstrate the capabilities of simulation in scheduling linear repetitive
construction projects, the case study selected was a bridge construction project. Based
in Auckland, New Zealand, the project’s duration coincided with the doctoral research
program period (2013-2016).

The case study project involved the construction of four ramps to link a tunnel to a main
highway in New Zealand. Two ramps would enter the tunnel and two others would exit
the tunnel. The operations involved the delivery and installation of precast T-beams
using a relatively new construction technique. This particular method used a 70-ton
gantry crane in what is called ‘a self-launching twin-truss gantry operation’. Chapter 6

presents further details on the case study project.

The principal challenge was to understand and process the data to derive useful
information in order to improve the knowledge about the launching girder operation and

its management techniques. Data were able to be collected while the process was
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ongoing. Therefore, the case study provided the current research with a continuous and
indiscriminate stream of production data. In this way, the research was able to develop
different activity cycle diagrams (ACDs) and simulation models corresponding to

different real-world scenarios: this, in turn, assisted in achieving the research objectives.

1.4 RESEARCH APPROACH

The research method and strategies were progressively developed and were in line with
the research questions and objectives. Considering the nature of the research problem
and the different research methods, the case study strategy suited this current study the
best.

According to Yin (2013), case study design should ensure that there is a clear view of
what the case study is to achieve. A single embedded case design was employed in
conducting this study. In line with Yin’s principles, different sources of evidence were
used for the data collection. The methodologies utilised in the data analysis phase
included best fit distribution (probability distribution functions [PDFs]) and simulation.
Moreover, the research methodologies and strategies of this study took into account the
need for reliability and validity by applying the recommendations of Stuart et al. (2002)
and Yin (2003). CHAPTER 5 describes the research approach in greater detail.

1.5 ORGANISATION OF THESIS
The structure of the thesis comprises nine chapters as outlined below:

Chapter 1 provides an overview of the research including the research background,
rationale and significance. The chapter justifies the need for the study with brief
explanations from the previous literature on the subject area. The research focus (its
aim, objectives and questions) and the research approach are also presented in this
chapter.

Chapter 2 presents the overview of construction operations, their features, and the
management and planning of these operations. The chapter describes the difficulties
encountered by construction operations managers/planners. Chapter 2 also highlights
the need to understand the system behaviour so operations can be successfully managed.
Consequently, the chapter concludes by addressing the potential to improve
management approaches by enhancing the insight into the project process with the

deployment of a new method of construction.



Chapter 3 provides a review of planning and scheduling approaches in two main
categories: traditional techniques and technologically-based techniques. The chapter
identifies the power and capability of simulation-based approaches to overcome the
drawbacks of traditional planning methods. Focusing on the most recently developed
simulation language and program, STROBOSCOPE/EZStrobe, this chapter then
establishes the knowledge gap that exists in relation to exploring the capabilities of this
simulation program on the modelling of a new construction method for New Zealand

construction infrastructure.

Chapter 4 comprises the review of the academic literature on simulating a construction
operation, and subsequently evaluates the existing simulation procedure frameworks.
The chapter’s emphasis is on the development of the conceptual model, and on the need
to build a simulation framework for the implementation of a specific simulation

program/language depending on the required features.

Chapter 5 discusses the research strategies and methodologies adopted to conduct the
current research. This chapter justifies the selection of the approaches in different
phases of the study: preliminary phase, data collection and data analysis. Particular
attention is given to the achievement of reliability and validity in the case study design,

and to the issues and limitations of the study.

Chapter 6 presents the data collection procedure and that part of the data analysis
carried out in the study’s preliminary phase. The chapter begins by describing the case
study project and the sources of evidence available in the study’s early phase. This
chapter introduces the EZStrobe program. The chapter first describes the modelling
procedure that began in the preliminary phase by utilising data collected on the
construction of Ramp 1/Span 7, and then presents the related simulation experiments.
This chapter concludes the simulation experiment by developing a final revision of the
simulation model capable of presenting the real-world system behaviour in an

appropriate way.

Chapter 7 presents the data collection and analysis of the construction of the rest of
Ramp 1 and Ramp 4 in the studied case project. The chapter describes the building of
the framework for the implementation of EZStrobe and presents the details of the
framework. This chapter also presents the process of exploring the capabilities of
EZStrobe by modelling different scenarios, and using different modelling functions

included in the EZStrobe program. The analysis process conducted on the two different



data sets enables the study to normalise the simulated model, and helps with gaining a

better understanding of the system behaviour, with this described in this chapter.

Chapter 8 presents a summary of the research results. In this chapter, all significant
findings are drawn together to enable the research to establish the foundation for
synthesising and delivering the research objectives, with this included in the last chapter
of the thesis. Chapter 8 provides a full description of the following: the framework for
the implementation of EZStrobe in modelling a construction operation, the advantages

of simulation at the level of scheduling, and understanding the system behaviour.

Chapter 9 concludes the thesis by integrating the key research findings in relation to
the research objectives. The chapter presents the research contributions to knowledge
and practice, and provides a list of recommendations for the improvement of the
productivity of New Zealand construction operations. Finally, the chapter suggests

opportunities for future research arising from the current study.
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CHAPTER 2

CONSTRUCTION OPERATIONS MANAGEMENT

2.0 INTRODUCTION

This chapter begins by reviewing different scholars’ definitions of construction
operations. This review identifies and then presents some of the most important
characteristics of construction operations that are responsible for making the planning
and management of such operations more cumbersome. This review illustrates the need
to facilitate the management of construction operations through discussing the features

of construction operations as outlined in Section 2.2.

Moreover, to present the link between construction operations characteristics and their
management/planning, the discussion next introduces management and planning
activities in the context of construction. The review indicates that the success of
management and planning is significantly dependent on an understanding of system
behaviour and the construction methods applied in construction operations. The review
and evaluation of the points of view expressed by researchers in previous studies
continue with the discussion of decision-making activities in Section 2.4. As presented
in this discussion, the influence of the characteristics of construction operations on
decision-making processes highlights the need for the deployment of technologically-
based approaches, such as simulation, for the successful management of construction
operations. This is necessary to establish the gaps that exist with regard to new planning

and management techniques and approaches, and their implementation.

2.1 CONSTRUCTION OPERATIONS

A construction project or construction operation, from the point of view of operations,
can be defined in terms of processes where the term “process” means a collection of
activities (Halpin & Riggs, 1992). Some other definitions proposed in previous studies
highlight the interaction between components of a construction operation. For example,
Cheng and Feng (2003) define construction operations as a collection of construction
processes in which the flow of the processes and their resource utilisation at every step

can determine the construction project’s performance.

In addition, Halpin and Woodhead (1976) define construction operations as work

processes that comprise physical components. According to Alvanchi (2011), the
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interactions between the operational components and organisational components of
construction projects are complex. The complexity of construction processes ranges
from simple to complicated levels. As Paulson Jr, Chan and Koo (1987) propose,
complexity is the principal feature that characterises construction projects. These
authors also point out another characteristic of construction projects known as the
“dynamic feature” or, in other words, the feature of being dynamic. These distinctive
characteristics distinguish the construction industry from other industries (Mohamed,
2002).

As explained in Chapter 1, the aim of this research is to explore the improvement
opportunities from simulation modelling methods to facilitate the planning and
management functions of construction activities. Owing to the strong link between the
behaviour/nature of an operation and its management and planning, this section of the
literature review needs to address complexity, dynamism, uniqueness, repetitiveness,
continuity and uncertainty as specific features of construction operations. The following

sections review and report on these features in more detail.

2.2 FEATURES OF CONSTRUCTION OPERATIONS

Martinez (1996) introduces dynamic processes as time-dependent processes which, at
any given point in time, could be characterised by the states that are held within the
processes. In this regard, Sterman (1992) highlights that construction operations are
inherently dynamic and include multiple feedback processes. These feedback processes
produce self-correcting or self-reinforcing side effects that, depending on time and
resource constraints, may lead to construction operations becoming more dynamic and
more complex. Pefia-Mora and Park (1999) support this view by emphasising the
dynamic nature of fast-tracking construction due to the existence of such dynamic

feedback processes.

Sterman (2000) adds further explanation to this context. He attributes the dynamic
behaviour of the system to the changes resulting from interactions among the system
components (Sterman, 2000). Furthermore, J. Kim (2007) argues that construction
projects have a high level of uncertainty and dynamic relationships between their
operations and various resources such as labour, equipment and materials. J. Kim (2007)
points out that uncertainty and randomness strongly affect a project’s duration and,
consequently, very few construction projects can be completed within the estimated

schedule.
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A construction project encompasses several operations that need to be successfully
completed for the project to achieve its objectives (Puri, 2012). Therefore, collaboration
between many resources, whether machine or human, should occur to accomplish these
operations (Puri, 2012). Fu (2013), in his investigation into the difficulties that surround
construction project planning, emphasised project characteristics as the principal causes
of these difficulties. According to Kannan (1999), each construction project is unique
which means that no two construction projects are alike. Moreover, other reasons
discussed as making construction project planning more cumbersome (Fu, 2013)

include the complexity, dynamic nature and uncertainty of construction.

Halpin and Riggs (1992) argue that, even though each construction project is unique,
their associated processes can be repetitive. The repetitive features of construction
projects differentiate these projects from the repetitive nature of manufacturing as every
construction project is unique and requires an enormous amount of human
communication and judgement when the project is under way (Alvanchi, 2011).
According to Hajjar (1999), a construction product or project is unique due to:

1- the materials, or combinations of materials, used,

2

the equipment and supplies required,
3- the engineering design and requirements, and
4- the construction method involved.

The most common example of repetitive processes is in infrastructure, highway and
bridge construction operations each of which involves a complex and uncertain process
including many repetitive activities (Marzouk, El-Dein, & EI-Said, 2006. The different
sections comprising these projects require resources to perform the same activities
repetitively between each section. For example, floors make up high-rise buildings and
rings make up tunnel projects. However, in these projects, the required resources should
be available to fulfil similar tasks from floor to floor or from tunnel ring to tunnel ring
(Marzouk et al., 2006; Srisuwanrat, 2009). Srisuwanrat (2009) called these sections
“repetitive units” in which each process is repeated in every unit throughout the project.
According to Srisuwanrat (2009), if any process is repeated in every unit, regardless of
whether it is typical or non-typical, the process is considered repetitive. In contrast to
repetitive processes, non-repetitive activities are those in which associated sub-tasks do
not exist in every unit. For example, in high-rise building operations, as excavation only

needs to be completed before starting the first unit, it is considered to be a non-
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repetitive process (Srisuwanrat, 2009). Consequently, Srisuwanrat (2009) defines
projects as repetitive if they comprise a series of repetitive processes and require
resources utilisation and the flow of resources between units. Units are classified, based
on their design, as being either identical or similar (Srisuwanrat, 2009). The activities in
each unit are usually small in number and are similar (Bakry, Moselhi, & Zayed, 2013).
As Srisuwanrat (2009) explains, these activities can be typical or non-typical. The
typical activity is a series of sub-activities with the same amount of work in each unit
and a similar duration per repetitive unit. In contrast, a non-typical activity includes a
series of sub-activities comprising different work amounts and with different durations

in different units.

The advantage of unique repetitive features is the saving in time and cost due to the
ability to maintain continuity in the use of different resources (Bakry et al., 2013).
According to Hassanein (2003), even though maintaining resource continuity plays the
role of a constraint on the planning and managing of a repetitive project, it can benefit
projects in several aspects. For example, a constant workforce can be maintained by
reducing the hiring and firing of labour, retaining skilled labour, maximising the use of

the learning curve effect and minimising equipment idle time.

Vorster, Beliveau and Bafna (1992) classify repetitive projects into two categories:
linear and non-linear. The most common examples of linear projects are the
construction of highways and pipelines. In contrast, construction projects such as high-

rise and multiple housing are non-linear (Hassanein & Moselhi, 2004).

Another classification of repetitive projects, according to Hsie et al. (2009), is as
continuous or discrete repetitive projects. In continuous repetitive projects, the work
accomplishment is not determined based on discrete work units because crews flow
through the site one after the other as the project progresses. Therefore, certain amounts
of distance and time intervals maintained between operations measure the work
accomplishment. Conversely, discrete repetitive projects include separable work units,
for example, floors in multi-storey buildings or houses in housing construction
operations (Hsie et al., 2009). As Hsie et al. (2009) propose, resource utilisation plays
an important role in the successful management of continuous repetitive projects. The
worst scenario for resource utilisation is managing the flow of resources when they are
only available in limited quantities (Hsie et al., 2009). Moreover, construction
characteristics, as discussed above, can affect project scheduling and management from

different perspectives.
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The review of the literature in this context illustrates the extent to which the
characteristics of construction operations affect managerial and planning techniques.
For example, the need for efficient design is due to the resource-driven feature of
construction operations (Kim, K. J., 1997), and the need for effective planning of
construction projects is owing to their dynamic behaviour (Sawhney & AbouRizk,
1996). This behaviour is in response to dynamic conditions, such as unforeseen weather
conditions, changes in soil conditions and the skill level of labour. Projects are subject
to all of these factors, while the dynamic utilisation of resources is associated with
project-level resources such as the use of a tower crane on a high-rise construction
project (Sawhney & AbouRizk, 1996).

In addition, Fu (2013) emphasised unique characteristics, namely, complexity,
uncertainty and dynamic nature in a study about the logistics of earth moving. Fu (2013)
found that even though both strategic and tactical productivity estimations are
fundamental for planning and operating, they are not easy to approach due to these
characteristics. Fu (2013) also pointed out that using mathematical methods may
technically seem reasonable and/or appropriate but they then become too difficult or

abstract for construction practitioners.

In the same vein, Puri (2012) attempted to draw attention to the planning difficulties
arising from the continuous and stochastic nature of construction activities. The author
argued that planning is paramount in managing such operations. The reason is that any
delay in critical activities would directly cause delay in the completion duration of the
project, thus having an impact on the project’s overall cost. Although the modelling of
these continuous activities has been trialled through discretisation and/or combined
discrete—continuous simulation, some problems continue in relation to the accuracy of

the model in representing real-world scenarios (Puri, 2012).

Far fewer papers have been found in the literature (e.g. Hsie et al., 2009; Vorster et al.,
1992; Lucko, 2008) arguing the viewpoint that the continuous repetitive nature of
construction activities is leading to criticisms of traditional scheduling techniques such
as the critical path method (CPM) and Gantt charts. As no uniform repetition of a
module network occurs in continuous repetitive projects, those techniques could not

accurately model the production of continuous repetitive projects.

The above discussions all provide strong evidence of the need to apply more
technologically-based approaches, such as simulation, to achieve successful planning

and management. Therefore, in the subsequent sections of this chapter, construction
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project planning and management, and decision making are introduced, with these

followed by a review of management techniques and tools in the following chapter.

2.3 MANAGEMENT AND PLANNING OF CONSTRUCTION
OPERATIONS

Construction management is a discipline that strives to facilitate project productivity
from conception to delivery. Hajjar (1999) produces a useful list of diverse elements

that are embedded in construction management. These incude:
1- feasibility studies and economic analysis,

2- budget and cash-flow planning,

3- construction contract preparation,

4- cost and schedule estimation,

5- methods planning and analysis,

6- production analysis,

7- cost and schedule monitoring and control,

8- revenue and payment management, and

9

equipment and materials management.

According to K. J. Kim (1997), the primary goals for managing construction activities
include the mitigation of adverse factors and, consequently, making the work
environment more predictable and manageable in terms of time, cost and quality, with
completion of the project achieved with the least duration and at the lowest possible
cost. Therefore, the management discipline looks toward establishing a schedule that is

both “attainable” and “practical” (Srisuwanrat, 2009).

To achieve this, a deep insight into construction methods is essential (Hajjar, 1999). A
clear and precise understanding of construction methods is the most important factor in
construction project planning (Hajjar, 1999), with this understanding translated into the
predicted duration and resource requirements during the estimating stage (Hajjar, 1999).
Hajjar (1999) recommends the use of the terms “plan” or “project plan” to refer to all
aspects of project planning including estimates, prediction and scheduling. In the field
of construction, planning is suggested as the crucial phase in the project development
cycle and is viewed as being challenging, poorly structured and knowledge-intensive
(Lu, 2003).
16



As pointed out by Sawhney and AbouRizk (1996), effective planning needs the
modelling of two specific characteristics of construction projects: dynamic conditions
and the dynamic utilisation of resources.

The dynamic nature of construction projects leads to the management discipline needing
to be dynamic and able to be responsive to any new changes that occur in the ongoing
project. Therefore, when the project’s targets are in danger, an accurate decision and
management approach is essential to avoid derailing the project from its targets
(Alzraiee, Zayed, & Moselhi, 2015). However, project management usually finds it
challenging to balance the trade-off between the targets before and during a project (Fu,
2013).

This challenging environment calls for “the right decisions” which should be made by
project management teams at strategic and tactical levels before and throughout a

construction project (Fu, 2013).

2.4 DECISION-MAKING ACTIVITIES FOR CONSTRUCTION
MANAGERS

Uncertainty, as one of the inherent features of construction operations, can easily lead to
wrong decisions (Sobanjo, 1999). This is the reason why most research approaches that
deal with process modelling in construction management strive for the support of

decision-making processes (Sobanjo, 1999).

The results of previous studies, for example, the research carried out by Mawdesley,
Askew and Al-Jibouri, (2004) provide evidence that decision making is subjective and
strongly reliant on the planner’s intuition, knowledge and experience. Furthermore, Fu
(2013) explains that most construction planning decisions are made on the basis of
managers’ experience, judgement and rules of thumb rather than based on theory and

analysis.

As discussed earlier (Section 2.2), some inherent features of construction projects make
them different from other industries such as manufacturing. In addition, the discussion
indicated that due to the specific characteristics of construction operations, such as
being dynamic in nature, uncertainty, repetitiveness and uniqueness, decision making
and, consequently, the planning/management associated with construction projects
become more sophisticated than is the case in manufacturing and other industries.
Halpin and Riggs (1992) attribute the poorly structured, knowledge-intensive and
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challenging nature of construction planning to the complicated, interactive and dynamic

nature of construction projects.

In the same light, Fu (2013) concludes that construction projects are traditionally
experience based, with heuristic rules the predominant techniques used in planning and

management.

Fulenwider (2002) explains that construction project management involves the
combination of fixed and dynamic resources, and inherent time delays for procurement,
which are typically variable and difficult to predict. Therefore, the management of such

processes is particularly complex.

Furthermore, Fulenwider (2002) adds that when a project starts, many changes have an
impact on the initial (original) plan. Thus, a prepared schedule should serve as an
effective tool, and have sufficient flexibility with which to address potential execution
challenges. As a project proceeds, the schedule needs to be accurately updated in
accordance with delays, and unexpected process and technical conditions. Moreover,
the original plan needs logic network modifications to represent the state of ongoing
work while also planning how to accomplish the rest of the work. In other words, it is
essential when updating the original plan that these updates take into account the
available and known information at the time of any changes (Fulenwider, 2002). When
the schedule “fragnet” is inserted into the original plan and the changed events are
included in the revised schedule, managers then need to decide on the consequent
actions in response to these changes. As Fulenwider (2002) states, making a decision at
the right time following the changed events is crucial as any delay in decision making
may lead to increasing the impact of the initial event(s).

According to Fu (2013), decision making should be undertaken quickly and efficiently:
in the construction industry, most of the required decisions need to be made on the job

site.

Lack of time, on one hand (Fu, 2013), and dealing with a variety of organisational and
operationally effective parameters which possess complex interactions, on the other

hand, cause decision-making procedures to become complicated (Alvanchi, 2011).

Furthermore, different effective feedback loops formed by mutual interactions between
organisationally effective factors and construction operations do not allow construction
managers, when using traditional project management tools, to track or evaluate the

ultimate effects of their decisions on the project’s productivity and on the final cost. For
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these reasons, managers have become more and more dependent on their past

experience and intuition during their daily decision-making activities (Alvanchi, 2011).

Over the past 20 years, both academics and industrial collaborations have studied the
implementation of simulation to support managers with decision-making activities
(Martinez, 1996). In the next chapter, the current study first reviewed the traditional
management approaches and techniques to show how simulation-based techniques
could be advantageous to construction managers. Discussions on the implementation of
simulation approaches and tools in the construction domain then follow the review

analysis.

2.5 SUMMARY

This chapter has presented the difficulties encountered by construction operations
managers and planners due to the special features of these operations. The chapter has
highlighted how an understanding of the system and construction methods could affect
the approaches used in planning and managing operations in the construction domain. It
became obvious from the reviewed literature that relying on personal experience cannot
guarantee the successful completion of operations. Especially in this era of advanced
technology in which new methods of construction are rapidly increasing, the lack of
experience and knowledge presents a considerable challenge for the management of
construction operations. Understanding system behaviour, predicting the constraints and
their consequences, and identifying the potential execution challenges are fundamental
to decision making and management. The chapter has argued that management,
planning and decision making in the construction industry are cumbersome activities
due to the features of the industry. Thus, it became apparent that, in construction, the
potential exists for exploring the power of information technology (IT)-based
approaches/techniques in facilitating these activities. Understanding the capabilities and
applicability of these advanced methods could support construction planners and
managers from different perspectives and, accordingly, could overcome the discussed
difficulties in construction. The next chapter focuses on traditional and simulation-based
planning techniques to build up a foundation from which to conduct the exploratory

journey in accordance with the current research study’s aim.
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CHAPTER 3
CONSTRUCTION PLANNING TECHNIQUES AND APPROACHES

3.0 INTRODUCTION

This chapter presents an overview of previous research work that has evaluated
planning techniques, thus providing the necessary background for the current research
study. The chapter begins by introducing operations planning as a crucial step in the
successful completion of a construction operation. Having presented some of the
features of construction operations in the previous chapter and having noted the need for
advanced planning approaches, the current chapter then continues discussions by
reviewing planning techniques in two main categories: traditional and simulation-based.
In Section 3.1.1, the chapter focuses mainly on the drawbacks of traditional techniques,
as highlighted in previous studies. This review illustrates the need for technologically-
based approaches with the most recent construction simulation approaches then
introduced and reviewed in Section 3.1.2. Critical evaluation of the extant approaches
led the current research to a greater focus on one simulation engine and extended
program called STROBOSCOPE, with EZStrobe employed to support its objectives. In
order to justify the selection of STROBOSCOPE and EZStrobe, discussions about
strategies and the types of simulation tools are also included in this chapter. This review
of simulation strategies and different types of simulations addresses the power of
simulations in the management and planning of construction operations. Accordingly,
the discussions support the current research by addressing the capabilities of simulation-

based approaches in the construction domain.

3.1 CONSTRUCTION PLANNING TECHNIQUES

Construction scheduling is a tedious and time-consuming process usually carried out
manually using the knowledge and experience of schedulers. For this reason, recent
studies have invested a great deal of effort in seeking to resolve the problems of

construction operations scheduling (Wu et al., 2009).

The planning of operations is of utmost importance as any delays in critical activities
would delay the completion of projects and have a direct impact on their overall cost.
Within projects, operations may complement or compete for scarce resources; thus,

proper planning of these operations within the system is important to ensure timely and
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economical completion of the project (Puri, 2012). According to Tang et al. (2002) and
Halpin and Riggs (1992), the complex, interactive and dynamic characteristics which
are inherent in construction projects make planning the most crucial, knowledge-

intensive, poorly structured and challenging phase in the project development cycle.

The following sections review and discuss construction planning techniques and
approaches under two main categories: traditional (conventional) planning techniques
and simulation-based approaches.

3.1.1 TRADITIONAL PLANNING TECHNIQUES

According to Hajjar (1999), the traditional project planning techniques used in the
construction industry are not specific to this industry. These techniques, including bar
charts, Gantt charts, the critical path method (CPM) and the Project Evaluation and
Review Technique (PERT), are general project management techniques and have not
been developed specifically for the management of complex and unique construction
operations. However, these techniques have attracted much attention from the
construction industry (Hajjar, 1999). Although techniques such as Gantt charts, PERT
and CPM have traditionally been used by construction managers and planners, either
manually or by using software packages such as Primavera and Microsoft (MS) Project
(Hajjar, 1999; Wu et al., 2010), schedule overruns have been introduced as a major
problem in their application (Halpin & Riggs, 1992). Furthermore, Halpin and Riggs
(1992) discussed the problems with PERT estimation, pointing out that PERT
underestimates project duration as it suffers from “merge event bias” which is caused by
two main reasons:

1- Calculation of the early-expected finish time of a node is a summation of activity
duration on the longest path leading to the node. Consequently, PERT does not take
into account the potential longer path in its calculations.

2- Estimation in PERT is based on the assumption of statistical independency but this
may not always be appropriate. For example, weather can create a positive
correlation between activities while delay in one activity may create a negative
correlation between activities.

Among these traditional management techniques, CPM and Gantt charts are the most

popular with their concepts used in the development of commercial management

software. However, as indicated in the literature review, not only were the developed
software packages unable to assess schedule correctness, they could not optimise the

schedule in accordance with total costs or total duration of the work (Wu et al., 2010).
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With regard to the repetitive and resource-driven behaviour of construction projects,
especially bridge construction operations, the construction industry and academia have
found that CPM and other time-based methods cannot provide the appropriate
techniques that are required (Srisuwanrat, 2009). In addition, as illustrated in the
literature review presented in the previous chapter (Chapter 2, Section 2.2), construction
operations are carried out under different conditions, for example, unfavourable weather
conditions, equipment breakdown, unexpected site conditions, absenteeism of human
resources, etc. However, traditional planning techniques do not account for these types
of conditions (Chan & Lu, 2012; Hohmann, 1997; Ailland et al., 2010; Podolny &
Muller, 1994).

As Russell and Dubey (1995) mentioned, most traditional planning techniques work
well when the required resources for the completion of activities are available at the
right time. Furthermore, it has been proven that many construction problems are too
complex to be formulated using mathematical equations (April, Better, Glover, & Kelly
2004). The reason is that practical problems often include non-linearity, and
complicated and dynamic interactions between resources and processes (Paulson Jr et
al.,, 1987), as well as uncertainties with objectives and these constraints being
cumbersome to list in mathematical equations in an effective way (Marzouk, Said, &
El-Said, 2009).

As shown in the literature review, using the traditional planning/scheduling tools and
techniques imposes more difficulties. However, recent studies, through the support of
computer-based approaches, have strived to find solutions for improving project
scheduling and speeding up the process (Srisuwanrat, 2009; Wu et al., 2009). Although
both academia and the construction industry, within the last two decades, have put their
efforts into developing a better technique and/or tool, most of the early approaches have
been successful in resolving the problems only up to a certain degree of complexity
(Srisuwanrat, 2009).

The main objectives of the development of these computer-based approaches have been
to improve project scheduling and speed up the decision-making process, while
capturing the complicated interactions between construction project components,
feedback loops and the repetitive behaviour of construction operations. The next section

therefore presents simulation approaches followed by a detailed discussion.
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3.1.2 CONSTRUCTION SIMULATION TECHNIQUES

As discussed previously, traditional planning approaches have been almost limited to
resolving deterministic problems rather than capturing the stochastic and repetitive
nature of construction operations (Srisuwanrat, 2009). To overcome such issues,
simulation has evolved as a useful model-building tool in the construction domain. The
suggestion has been made that simulation could provide construction planners and
managers with tools that enable them to quickly model construction operations without
requiring them to possess extensive knowledge of simulation techniques (Mohamed &
AbouRizk, 2005). According to Cheng and Feng (2003), the use of simulation allows
planners to predict the performance of construction operations in terms of process flows
and resource selection. Productivity measurement, risk and site planning are other areas
in which simulation has been employed (Sawhney, AbouRizk, & Halpin, 1998).
Moreover, it is claimed that computer simulation is a powerful tool for analysing both
new and existing systems when the aim is to achieve improvement. According to

Shannon (1992), the main purposes for the use of simulation are:

1

Evaluation of a proposed system,

2

Comparison between alternative proposals,
3- Prediction of system performance under different conditions,

4- Sensitivity analysis to determine the most significant factors affecting the
performance of a system,

5- Optimisation to determine the best overall response of a system,

6- Determination of the functional relationships between a system’s significant factors,

and

7

Identification of the factors that cause system delays using bottleneck analysis.

The selection of the simulation modelling approaches varies depending on the nature of
the projects that are to be modelled: in construction operations, these approaches are
applicable to a wide spectrum of operations (Mohamed & AbouRizk, 2005). Examples
are as listed in Table 3.1.

23



Table 3.1 Examples of developed simulations for construction operations

Operations

Researcher

Simulation Tool/
Language

Earth moving operations;
tunnel operations

(Halpin, 1977; loannou,
1999; Martinez, 1998a;
Touran & Asai, 1987)

CYCLONE (CYCLic
Operations Network)

Concrete batch plants

(Lluch & Halpin, 1982)

MicroCYCLONE

Installation of precast
concrete components

(Liu, 1995; Liu & loannou,
1992)

COOPS (Construction
Object-Oriented Process
Simulation System)

Earth moving operations (Shi & AbouRizk, 1998; RBM-earth
Hajjar, 1999) Simphony
Aggregate production (Hajjar & AbouRizk, 1998) | CRUISER

plants

Construction site
dewatering environment

(Hajjar & AbouRizk, 1998)

CSD (construction site
dewatering)

Optimisation of (Marzouk, 2002) SimEarth
construction dewatering

operations

Location of temporary (Tommelein, 1999)

construction facilities

Studying the impacts of (Cor & Martinez, 1999; STROBOSCOPE

changes

Martinez, 1996)

The success of simulations in construction operations has been reported by many
previous studies (Abduh, Pratama, & Iskandar, 2010; Abduh, Shanti, & Pratama, 2010;
AbouRizk et al., 2011; Marzouk, 2002, 2010). These studies have highlighted the

effectiveness of simulation by addressing the following advantages:

1- The opportunity is always there to keep the simulation up to date during the actual
operation to provide continuous feedback: this means that if the actual operation

diverges from the initial simulation, potential solutions can be examined as work

progresses (AbouRizk et al., 2011).

2- Simulation provides managers with an environment where they can incorporate their
past knowledge or experience into random processes, such as the weather or
absenteeism, drawing upon their experience and that of their companies and

adapting to local conditions (AbouRizk et al., 2011).

24




3-

Simulation is an effective tool for designing optimal resources associated with a
construction operation and for analysing an ongoing operation in which the
operation can be evaluated and refined in case of any changes in events (Abduh,
Pratama, et al., 2010).

Simulation enables the user (whether the modeller or the manager) to change the
logic of construction processes, by adding, deleting or updating any event.
Therefore, the user can achieve suitable solutions in response to construction
problems without implementing these changes in reality (EI Ghandour, 2007). In the
same way, Abduh, Pratama et al. (2010) propose that simulation methods allow
managers to experiment with multiple scenarios in a low-cost, low-pressure
environment, and allow them to identify problem areas and define possible

solutions.

Simulation models can offer significant opportunities to model probabilistic
phenomena that are often encountered in construction (AbouRizk, 2010; Halpin,
1977).

Some of the processes can be probabilistically modelled using simulation, such as

the weather, materials delivery, work orders, etc. (AbouRizk, 2010).

Modern simulation languages offer significant advantages over CPM and prior
simulation tools. Most languages are extensible, allowing the modeller to build
sophisticated decision structures in the model to accurately represent the actual
operation (AbouRizk, 2010).

In many cases, simulation is used simply for the reason that it allows the modeller
great levels of flexibility in representing the details of resource interactions, activity

relationships and various constructing logic (AbouRizk, 2010).

The focus of the current research thus became the advantages and capabilities of

simulation-based techniques. The main objective developed for the research was to

explore the potential for the application of one of these tools and then to examine its

applicability. The literature review indicated that the power and capability of simulation

are significantly influenced by the systems, languages, strategies or approaches used in

the design and development of simulations (Hajjar, 1999). However, the study needed

to review these strategies to identify which simulation technique would best suit the

available case project. The next subsection presents different simulation strategies with

different simulation tools then discussed in detail.

25



3.1.2.1 Different Strategies for Simulation Model Development

As mentioned by Hajjar (1999), simulation systems and approaches can be classified
depending on the development strategy that has been utilised to build the simulation.
Through this strategy, the concept of reusability is introduced which indicates the
degree to which users are allowed to change the predefined simulation behaviour.
According to this view, the reusability of simulation by users after its development is
what determines its capability. The strategy of reusability, in fact, provides users with a
chance to use the developed simulation for a multitude of scenarios. In accordance with
this strategy, Hajjar (1999) and Ulgen, Thomasma and Mao (1989) classified simulation

systems into four categories which are introduced as follows:

1- Fully documented simulation models: With fully documented simulation models,
users are required to modify the simulation models by manipulating them at the
same level used in their original development. This assumes that end-users are
knowledgeable about the way in which the simulation system works.

2- Parameterised simulation models: Parameterised simulation models allow for model
re-use by exposing a set of parameters that users can modify each time the model is
simulated. The parameter values can be used to modify routing strategies, resource
values and entity attributes.

3- Special purpose simulation program generators (SPSPGs): With SPSPGs, users are
able to create models by selecting from a list of available domain-specific constructs
and defining their parameter values as well as their relation to other elements,

4- General purpose simulation program generators: GPSPGs are integrated application
development frameworks designed to allow expert users to develop, test and deploy

domain-specific simulation tools for use by end-users.

As mentioned by Fu (2013), simulation should be designed on the basis of a strategy
which enables the real system to be represented in an appropriate way. In continuing the
literature review, the current study found another classification of simulation strategies
which highlights the impact of a strategy on the way that a model is presented to a
computer as well as the strategy’s impact on how the modeller views the world
(Evans, J. B., 1988). Furthermore, the literature review analysis found discussions in
several studies (Birtwistle et al., 1985; Hills, 1971; Hooper, 1986; Hooper & Reilly,
1982; Zeigler, Praehofer, & Kim, 1976) which struggle with the superiority of one
strategy over other strategies. In contrast, another scholar, Julio Martinez (1996)

considers all strategies equally general and powerful in terms of capability for the
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representation of a particular problem. Martinez (1996) adds that particular strategies
lend themselves to more easily modelling certain classes of models. The most popular
strategies utilised in the development of construction simulation, according to Abduh,
Shanti et al. (2010) and Martinez and loannou (1999), are:

1- process interaction (PI),
2- activity scanning (AS), and
3- event scheduling (ES).

The following sections present the characteristics of these strategies.
3.1.2.1.1 Process Interaction (PI)

The process interaction (PI) strategy is recommended for developing a simulation where
the system to be simulated includes flows of moving entities, and the entities have many
attributes other than resources (Abduh, Shanti, et al., 2010).

According to Abduh, Shanti et al. (2010), the PI strategy is derived from the view of
transactions (entities). The entities attempt to keep, acquire and release scarce resources
as they move through a process (Martinez, 1996). The entities, in contrast to the
machines and resources that serve them, have many attributes with this a point of
differentiation. The machines and resources also have a limited number of states and
little interaction with each other. However, the use of the PI strategy alone or combined
with event scheduling (ES) has been recommended as the effective strategy on which to
base most simulation tools and languages (e.g. GPSS, SLAM [Simulation Language for
Alternative Modelling], SIMAN [Simulation Management], Q-GERT [Queuing-
Graphical Evaluation and Review Technique], SIMSCRIPT [FORTRAN-based
Simulation Language]) (Martinez, 1996).

Among the characteristics of construction operations as previously discussed (see
Section 2.2), heavy interaction occurs between machines and resources, each of which
can occupy several locations, have many attributes and be in several states (Schruben &
Yicesan, 1993). Therefore, the PI strategy might not be easy to utilise in construction
project simulation. However, some of the simulation languages for modelling earth
moving operations (Willenbrock, 1972) and repetitive housing unit construction

(Ashley, 1980) have been developed on the basis of the PI strategy.
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3.1.2.1.2 Activity Scanning (AS)

As implied by the name “activity scanning (AS)”, this strategy developed from the point
of view of the activities that are performed and focuses on how to identify those
activities and the conditions under which they take place (Abduh, Shanti, et al., 2010).

As explained by Martinez (1996), in this strategy, all flowing entities and machines are
considered as resources, and the conditions for activities are constantly scanned by an
AS tool to identify which activities can take place and/or be carried out.

The AS strategy is recommended for modelling operations with various activities in
which the focus is on recognising the activities and the conditions required for them to
take place. It has been claimed by Fu (2013) that the AS paradigm has both the
capability and suitability for use in modelling construction operations. As stated by Fu
(2013), construction operations include many interactions among resources in numerous
states and logistical complexities are inherent to such operations; therefore, these types
of operations could be more easily represented using the AS strategy (Fu, 2013).
Furthermore, Martinez and loannou (1999) claimed that the AS strategy is the natural

and most effective approach for modelling complex operations in detail.

In describing the dynamic behaviour of a system, from the viewpoint of the AS strategy,
a modeller can focus on the cycles of the resident entities, for example, the busy or idle
cycle of a machine. In contrast, the PI view allows a modeller to focus on the path along
which transient entities flow as they pass through the system, for example, part routing
in a job shop (Schruben & Yiicesan, 1993).

Therefore, simulation languages based on the AS strategy, in contrast to ones based on
the PI paradigm, are very strong in modelling systems that have highly independent
components subject to complex activity start-up conditions. As construction operations
possess this feature, the AS strategy has received more attention from construction
academics and practitioners. As mentioned by Martinez (1996), all construction process
simulation tools are designed and developed based on the AS paradigm and activity
cycle diagrams (ACDs).

3.1.2.1.3 Event Scheduling (ES)

An event scheduling (ES) paradigm models the point of view of events that will occur
or are scheduled to happen (Abduh, Shanti, et al., 2010). The ES view focuses solely on
those instants in simulated time when the state of the system is modified (Schruben &
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Yicesan, 1993). According to Pritsker et al. (1997), the ES strategy views the system as
being constituted of a succession of unconditional events over time. When the
simulation is occurring, the ES strategy can select the event with the earliest occurrence
time and advance the simulation clock to that time. An example of an ES-based
simulation tool is SLAM, developed by Pritsker et al. (1997).

In terms of the support provided to the modeller, the ES strategy has the lowest ranking
while it has the highest ranking in terms of efficiency. The reason for the ES strategy’s
high level of efficiency is claimed to be that the ES-based simulation model is driven by
the scheduling and execution of subroutines and events with these, in turn, scheduling
the execution of other subroutines. This high level of efficiency has make the ES
strategy likely to be combined with the Pl and AS strategies in designing many

construction simulation tools (Martinez, 1996).

3.1.2.1.4 Combination of AS, Pl and ES strategies: Three-phase activity scanning
(AS) method

The use of a combination of these strategies is recommended by Martinez (1996) to
alleviate their weaknesses. As mentioned above, the ES strategy is usually combined
with either the PI strategy or the AS strategy. The combination of ES and PI strategies
can be suitable for simulating production in the manufacturing industry, whereas a more
suitable combination is ES and AS strategies when modelling construction operations.
Three-phase activity scanning (AS), introduced by Tocher (1963), is a modified
approach that incorporates ES concepts to increase performance. The three-phase
approach is claimed to be more efficient than activity scanning (AS) on its own as the
simulation program does not have to scan bound (Combi [Conditional]) activities for
start-up conditions. STROBOSCOPE is one example of this type of simulation
language, with its development based on the three-phase activity scanning (AS)
strategy. This simulation language, developed by Martinez and loannou (1994), has
been introduced as one of the modern construction simulation languages. With regard to
the powerful strategy utilised in the development of STROBOSCOPE and owing to
some of its advantages as highlighted in the literature, in the current study, it was
decided to conduct the exploratory research on this specific simulation language along
with the new program, EZStrobe, which has been developed using the STROBOSCOPE
language. Subsections 3.1.2.3 and 3.1.2.4 present more details on STROBOSCOPE and
EZStrobe, respectively.
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To model a three-phase activity scanning (AS)-based simulation, Halpin and Riggs
(1992) suggested the use of a wheel chart or activity cycle diagram (ACD) (MacDonald
& Gunn, 2012). In the same vein, loannou and Martinez (1999) recommended the use
of an ACD as a natural means for representing the three-phase activity scanning (AS)

simulation models of the main elements of the simulated process.

As discussed above, it would be possible to design different simulation tools based on
the aforementioned strategies. However, in the following subsections, two main types of

simulation tools introduced by Martinez and loannou (1999) are discussed.
3.1.2.2 Different Types of Simulation Tools
3.1.2.2.1 Process-level Simulation Tools

According to Martinez and loannou (1996), all construction process-level simulation
tools are based on activity cycle diagrams (ACDs) and on the activity scanning (AS)
simulation strategy. Consequently, they are similar at an abstract level. Even within this
type of simulation system, differences occur in terms of underlying philosophy,
modelling power and ease of use; however, limitations are exhibited by all of these
systems with the exception of STROBOSCOPE (Martinez, 1996).

As indicated by Martinez (1996), STROBOSCOPE could easily model the issues that
are very common in construction simulation. These issues include the inability to
recognise differences between similar resources (i.e. the properties of resources); the
inability to recognise the state of the simulated process; and the inability to make
dynamic use of resource properties and the state of the simulation to define model

behaviour.
3.1.2.2.2 Project-level Simulation Tools

As implied by the term “process”, process-level tools represent an operation in more
detail than at the project level. The smallest unit of work at the project level is generally
an activity, with this able to be represented as a process or the major part of a process.
MUD (Model for Uncertainty Determination), DYNASTRAT (Dynamic Strategy-based
Simulation) and CIPROS (Knowledge-based Construction Integrated Project and
Process Planning Simulation System) are examples of this category (Martinez, 1996),
with the simulator of these systems considering the impacts of several variables on

activities in terms of their daily progress. The variables include those that are calendar-
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dependent such as temperature, wind and precipitation as well as calendar-independent

variables such as supervision and management (Martinez, 1996).

A review of these two categories could highlight the significant power of
STROBOSCOPE and, consequently, has motivated the current study to focus more on
the simulation programs, EZStrobe and ProbSched, developed using the
STROBOSCOPE engine/language. By implementing the programs in Microsoft Visio,
this eliminates the need for skills in IT knowledge and programming.

EZStrobe is a discrete-event system based on extended and annotated activity cycle
diagrams (ACDs), while ProbSched is a graphical probabilistic schedule analysis
system. EZStrobe, when compared to ProbSched, has a unique capability called “ACD
Network Animation” that can animate the nodes and links of a network dynamically, as
the simulation runs, and show the movement of resources and their interactions with
queues and activities. In contrast, ProbSched has special capabilities in probabilistic
schedule analysis, producing automatic graphical outputs to indicate the criticality of
each activity and statistics reports on the activities’ duration and the overall project.

As the current study aimed to implement simulation of a bridge launching operation that
uses a new method of construction, understanding the operation behaviour, including
analysis of the interactions among project activities and resources, could improve the
management of the operation better than analysis of the scheduling. Therefore, the study
selected EZStrobe as the simulation program to provide a better chance of capturing a

clear picture of the selected case project.

The next subsections present and review STROBOSCOPE and EZStrobe. Chapter 6,
Section 6.2 presents further discussion about the environment of the EZStrobe program.

3.1.2.3 STROBOSCOPE

STROBOSCOPE, developed by Martinez and loannou (1994), is one of the modern
construction simulation languages that have their origins in CYCLONE. As a general
purpose simulation system, STROBOSCOPE possesses the capability of modelling a

wide variety of systems with extensible features (AbouRizk et al., 2011).

STROBOSCOPE has been specifically designed and developed to model and simulate
construction operations (Martinez & loannou, 1994). According to Palaniappan,
Sawhney and Sarjoughian (2006), STROBOSCOPE uses the three-phase activity
scanning (AS) approach.
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The STROBOSCOPE programming language has been developed using C++ to provide
a toolkit for simulating construction operations (Sawhney & AbouRizk, 1996).
Furthermore, STROBOSCOPE can provide an integrated development environment
(IDE) (Fulenwider, 2002) as well as graphical user interface (GUI) for common users,
as STROBOSCORPE is a discrete-event simulation (DES) language based on a raw
source code simulation engine (Zaheer, 2000). In other words, power users can feel
comfortable with the flexibility and set of features that exist in STROBOSCOPE with
the capability to extend it through completed dynamic link libraries (DLLS) under a 32-
bit Windows operating system (Zaheer, 2000).

STROBOSCOPE has been classified as a process simulation tool which aims to support
planning and decision making (Zaheer, 2000). It focuses substantially on forecasting the
duration and managing construction to enable the process to be completed on time
within the budget while meeting the required criteria, established quality requirements

and other specifications (Zaheer, 2000).

As mentioned before, any process-level (process-oriented) simulation aims to present a
construction operation as a collection of processes, with these processes interacting with
each other through certain strategies. Moreover, according to EI Ghandour (2007), the
logic of operation and resource utilisation is represented through the interdependence

and interlinkage of the process.

The users of STROBOSCOPE are required to write a series of programming statements
which defines the network modelling elements (Fu, 2013). The STROBOSCOPE
language then executes simulation-relevant algorithms to be able to access the dynamic
state of the simulation and resources’ attributes (Fulenwider, 2002).

As mentioned by Fu (2013), the user-friendly graphical interface of STROBOSCOPE
can dynamically present the resources’ attributes and the state of simulation in a
construction operation. The state of simulation includes important factors, such as the
number of trucks waiting for loading; the number of times an activity is performed; and
the latest time at which a specific activity commences. In addition, the program
provides users with modelling activities and resources in greater detail, for example,
considering attributes such as the priority of an activity and the discipline of a queue
(Fu, 2013).

As highlighted by AbouRizk (2010), the flexibility of the STROBOSCOPE model

becomes more significant when the modeller attempts to create a practical model for use
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in the industry. The model developed by STROBOSCOPE includes a series of
programming statements that defines a network of interconnected modelling elements.
These statements, in turn, can give the elements unique behaviour and also control the

simulation (Martinez, 1996).

According to Martinez (1996), the ability to dynamically access the state of the
simulation and the properties of the resources involved in an operation makes
STROBOSCOPE different from other construction simulations. Access to the
resources’ attributes is STROBOSCOPE’s capability which allows operations to be
sensitive to the properties of resources such as size, weight and cost on both an

individual and an aggregate basis (Martinez, 1996).

Through this capability, STROBOSCOPE allows users to define attributes for
modelling elements. The defined attributes can present how elements behave throughout
a simulation, as they represent the duration or priority of an activity, the discipline of a
queue and the amount of resource that flows from one element to another (Martinez,
1996).

STROBOSCOPE also creates the possibility of specifying most attributes with
expressions. Expressions are composed of constants such as: system-maintained
variables which access the state of the simulation and the properties of resources; user-
defined variables; logical, arithmetic and conditional operators; and scientific, statistical

and mathematical functions (Martinez, 1996).
3.1.2.3.1 STROBOSCOPE Compared to Previous Construction Simulations

STROBOSCORPE is similar to INSIGHT (Paulson Jr et al., 1987); MicroCYCLONE
(Halpin, 1990); DISCO (Dynamic Interface for Simulation of Construction Operations)
(Huang, Grigoriadis, & Halpin, 1994); and Simphony (Hajjar & AbouRizk, 2002), all of
which aim to facilitate the preparation of the simulation engine’s input data and the

interpretation of its output (Wu et al., 2010).

As the final phase of any simulation modelling, interpretation of the results plays a very
important role in decision making. Someone with sufficient knowledge and experience

is needed to carefully read the output and trends (Zaheer, 2000).

As simulation runs can produce a large amount of output data, interpretation can
become cumbersome (Zaheer, 2000). What STROBOSCOPE offers in this case is that it

provides users with more flexible output reports in which users can choose only the
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most relevant or required results from a simulation run. The reason is that different
aspects of variables, such as the average, total, standard deviation, range and criticality
for any activity or for the whole project, are included in the simulation run output
report. In addition, the time-series data and sensitivity analyses provided by
STROBOSCOPE present its powerful capability to support decision making (Zaheer,
2000).

The results of the study carried out by Zaheer (2000) illustrate that STROBOSCOPE, in
contrast to other process-oriented simulations, is able to provide sufficient trends and
options for decision making with considerably fewer simulation runs. For example, the
kind of approaches which can be utilised in this case when time is not a constraint and
ample computing power is available include symmetric multi-processing (SMP) or
massively parallel processing (MPP) machines. These approaches crash each activity
day by day rather than crashing it completely. Therefore, this certainly calls for high-
powered equipment as the amount of computing work required will be increased many
fold (Zaheer, 2000).

Furthermore, in his study, Zaheer (2000) compared the results obtained from PERT (as
a conventional method) and STROBOSCOPE simulation language. The comparison
analysis illustrated that the total duration of the project that resulted from PERT was
nearly the same as the average total duration that resulted from simulation. This reveals
that PERT is a good approximation as long as total duration is the only criterion and
multiple parallel paths of near equal duration are absent thus eliminating the chances of
merge-event bias (Zaheer, 2000). In addition, these results indicate that, in most cases,

simulation shows more activities as being critical than is the case with PERT.

The results of comparing STROBOSCOPE and conventional methods in the previous
examples, in terms of project cost and duration, do not present significant differences.
However, simulation could address additional information (e.g. standard deviation of
activities, project cost and duration) which are beyond the capacity of conventional
methods (Zaheer, 2000).

Furthermore, as simulation considers distribution instead of a single point estimation of
activity duration, the results can be more representative (Zaheer, 2000). As indicated by
Zaheer (2000), the additional information provided by simulation allows users to
recognise activities which have a tendency to become critical in addition to critical
activities. Other facts and observations that resulted from comparing PERT and

STROBOSCORPE are in relation to planning and decision making where the simulation
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tool was found to provide the basis for more reliable planning from a management

perspective (Zaheer, 2000).

As shown by the results of Zaheer (2000)’s study, another difference between
conventional methods and simulation is the availability of the confidence interval (CI)

for the collected results in simulation.

STROBOSCOPE (Martinez, 1996) and INSIGHT (Fulenwider, 2002) have proven the
effectiveness of simulation approaches in dealing with the dynamic state of construction
processes. The reason is that they are able to simulate construction plans prior to
physical execution and, consequently, to enhance the effectiveness of planning
(Martinez & loannou, 1996). Despite the advantages of simulation tools, in comparison
to network-based methods, very few have overcome their practical limitations. In
addition, their application is limited to a specific construction operation as they are not
flexible enough in modelling, and also they require users to have modelling experience
and knowledge (Fulenwider, 2002).

According to the definitions of “simulator” and “simulation language”, what makes
STROBOSCORPE different from all other tools is that STROBOSCOPE is a simulation
programming language (Schruben & Yicesan, 1993). A model developed based on a
simulation language has the ability to model almost any kind of system, regardless of
the system’s operating procedures or control logic. On the other hand, a simulator is a
computer package that is able to model a system contained in a specific class of systems

with little or no programming (Schruben & Yicesan, 1993).

Another advantage of STROBOSCOPE, that of storing the results generated from the
site-level simulation in an MS Excel file, has been presented through the work of Fu
(2013). Through this capability, the user can export MS Excel spreadsheet data into
MS Project to produce a project-level schedule (in the form of bar charts and network
schedules). As the construction tasks included in the STROBOSCOPE simulation are
those activities included in MS Project’s project-level schedule, the user can generate a
higher-level schedule (such as a milestone schedule) by grouping related activities into a
milestone (Fu, 2013).

Furthermore, STROBOSCOPE is able to consider uncertainty in any aspect (not only
time) of the real-world system being represented (Martinez, 1996). One typical example
is uncertainty in the quantities of resources produced or consumed. According to
Martinez (1996), other capabilities of STROBOSCOPE’s models are: dynamically
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selecting the resources’ flow and the sequence of the operation; resource allocation to
activities on the basis of complex selection schemes and the combination of resources;
dynamically assigning properties to the resulting compound resources; and activating
the operation subject to complex start-up conditions (not directly associated with

resource availability).

It can therefore be seen that the STROBOSCOPE language possesses most of the
capabilities that are desirable in general purpose simulation languages. These include
multiple random number streams; sophisticated stream management; antithetic
distributions; the ability to reset statistical registers or the method itself; a source-level
flow control language; a statement pre-processor that allows the parameterised
generation of code; and addressing selected project-level problems (Martinez, 1996).

Compared to other simulations which have specifically been designed for such
problems, STROBOSCOPE acts in a different way as it is a simulation programming
language and not a simulator (Martinez, 1996). For example, infinitely complex
networks, such as CYCLONE, RESQUE, COOPS or CIPROS, could not model some
issues but STROBOSCOPE could easily model these issues. These include: uncertainty
in the amount of resources consumed and produced; processes containing operations
with a non-stationary duration; processes which depend on properties of non-
homogeneous sets of similar resources; and processes containing operations which are

not activated unless complex resource requirements are met (Martinez, 1996).
3.1.2.3.2 Advantages of STROBOSCOPE

In addition to the advantages mentioned above (in comparing STROBOSCOPE to
previous construction simulations), the following advantages have been indicated by
Marzouk (2002) and Fulenwider (2002):

1- STROBOSCOPE enables users to access the state of the simulation, such as
simulation time and number of entities waiting in the queues, etc., and allows users

to distinguish between involved resources and entities.

2- STROBOSCOPE can recognise the uncertainties inherent in construction

operations as a function of a dynamic state.

3- STROBOSCOPE can describe activity duration and sequencing in terms of the

dynamic information.
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4- STROBOSCOPE, as a powerful and flexible simulation language, in modelling the
dynamic state of construction, can provide users with opportunities to model the

underlying process-level operations.

5- STROBOSCOPE can provide various options for simulating resource utilisation
processes as it can characterise and track individual resource units during simulation

runs.

Following further studies, Martinez and loannou (1996) reported that STROBOSCOPE
is able to add probabilistic functions to traditional CPM by providing the opportunity to

add more functions as an add-on function to its usage.

Add-ons are dynamic link libraries (DLLs) which can be written according to the
STROBOSCOPE add-on interface with conventional compiled languages: C++, C,
Pascal and Fortran (Martinez, 1996). This CPM add-on allows the definition of CPM
networks with stochastic durations and the calculation of various statistics about the
project and its activities (Wang, W.-C. & Demsetz, 2000).

More explanation in this context was provided by Martinez and loannou (1996) who
indicated that the probabilistic CPM add-on can formulate the duration of an activity by
considering the activity’s scheduling information that may be available after the activity
starts. This information includes the actual start date and the duration of activities that
have already started as well as the dates and floats for those activities yet to start. As
mentioned before, the add-on enables the simulation to combine probabilistic
scheduling with construction process simulation. Therefore, these capabilities make the
CPM add-on and the STROBOSCOPE system the most powerful project planning tools
available in the construction domain today (Martinez & loannou, 1996).

This add-on is contained in a file called “CpmAddon.dllw”. The expressions for the
duration of CPM activities can use the predefined variables provided by the add-on. As
the CPM add-on can precede every network with a dummy START and conclude it
with a dummy FINISH, the model is not required to have a single starting activity and
single finishing activity which is a common CPM requirement (Martinez & loannou,
1996; Zaheer, 2000).

3.1.2.3.3 Examples of the Implementation of STROBOSCOPE

STROBOSCOPE has been utilised in the simulation modules of some recent discrete-

event system specification (DEVS) approaches, such as Bridge-Sim (Marzouk et al.,
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2006). Martinez (1996) used STROBOSCOPE in that module to enable Bridge-Sim to
adopt the discrete-event simulation (DES) technique. In order to activate
STROBOSCOPE, MS Visual Basic 6.0 has been used in the Bridge-Sim simulation
module (Martinez, 1996).

As proposed by Marzouk et al. (2006), seven construction methods, along with their
respective construction techniques, are included in this module. Therefore, the
simulation module can select the model that matches the construction method, with the
selected model then modified to provide input data for the module. Input data include
important information, such as the scope of work, number of assigned resources,
number of replications, number of working hours per day and estimated durations for
construction activities. When these modifications are completed, STROBOSCOPE is
launched in the simulation module. STROBOSCOPE, therefore, estimates the durations
which are exported to a text file in order to perform cost calculations (Marzouk et al.,
2006).

In another study, STROBOSCOPE was used in a simulation model to represent five
different scenarios for the planning, fabrication, shipping and installation of sheet metal
ductwork in order to present how the selection of different production system designs

could affect the lead time of a project (Alves, Tommelein, & Ballard, 2006).

Another example of a simulation modelling system which has been developed on the
basis of STROBOSCOPE is VITASCOPE which was developed by Kamat and
Martinez (2003). The aim of designing and developing VITASCOPE was to facilitate
the visual simulation of the construction process in a virtual reality (VR) mode
(AbouRizk et al., 2011).

In addition, STROBOSCOPE has undergone rigorous testing to verify its applicability
to construction operations, for example, its employment in building an airport service

centre (Martinez & loannou, 1994).

The literature review analysis shows that STROBOSCOPE has been used by different
authors to model construction operations (e.g. Tommelein, 1998; Arbulu et al., 2002).
As highlighted by Alves et al. (2006), STROBOSCOPE is also capable of being used

for a number of applications in other domains.

Resources are represented in STROBOSCOPE as objects with assignable, persistent and
dynamic properties. Therefore, STROBOSCOPE can actively and dynamically take into
account the state of the simulated process (Martinez, 1996, p. 406). According to
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Martinez (1996), general purpose simulation systems cannot easily model the multiple
resource requirements and dynamic complexity of construction processes, whereas
STROBOSCOPE can continuously access the state and properties of resources in the

simulation model and take appropriate action.

Another example of using STROBOSCOPE as a simulation engine can be found in the
work of Marzouk, El-Dein and EI-Said (2007). These authors sought to develop a
special purpose simulation model to assist contractors in planning a segmental bridge
construction using incremental launching. In their developed model, STROBOSCOPE
as a simulated engine models the activities inherent in that particular construction
operation. The elements of STROBOSCOPE used to model the tasks were involved in

both single form and multiple form methods.

Similarly, Said, Marzouk and EI-Said (2009) used STROBOSCOPE to compare two
different scenarios in the construction of bridge decks: using balanced cantilevers cast in
situ and using precast cantilevers. In addition, Marzouk, Said and El-Said (2008) used
STROBOSCOPE to develop a special purpose simulation model to assist with bridge

decks’ planning.

Other examples of using STROBOSCOPE include modelling the following: an earth
moving operation (loannou, 1999; Martinez, 1998a); the location of temporary
construction facilities (Tommelein, 1999); and the impacts of changes for highway
constructions (Cor & Martinez, 1999). Furthermore, Martinez (1998a), using a
STROBOSCOPE engine, developed a special simulation tool for modelling an earth

moving operation with this tool called “EarthMover”.

EarthMover has been categorised as a special purpose simulation tool (Martinez,
1998a). EarthMover’s inputs include loading and hauling equipment and characteristics
of different road segments with users able to define the inputs by dragging the
corresponding elements from the available graphical interface. In addition to
STROBOSCOPE (Martinez, 1996), other software has been used to build EarthMover:
Visio (1997, cited in Marzouk, 2002) for graphical input entry; MS Visual Basic for
non-graphical input entry; MS Excel to interpret simulation output; and Proof for

animation. According to Marzouk (2002), the EarthMover drawbacks are:

1- inability to provide hourly owning and operating costs for the equipment used, with

these required for calculating the total cost of an operation; and
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2- inability to support users with a selection of a near optimum fleet configurations as

it lacks optimisation capabilities.

In an example provided by Tommelein (1998), the use of STROBOSCOPE, with the
usefulness of *lean” construction techniques, was verified in a pipe installation
operation. In this example, Tommelein (1998) developed a model to analyse the impact
of coordinated planning on resource management. Input variables, including production
resources and duration, allowed the simulation of changes in pipe-spool buffer size,

construction crew productivity and project duration (Tommelein, 1998).

In addition, STROBOSCOPE has been used to select the optimal construction method
for constructing an elevated highway in Budung, Indonesia (Abduh & Ginting, 2003).
The authors utilised another simulation, MicroCYCLONE, to analyse the productivity

of a ready-mixed concrete batching plant.

As mentioned before, STROBOSCOPE is able to address uncertainty. Therefore,
Alzraiee, Moselhi and Zayed (2015) used STROBOSCOPE to develop a planning and
scheduling method to simultaneously address the uncertainty of cost and duration
estimations as well as the dynamic behaviour of a project. As a result, the authors
proposed a method that utilises a CPM-based network built in a DES environment and

integrated with a system dynamics (SD) model.

The developed method utilises an SD model to model the policy management through
capturing and quantifying its effects. This SD model builds a dynamic framework that
presents the classic characteristics of the project’s dynamics. However, this dynamic
framework is considered incomplete unless it is coupled with a CPM-based network
that enables the job logic to be described through the sequence of activities. The CPM
network can enable the model to overcome the deterministic nature of traditional

methods as it uses a discrete simulation environment (Alzraiee et al., 2015).

The platform implemented in the above planning method uses ProbSched as the
environment in which to develop the CPM network. According to loannou and Martinez
(1998), ProbSched uses STROBOSCOPE as its engine. The input data for ProbSched
include the duration and cost of the activity in the form of probability distributions.
ProbSched uses MS Visio as its graphical user interface (GUI). Moreover, it is able to
produce a graphical output to indicate the criticality and statistics of the early and late

times and floats of each activity and the entire project (loannou & Martinez, 1998).
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The work of Alzraiee et al. (2015) and loannou and Martinez (1998) could illustrate the
potential power of the STROBOSCOPE language in the construction domain.

According to Zaheer (2000), STROBOSCOPE is a new simulation language; therefore,

there is not much recognition about its capabilities nor its potential usage.

The literature review, as discussed earlier, presents good evidence of the advantages and
capabilities of STROBOSCOPE. In addition, the STROBOSCOPE simulation system
has been claimed as a powerful tool that can meet almost all requirements for

developing complex models of any construction process (Zaheer, 2000).

Even though STROBOSCOPE can bring many benefits in terms of decision-making
support (DMS) and facilitation of construction scheduling, its application is still limited
to a single construction process and to the simulation of physical unit flow in resource
utilisation (Pefia-Mora & Park, 2001).

Due to the complexity of the construction process itself and to the effort required to
prepare a model for simulation, the simulation applications developed based on process
modelling like CYCLONE, STROBOSCOPE and Simphony require practitioners to
model and build a representation of the operation. This means that users are still
required to invest their time and effort to model the operation (Abduh, Shanti, et al.,
2010).

Furthermore, as pointed out by Abduh, Shanti et al. (2010), another limitation affecting
the employment of simulation in the construction industry is the availability of data for

model input variables in construction projects.
3.1.2.4 EZStrobe

In 2001, in response to the need for an easy-to-learn and simple tool for analysis of
construction processes, Martinez (2001) developed a new graphical simulation program
called EZStrobe. As a simpler version of STROBOSCOPE, EZStrobe provides a good
opportunity for practitioners with limited simulation experience to use simulation
(Martinez, 2001). Even though EZStrobe was developed based on STROBOSCOPE, it
excludes the possibilities of uniquely identifying resources and incorporating extremely
complex logic. STROBOSCOPE and EZStrobe have been used together in many
construction projects for productivity estimation and for comparing different processes.

Examples of their implementation include:

1- tunnelling operations (loannou & Martinez, 1996),
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2- *“lean” construction techniques (Tommelein, 1998), and

3- asphalt paving operations (Hassan & Gruber, 2008).

As found in the literature review, EZStrobe has not yet been implemented in many
construction operations. Moreover, it is hard to find studies that have used EZStrobe to
model an operation and that have discussed its environment, features, model procedure,
etc. in detail. This gap in the literature has prompted the current research study to
explore the feasibility of implementing EZStrobe through modelling an operation using
a construction method that was new in New Zealand. Furthermore, the current study
decided to develop a framework for the implementation of EZStrobe in alignment with
the presentation of its capabilities. In the next chapter, the literature review continues by
reviewing the modelling procedure. Chapter 6 presents the EZStrobe environment and

its elements, visual capability, reporting and animation.

3.2 SUMMARY

The major concern of this chapter was the critical evaluation of the capabilities of
different planning techniques and approaches in construction. The drawbacks of
traditional techniques prompted the study to focus on technologically-based approaches
called simulation. While some studies in the literature have highlighted the power of
simulation-based approaches, their implementation has not yet become salient in the
construction industry. The main reasons for why construction managers and planners
were reluctant to use simulation-based approaches were that these approaches needed IT
knowledge and skills, and were not easy to use. With the literature review leading to a
more focused discussion on the most recent construction simulation, STROBOSCOPE,
in which its capabilities were highlighted, the current study identified that relatively
little research has been conducted on the utilisation of the STROBOSCOPE language
and EZStrobe. Through a comparison of STROBOSCOPE and previous simulation
approaches, the current study identified that limited simulation studies had attempted to
deploy a simulation as capable as STROBOSCOPE/EZStrobe. However, the lack of
detailed research on the implementation, examination and advantages of EZStrobe has
provided the current study with a knowledge gap. This led to the formulation of the
research objectives and specific research questions. The current study recognised that
understanding the simulation procedure in modelling an operation using EZStrobe is an
essential step in a study on simulation. Therefore, the next chapter discusses and

reviews the details of the modelling procedure.
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CHAPTER 4

SIMULATION OF CONSTRUCTION OPERATIONS

4.0 INTRODUCTION

Having discussed the power of simulation approaches, this chapter focuses on the
procedure and requirements for modelling an operation using these approaches. The
first section reviews the development of a conceptual model as a foundation for
simulating an operation. The literature review analysis then continues by introducing

the frameworks recommended in previous studies.

The main purpose of the current chapter is to highlight the role of a conceptual model
and simulation procedure framework for the achievement of accurate simulation
models. The critical review of extant views in the literature identifies the extent to
which  the current literature has focused on the implementation of
STROBOSCOPE/EZStrobe. In addition, this review identifies the potential knowledge
gap that is considered in the current research.

4.1 OPERATION MODELLING PROCEDURE USING SIMULATION

A simulation project has been introduced as being a process of interpretive,
developmental and analytical steps (Banks, 1998). The literature review illustrated that
the procedure of modelling an operation using simulation significantly depends on the

objective of the modelling, the basis of which is the following two steps:
1- developing a conceptual model, and
2- simulating an operation.

A specific framework showing the steps and their sequences to simulate an operation is
hard to find. The following sections present a review of the simulation procedures and
frameworks recommended in previous studies. The current study attempts to cover all
the important information associated with simulation model building in this section. The
literature review has shown that the different frameworks for simulation procedures
contain similar steps but the steps are not in the same order. The next sections review
and present, firstly, conceptual modelling and its requirements and then process

modelling in construction.
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4.2 CONCEPTUAL MODELLING IN SIMULATION

The notion of “conceptual modelling” is poorly defined with varying interpretations of
the meaning of the term “conceptual modelling” found in the literature on simulation
and modelling. For example, Robinson et al. (2011) state that conceptual modelling is
not about how to implement or code a model on a computer, but is about how to decide
what to include and exclude in a model. Furthermore, Zeigler et al. (1976) explain that
conceptual modelling is about abstracting a model from a real or proposed system.
However, another scholar, Pidd (2003), mentions that abstracting is a major issue in
conceptual modelling. As the abstract should present a real-world system in an
appropriate simplified model, it has been highlighted that conceptual modelling implies
a sense of moving from the recognition of a problem situation which needs to be
addressed by a simulated model to a determination of what is going to be modelled and
how (Robinson, 2008a).

A conceptual model is introduced by Johnson (1998) in a slightly different way: a
conceptual model provides a simulation-neutral view of the real world. Furthermore,
Johnson (1998) suggests that simulation system-specific attributes, even if not related to
the design phase, should be kept out of a conceptual model. Thus, the conceptual model
should include the definitions of a simulation system and the implementation of

different simulations should enable it to be realised.

Although different scholars (Arbez & Birta, 2011; Balci, 1994; Brooks, 2010; Onggo,
2010; Pace, 2000; Pidd, 2003; Robinson, 2008b; Robinson et al., 2011; Zeigler et al.,
1976) define a conceptual model in different ways, all highlight the significance of
conceptual modelling. For example, Onggo (2010) highlights the role of a conceptual
model in building a communication link between stakeholders (simulation analysts,
clients and domain experts). The fact that communication between stakeholders is
important for the success of a simulation project makes the need for good conceptual

model representation even more essential (Robinson & Pidd, 1998).

The literature review then highlighted that developing a conceptual model is a crucial
step in simulation. The next section presents findings from the current study’s literature
review on this major simulation step to illustrate the need for the development of a
conceptual model in simulating any operation. The section also presents findings from

the literature review related to establishing the knowledge gap.
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4.2.1 REQUIREMENTS OF A CONCEPTUAL MODEL

According to Pritsker (1987), there are no measurable criteria for evaluating the worth
of a conceptual model. Furthermore, as the model for developing a conceptual model is
purely descriptive, it is unlikely to identify a complete set of measurable criteria at that
stage (Pritsker, 1987).

The assessment criteria for conceptual modelling have been discussed by many
scholars, such as Gass and Joel (1981), Oren (1981, 1984), Robinson and Pidd (1998)
and Balci (2001). However, these authors have focused on the assessment criteria used
in models rather than on those used in conceptual models. As illustrated by the literature
review, no criteria have been formulated particularly for the assessment of conceptual
models in operational research, with the exception of the list of criteria suggested by
Willemain (1994). Willemain (1994), in investigating the preliminary stages of
operational research interventions, found that these comprise five criteria: validity,
usability, value to the clients, feasibility and aptness for the clients’ problem. More
generally, Brooks and Tobias (1996) identified 11 performance criteria for a good
model. As explained by Robinson et al. (2011), simulation modellers and researchers
involved in modelling operations have had brief discussions about the requirements of a
conceptual model, including in their discussions the following four main components:
validity, credibility, utility and feasibility. Table 4.1 presents the requirements for the
development of a conceptual model as discussed by previous studies.
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Table 4.1 Conceptual model requirements from models documented in the literature

Pritsker (1986b)

Henriksen (1989)

Nance (1994)

Willemain (1994)

Brooks and Tobias
(1996)

van der Zee and van
der Vorst (2005)

Validity

Valid

Fidelity

= Model correctness

= Testability

= Validity
= Aptness for client’s

problem

= Model describes

behaviour of interest
= Accuracy of the
model’s results
= Probability of

containing errors

= Validity

Completeness

Credibility

Understandable

= Strength of
theoretical basis of
model

= Ease of

understanding

Transparency

Utility

Extensible

= Execution speed

= Ease of modification

= Adaptability
= Reusability

= Maintainability

= Value to client

= Usability

Portability and ease with
which the model can be

combined with others

Feasibility

Timely

Elegance

Feasibility

Time and cost to build

model

Time and cost to run

model

Time and cost to

analyse results

Hardware requirements
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Moreover, as stated by some scholars (Robinson, 2008a; Robinson et al., 2011), very
different models can be developed of the same system; therefore, it is important to
identify which model would be the best one. In this vein, Carson (1986) emphasises the
validity of the model, stating that a valid model in general is one which is sufficiently
accurate for the purpose at hand, adding that, as there is no numeric output for the

model, the notion of accuracy is of little meaning (Carson, 1986).

Robinson (2008a) adds that, even though there could be a range of conceptual models of
the same system, depending on their accuracy, some might be considered as valid and

credible if they are sufficiently accurate and really useful.

Hodges (1991) suggests that a “bad” model, that is, one that is not sufficiently accurate,
can still be useful, believing that specific uses for such models should be identified. On
this theme, Bankes (1993) continues the discussion with the idea of inaccurate models
for exploratory use, while Robinson (2001) recommends the use of such models in

facilitating learning about a problem situation.

Some authors (Innis & Rexstad, 1983; Ward, 1989; Salt, 1993; Chwif, Barretto, & Paul,
2000; Lucas & McGunnigle, 2003; Thomas & Charpentier, 2005) highlight that the
advantages offered by simple models are more important than the conceptual model
development criteria discussed above. These scholars believe that simple models can be
developed faster, are more flexible, require less data, run faster and have results that are

easier to interpret due to a model structure that is easier to understand.

In this vein, Ward (1989) provides clear discussions about the simplicity of models,
where he makes the distinction between transparency and constructive simplicity. Ward
(1989) introduces transparency as an attribute of the client (how well s/he understands
the model), while constructive simplicity is an attribute of the model itself. However,
transparency depends on the level of knowledge and skill of the client: this means a
model that is transparent to one client may not be transparent to another client.
Therefore, it is recommended that both transparency and simplicity, as well as the
particular needs of the client, must be considered in developing a conceptual model
(Ward, 1989).

In contrast to the importance of simplicity, as emphasised by Ward (1989), some

scholars, such as Pritsker (1986b), state that the simplest model is not always the best as

models need to be able to evolve as requirements change. With a similar point of view,

Schruben and Yicesan (1993) propose that simpler models are not always as easy to
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understand, code and debug. Moreover, Davies, Roderick and Raftery (2003) emphasise

that simpler models need more extensive assumptions about how a system works.

The discussions above highlight important considerations in designing a conceptual
model. Indeed, whether or not a developed model is considered an appropriate model is
determined by the modelling requirements used in designing the conceptual model.
Therefore, the next section reviews the guidance for conceptual modelling in the

construction domain to illustrate the simulation procedure in this specific industry.

4.3 PROCESS MODELLING CONCEPTS IN CONSTRUCTION

According to Halpin and Riggs (1992), the description of a construction operation is

fundamental to its conceptual model development. Any modelling methodology for

construction operations must have the power to meet the following requirements

(Halpin & Riggs, 1992):

1- Describing an operation in which to address what is to be done and how (e.g. a
technology and process focus) and who is to do it with what (e.g. resource use
focus).

2- Describing in practical terms the performance of an operation which indicates the
conditions under which the various processes and work tasks can be initiated,
interrupted or terminated.

3- Providing the planning and management team with information related to the impact
of productivity and resource use on different spreads of equipment for different crew

combinations and sizes.

According to Halpin and Riggs (1992), modelling construction operations can be done
at several levels, depending on whether the model’s purpose is to describe, analyse or
assist the user with decision making. The model can therefore be developed at the

following three levels:

1- Descriptive models which require a simple modelling concept.

2- Analysis models which require the development of solution processes that
operate on relevant descriptive data.

3- Decision models which need to focus on decision variables pertinent to the
construction operation itself. These variables must be available to the field and

office agents for manipulating the design and management of the operation.
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Halpin and Riggs (1992) recommend the use of a modelling methodology which is
capable of integrating a construction operation model through all of the aforementioned
levels. The current study has put effort into applying Halpin and Rigg’s suggestion in
developing the conceptual model for this case study project. Moreover, the rationale for
the modelling of construction operations, as proposed by Halpin and Riggs (1992), has

been deployed in the current research study, as presented in the following sections.

4.3.1 MODELLING RATIONALE FOR CONSTRUCTION OPERATIONS

In Section 2.1, construction operations have been defined as collections of work tasks,
in which the work task is a basic component of the work. The descriptions of work tasks
can indicate which crew member is going to be involved in the performing of which
task. Furthermore, according to the technology of the construction process and the work
plan, logical dependencies exist between various tasks. The work tasks are also
introduced as elemental components for the work plan, as the work plan prescribes the
order in which the resources could be utilised by the operation to carry out different
work tasks. In addition, the work tasks become important to construction technology, as
their nature and interdependencies include the type of equipment and material used by
the workforce, all of which addresses the technology deployed by a construction
operation. However, an enumeration of the various resource units is required at the
initial step of developing a construction operation model. Once a resource unit has been
defined, a person, who is knowledgable about the construction operation, can easily
identify the specific work tasks and their required resources in the operation, and
accordingly determine the sequential ordering of the work tasks (Halpin & Riggs,
1992). Halpin and Riggs (1992), in agreement with Hills (1971), focus on the changes
in the state of the key elements of the system (resource units) where, at any one time,
resources can be considered to be either in an active state or in an idle state. In this
sense, flow units can be defined as passing from state to state whenever the transfer
becomes possible. Distingushing between these two states is necessary for the
modelling. As the modelling and monitoring of idle and unproductive resources are
crucial for measuring productivity, or lack of productivity, in a construction operation,

the basic rationale for the modelling of construction operations can be summarised as:

1- Identification of the individual resource units,

2- Identification of the elemental work tasks, and

3- Identification of the resource unit flow as it moves through the work tasks.
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In addition to the above criteria, the requirement to model the conditions that need to be
met for a work task to become active should be taken into account, as this conditional
logic relates passive resources to active work tasks. In order to distinguish between
unconstrained work tasks and constrained work tasks, the use of special symbols has

been recommended by Halpin and Riggs (1992). These basic elements are:

1- Square node to represent the work task in an active state,

2- Circle node to represent a delay or waiting position for a resource entity which
shows the resource is in an idle state, and

3- Directional flow arc to represent the path of moving a resource entity between idle

and active states.

Squares and circles are the basic shapes used to model active and passive (i.e. idle)
states of resource entities. They are linked together with directional arrows in the
direction of the resource flow. Using these symbols in developing schematic
representations of the construction operation offers a quick visual grasp of the structure
of the system, with this having been used for the development of one of the most
popular modelling systems in the construction domain, CYCLONE (CYCLic
Operations Network). Moreover, cyclic construction processes are represented through
networks of active and idle states. In this way, distinguishing between the unconstrained
work task and the constrained work task, called “Normal” and “Combi”, respectively, is
easier. The Combi node, which is represented as a square with a corner slash, indicates
that the work task requires the initial satisfaction of conditions. The symbols required
for modelling the structure and resource entity flow of construction operations are
presented in Table 4.2.
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Table 4.2 Basic modelling elements

Modelling element Name of element Description of modelling element

A work task which is unconstrained in

NORMAL its starting logic which indicates

active processing of resource entities.

A work task which is logically
COMBI

constrained in its starting logic.

Q Node represents t a resource entity

Q Q NODE which queues up or waits for use of
passive state resource.

The directional flow of the resource

— & ARROW , , _
entity between idle and active states.

(Source: Halpin & Riggs, 1992)

In addition to the four symbols discussed above, there are two more nodes called
“Counter”, which has also been referred to as an “Accumulator”, and “Function”. The
Counter node is included in the model to count the number of times a key unit passes a
particular control point in the network. In other words, it helps with measuring the
production as well as reflecting the level of production by scaling the single arriving
unit. Furthermore, the Counter node can be used to control the number of times the
system cycles before stopping or shutting down. Thus, by assigning a number of cycles
to the Counter, the duration of an experiment can be controlled.

The modelling elements can be combined in several ways to model a construction
operation, with the static structure of the operation providing the plan for how the
operation is to be performed. The actual resources assigned to the operation traverse
through this static structure. This static structure has a time-invariant nature while the
movement of resources through the structure possesses a dynamic nature which
indicates that performing the construction operation is time-dependent. This means that
the current status of the operation and the location of the various resource enties in the

static structure are functions of time, “f(t)” (Halpin & Riggs, 1992).

4.3.2 MODELLING PROCEDURE IN SIMULATING A CONSTRUCTION
OPERATION

The main steps for modelling a given construction process, as proposed by Halpin and

Riggs (1992), are outlined below:
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1- Flow unit identification: in this first step, the modeller must identify the resource
flow units of the system. The selection of the flow entities is very important, as it
indicates the degree of modelling detail incorporated into the operation model.

2- Development of flow unit cycles: when the flow units, which are relevant to system
performance, are identified in the next step of formulating the model, the modeller
should identify the full range of possible states that can be associated with each flow
unit and develop the cycle through which each flow unit passes.

3- Integration of flow unit cycles: performance of this step provides the elemental
building componenets of the model. By integrating and synthesising the flow unit

cycles, the structure and scope of the model are obtained.

4- Flow unit initialisation: the various flow units involved in the system must be
initialised (both in number and initial location) in order to analyse the model and

determine the system model’s response.

5- Monitoring of system performance: the developed models based on the above steps
may need to be modified. This can be considered as the fifth step of system design
in which the determination of system productivity, flow unit characteristics and

other relevant information are included as special elements of the model.

Furthermore, the literature review illustrated that the operation modelling procedure
based on simulation could be completed in different ways (AbouRizk, 2010). Some
studies introduce a framework which includes the development of a conceptual model
as the first step (e.g. Robinson, 2012), while others start the procedure by identifying
the problem, problem structuring or defining project objectives. Elsewhere, building a
simulation model has been based on the completion of four phases (AbouRizk, 2010):

1. product abstraction phase (specifying the product to be built);

2. process abstraction and modelling phase (where processes, resources, the
environment, etc., required to build the product are abstracted and reduced to
models);

3. experimentation phase (where the simulation is carried out and experimentation

occurs with the models); and

4. decision-making phase.

52



Moreover, the modelling phase of the study by Pidd (2003), which includes simulation
of an operation, implies a different notion. This step is referred to as computer

implementation and comes after a conceptual model is built in the modelling phase.

Banks (1998) and Musselman (1992) introduce a set of steps to guide model builders
who use discrete-event system simulation for modelling an operation. In these
frameworks (Figure 4.1 and Table 4.3), the step called “model translation” in Banks’
framework corresponds to the step called “simulating an operation and model building”
in Musselman’s framework. In both frameworks, at the steps mentioned above, the
constructed conceptual model is going to be coded into a computer-recognisable form
(Banks, 1998).
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Table 4.3 Musselman’s framework

Step Type Description
Define the problem to be studied, including a
Problem formulation Interpretive written statement of the problem-solving
objectives

Abstract the system into a model described by
the elements of the system, their characteristics

Model conceptualisation Analytical o . .
and their interactions, all according to the
problem formulation

Data collection Developmental Identify, specify and gather data in support of
the model

Model building Developmental Capture the conceptualised model using the
constructs of a simulation language or system
Establish that the model executes as intended

Verification and validation Analytical and that the desired accuracy or

correspondence exists between the model and
the system

Analyse the simulation outputs to draw
Analysis Analytical inferences and make recommendations for
problem resolution

Supply supportive or evidential information for

Documentation Interpretive )
a specific purpose

Fulfil the decisions resulting from the

Implementation Developmental . .
simulation

(Source: Musselman, 1998)

According to Musselman (1998), the conceptual model is referred to as the blueprint for
a simulation model. According to Banks (1998) and Musselman (1998), different
models can be obtained from the same blueprint as different modelling application tools

can be employed.

As the current study aimed to develop a model using EZStrobe simulation for which
there is no specific framework, all points recommended by Banks (1998), Musselman
(1998) and Halpin and Riggs (1992) have been taken into account in conducting the

simulation procedure in this study (see Section 6.3).

4.4 SUMMARY

This chapter reviewed the simulation of an operation in a general context, and then
became more focused on the construction context. The literature review highlighted that

conceptual model development is a foundation for each simulation procedure.

The reviews undertaken in this chapter have prepared the foundation for the steps and

procedure followed in the simulation of the construction process used in the case study
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investigation (see Section 6.1). Thus, a conceptual model was first developed which

depicts the system behaviour (the case study process) and allows for further simulation.

This chapter has argued that simulating an operation calls for a framework which
presents the steps and their sequences in the simulation procedure. It is possible that the
available literature has struggled with the trueness of the frameworks developed by
others. As discussions within the chapter have shown, scholars have applied
modifications to frameworks that were intended for use in a specific simulation, or for
simulation in specific domains. No specific framework has been developed for the

implementation of EZStrobe in the simulation of construction operations.

The uniqueness and complexity of construction operations, on one hand, and the
deployment of a new method of construction, on the other hand, create the potential for
construction operations to be explored through simulation experiments. However, the
sparse research on the EZStrobe program and the newness of bridge launching
operations in the studied case established the existence of some knowledge gaps within
the current study’s context. The study sought to pursue the following key gaps in this

exploratory research:

1- The few EZStrobe experiments carried out hardly represented the modelling

procedure using that particular program.

2- Absence of the WBS in the use of the twin-truss gantry machine in the New

Zealand construction industry.

3- No experience in the EZStrobe program in the New Zealand construction sector
to present the aspects in which such a simulation could be utilised, and the extent to
which simulation could address the New Zealand construction sector’s concerns.

4- A significant need to identify common constraints and the reasons for breaking

premises in highly complex and repetitive operations such as bridge construction.

5- Limited knowledge of analysing the behaviour of construction operations
through best fit distribution analysis.

The above knowledge gaps were then re-structured so the issues could be investigated
further during the completion of the preliminary study and, subsequently, the study’s
main phase (Chapters 6 and 7, respectively). The next chapter presents the
methodological framework and research approaches used to support the study to

establish the knowledge gaps and achieve its formulated objectives.
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CHAPTER 5

RESEARCH STRATEGIES AND METHODOLOGIES

5.0 INTRODUCTION

From the literature review presented in Chapters 2—4, it is evident that little research has
been done to utilise STROBOSCOPE/EZStrobe simulation in the modelling of
construction operations. Furthermore, the examples available in the literature show that
the operation selected by the current study has the potential to become a new experience
among those who have used EZStrobe. Moreover, the review of simulation approaches
and modelling procedures has indicated that the purpose of the modelling and the type
of simulation approach are crucial factors in the modelling procedure. The lack of
research investigating a modelling framework for the implementation of
STROBOSCOPE/EZStrobe presents the current study with the opportunity to address a
knowledge gap in this regard. For this reason, this research aims to explore the
capabilities of the aforementioned simulation (as a specific type of simulation with the
capabilities claimed in the literature). In addition, the research aims to develop a
framework for the implementation of this simulation in order to explore how such a
simulation-based approach could help in the improvement of construction productivity
(this being a major concern of the New Zealand construction industry).

The current chapter explains the development process of the research from start to
completion. This chapter also presents the research design, the underlying
epistemological and ontological positions, and strategies for conducting the research.
Discussions then continue, providing an overview of the data collection and data
analysis processes in the design of the case study, presenting information on the study’s

reliability and validity, and describing the limitations and the ethical issues.

5.1 PHILOSOPHICAL POSITION OF THE RESEARCH

According to Creswell (2009), the philosophical position of a research study is one of

the three major elements of a research design framework. In Chua’s (1986) research

paradigm, the four philosophical dimensions introduced are as follows: ontology

(realism vs. nominalism); epistemology (positivism vs. anti-positivism); axiology

(determinism vs. voluntarism); and methodology (nomothetic vs. ideographic). The

exploration of the underlying research philosophy enables the researcher to evaluate
57



different methodologies and methods. Guba and Lincoln (1994) have recommended
ontological and epistemological assumptions as the main steps in the selection of the
research methodology. Ontology includes one’s view of the nature of reality, while
epistemology addresses not only how the reality is known, but also the relationship
between the “knower” and the “known” (Guba & Lincoln, 1994). The next sections

provide further detail on these two main areas.

5.1.1 ONTOLOGY

Ontology refers to the nature of social reality (Crotty, 1998). As Wilson (2014)
explained, ontology is concerned with the nature of reality which asks how we perceive
the social world. In other words, ontology is about the way we think the world is
(whether it is external to social actors, or that the perceptions and actions of social
actors create social phenomena). In line with Burrell and Morgan (1979), Wilson (2014)
suggested two main ontological possibilities: subjectivism and objectivism that are
useful in selecting a research methodology. In subjectivism, there is one reality which is
observable to a researcher who has little impact on the object that is being observed
(Nwokah, Kiabel, & Briggs, 2009). On the other hand, objectivism is an ontological
stance which implies that reality exists as the product of an individual’s mind and the
engagement impacts on the observer and the situation being observed (Nwokah et al.,
2009). In the same vein, Creswell (1994) mentioned that a researcher, through the
ontological view, must decide whether s/he considers that the world is objective and
external, or socially constructed which could be understood only by examining the
perceptions of the human actors. According to Holden and Lynch (2004), objectivism
and subjectivism could be described as a continuum’s polar opposites with varying
philosophical positions aligned between them. These two approaches have been given
various labels in the literature: for example, Easterby-Smith, Thorpe and Lowe (1991)
entitled them as positivism and phenomenology, and Hughes and Sharrock (1997)
introduced them as positivism and the interpretive alternative. In the social sciences, the
dimensions of ontological assumptions vary from nominalism in the subjectivist

approach to realism in the objectivist approach (Holden & Lynch, 2004).

In the subjectivist approach, therefore, a researcher needs to understand the subjective
beliefs and attitudes that could motivate respondents to act in a particular way. In
contrast, if a researcher considers the objectivist view, then s/he needs to take an
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external view of the world as objectivism views social phenomena based on external

realities beyond our reach or control (Wilson, 2014).

While ontological assumptions are concerned with the nature of reality, epistemological
assumptions are about what we accept as valid knowledge (Holden & Lynch, 2004).

The next section presents the epistemological position.

5.1.2 EPISTEMOLOGY

Ontology embodies the understanding of what “it” is, while epistemology tries to
understand what “it” means (Gray, 2009). Epistemology is the relationship between the
knower and what the knower seeks to know (Love, Holt, & Li, 2002). This relationship
can be derived from accepting the fact that knowledge can either be viewed as
objectively knowable or, in contrast, only subjectively knowable (Burrell & Morgan,
1979). Therefore, on the epistemological axis, two dimensions are identified, namely,
positivism and interpretivism. The positivists assume that reality is objectively given
and is measurable using properties which are independent of the researcher, while
interpretivists use a qualitative and subjective stance (Nwokah et al., 2009).

Construction management research deals with a blend of highly complex technical and
social systems as they take place at the connection of natural science and the social
sciences (Amaratunga et al., 2002). Therefore, both positivism and interpretivism have a
role to play in construction management research (Amaratunga et al., 2002), with both
explained in the following subsections.

5.1.2.1 The Positivist Paradigm

Positivism assumes that universal laws govern social events and that these laws enable
scholars to describe, predict and control social phenomena (Kim, S., 2003). Gray (2009)
defines the core arguments of positivism as follows:

1- reality consists of what is available to the senses,

2- inquiry should be based upon scientific observation, and

3- natural and human science share common logical and methodological principles,
dealing with facts and not with values.

The findings of positivist studies are based on a large sample of observations and a strict

scientific procedure, and have been considered the highest form of knowledge (Nonaka
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& Peltokorpi, 2006). From a positivist perspective, the research takes place “behind the
glass”, where the researcher observes but does not interfere with a phenomenon (Kock,
Gallivan, & DelLuca, 2008) and relies on quantitative methods (Howe, 2009).
Opponents criticise positivism for not being capable of addressing complex social issues
(Willits et al., 2011) due to its disregard of historical and contextual conditions
(Orlikowski & Baroudi, 1991). In contrast to positivism, scholars drawing on
interpretivist philosophies argue that knowledge and social entities cannot be

understood as objective things (Nonaka & Peltokorpi, 2006).
5.1.2.2 The Interpretivist Paradigm

The interpretivist paradigm, on the other hand, seeks to understand values, beliefs and
meanings of social phenomena by obtaining a deep understanding of human activities
(Kim, S., 2003). Interpretivist studies accept researchers’ interaction with subjects and
attempt to reflect their biases as being integral to the insights derived (Kock et al.,
2008). Interpretivism is realistic because facts are not considered independent of the
theory or the observer (Meredith et al., 1989). Interpretivism also helps the researcher to
grasp why certain characteristics or effects occur or do not occur (Meredith, 1998). The
interpretivist paradigm has received increased attention in social science studies
(Orlikowski & Baroudi, 1991). Researchers’ assumptions, beliefs, values and interests
in the interpretivist approach always intervene with their investigations: in addition,
researchers are not entirely homogeneous as assumed in the positivist approach
(Orlikowski & Baroudi, 1991). Therefore, these perceptions have an impact on the
research process and approach. Consequently, the approach to the research is
necessarily bound to the paradigmatic preferences which reduces its generalisability
(Mangan, Lalwani, & Gardner, 2004).

5.1.3 ONTOLOGICAL AND EPISTEMOLOGICAL POSITION OF THE
CURRENT RESEARCH

As argued by Love et al. (2002), robust methodological approaches based on both
ontological and epistemological viewpoints are needed in construction management
research. Therefore, construction management research could effectively resolve the

problems and issues that have impacts on organisational and project performance levels.
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Furthermore, referring to the paradigm continuum suggested by Morgan and Smircich
(1980, p. 492) , the current study has selected research methods in accordance with the

main typology of assumptions (see Table 5.1).

Table 5.1 Typology of assumptions on paradigm continuum
Source: adapted from (Morgan and Smircich, 1980, p. 492)

Positivism < —> Interpretivism
Positivist Interpretivist
Stage 1 Stage 2 Stage 3 Stage 4
end end
. . Reality asa | Reality as a . Reality as a
. Reality as a Reality as Reality as a o
Ontological contextual | realm of ) projection of
. concrete a concrete . . social
assumption field of symbolic i human
structure process . . ] construction o
information | discourse imagination
To To To
. . To construct | construct understand | understand To obtain
Epistemological o To map _ _
a positivist systems, patterns of | how social phenomenological
stance . contexts . o o .
science process, symbolic reality is insight, revelation
change discourse created
) o Interpretive ) )
Research Experiments, | Historical Symbolic ] Exploration of
. contextual . Hermeneutics o
methods surveys analysis ) analysis pure subjectivity
analysis

The positivist end of the continuum has been referred to as the objectivist end by
Morgan and Smircich (1980). Studies assuming that the social world is the same as the
physical world are located at the positivist end of this continuum. In this case, the
ontological assumptions are “that reality is an external, concrete structure”. Here, the
researcher can use laboratory experiments and surveys as research methods. At the next
stage of the continuum, reality is considered as a concrete process: moving through to
the third stage, reality is derived from the transmission of information that leads to an
ever-changing form and activity. In the fourth stage, “the social world is a pattern of
symbolic relationships and meanings sustained through a process of human action and
interaction” (Collis & Hussey, 2013, p. 49; Morgan & Smircich, 1980, p. 494).

In the next stage, individuals create the social world through language, actions and
routines. At the extreme interpretivist end of the continuum which is called the
subjectivist end (Morgan & Smircich, 1980), reality is regarded as a projection of the
human imagination. Moreover, the interpretivist view has been introduced as a valuable
approach for identifying problems in construction research studies (Seymour, Crook, &

Rooke, 1997) as this approach recognises the respective viewpoints of practitioners. As
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Collis and Hussey (2013) explain, the interpretivist paradigm is more acceptable in
business studies. Furthermore, Cepeda and Martin (2005) add that, due to growing
dissatisfaction with the quantitative-based positivistic paradigm, the interpretivist view

has become more dominant.

The current research sought to evaluate the effect of the implementation of decision-
making support (DMS) tools and simulation-based approaches on construction
management performance and productivity. To achieve this, the study first needed to
establish a conceptual framework that described the operation under investigation,
namely, the gantry launching operation, as this operation had the potential for the
implementation of technologically-based approaches. After establishing this level of
understanding, it was then possible to identify how the tools or techniques could help

construction managers to improve their managerial skills.

The interpretivist paradigm is more suitable for the current study due to the context-
dependent nature of the problem and the limited knowledge among New Zealand
construction organisations of the implementation of simulation-based approaches and

their benefits.

Identifying the research strategy which best suits a research study, therefore, is
important as it serves to establish the credibility of the work as well as supporting the
study in the achievement of its objectives (Wedawatta, Ingirige, & Amaratunga, 2011).

To complete the design of the current research and to present its overall direction,
Sections 5.3, 5.4 and 5.6 review and discuss the research strategies and methodologies

for the collection and analysis of data.

5.2 RESEARCH STRATEGIES

According to Wedawatta et al. (2011), determining an appropriate research strategy is
an important element in every research study, and is especially the case in a doctoral
research study. The selection of the research strategy involves the approach taken to the
entire process of the study starting from its theoretical underpinnings and going through
to the selection of methodologies for data collection and data analysis. The research
strategy has its focus on the problems that the research study is to investigate. However,
the strategy of the research varies depending upon the problems investigated.

According to Yin (2003), applying a suitable research strategy for a particular study
depends on the research questions, the control over the actual behavioural elements and
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the degree of focus on historical or contemporary events (Table 5.2). The second

column of Table 5.2 explains the form that questions asked in a study investigation

could take.
Table 5.2 Research strategies and their characteristics
Strategy Form of question Focus on current events Requires control over
behavioural events
Experiments How, why Yes Yes
Survey How, what, where, Yes No
how many/much
Archival analysis How, what, where, Yes/No No
how many/much
History How, why No No
Case study How, why Yes No

(Source: Yin, 2003)

Based on Yin’s (2003) criteria, various research strategies with distinctive
characteristics could be selected, with these strategies having large overlaps (Saunders,
Lewis, & Thornhill, 2009; Yin, 2003). However, it is important for the research study to
select the most advantageous strategy. The frequently used research strategies in
construction management research studies are surveys, case studies, experiments, action
research and ethnography (Fellows & Liu, 2003). The following section describes these
five different research strategies while Section 5.4 evaluates the most suitable strategies

for the current research.

5.2.1 EXPERIMENTS

Experiments are best suited to testing theories or for theory refinement (Stuart et al.,
2002). An experiment strives to discover a phenomenon away from its context so that it
focuses on only a few variables. Experimental research is divided into true experiments,

quasi-experiments and pre-experimental design, according to Walliman (2006).

Research in the physical and social sciences extensively uses experiments. In Meredith
et al.’s (1989) study, it was shown that 70% of peer-reviewed journal articles on
operational management had used experimental research. The main reason is that
researchers have established the mentality that a study is of greater quality if it contains

experimental design (Morrison, Ross, & Kemp, 2004). However, it seems that it would
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be difficult to conduct experiments if organisations, large systems or actual managers

are involved in the study.

5.2.2 ACTION-BASED RESEARCH

Action-based research creates an organisational change through process studies, while
other research methods study organisational phenomena without changing them at the
same time (Myers, 2013). This method is widely used as it is grounded in action and
aims to solve an immediate problem situation while updating theory (Coughlan &
Coghlan, 2002).

The five phases in action research (Baskerville & Wood-Harper, 1996) are as follows:

diagnosing, action planning, action taking, evaluating and specifying learning.

Action research is appropriate when the research questions are related to describing a
series of actions that are taking place over time in a group or an organisation (Coughlan
& Coghlan, 2002). It is strongly oriented towards collaboration and change involving
both the researcher and the subjects. Action research is especially powerful as an
instrument for researchers who are interested in finding out about the interplay between
humans, technology, information and socio-cultural contexts. Action research may
include all types of data collection methods but interviews and surveys are the
commonly used methods (Coughlan & Coghlan, 2002). The main limitation of this
strategy is the difficulty in finding resources and accessing organisations in which to
conduct the research.

5.2.3 SURVEY APPROACH

Survey research is typically used to validate models or hypotheses (Kock Jr, McQueen,
& Scott, 1997) and is valid in situations where direct manipulation of variables is either
not feasible or unethical (DeMarrais & Lapan, 2003). Survey research is a way of
collecting information from individuals (Forza, 2002), with this information then

analysed using statistical techniques.

Survey research has been introduced by Pinsonneault and Kraemer (1993) as a process
of collecting sample data from a larger population and making comments about the
population based on the sample. According to Pinsonneault and Kraemer (1993), any
survey conducted for a particular research study has three distinct characteristics. The
first characteristic is the purpose of the survey, with this being to produce quantitative

descriptions of some of the aspects of the studied population. The main concerns of
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survey analysis could be either about the relationships between variables, or about
projecting findings descriptively to a predefined population (Glock & Bennett, 1967).
Survey research is a quantitative method for dealing with standardised information
about and/or from the study’s subjects. Those subjects could be individuals, groups,
organisations, communities, projects, systems or applications (Pinsonneault & Kraemer,
1993). The second characteristic is the method used for data collection in the survey
research. Usually, by asking people to respond to structured and predefined questions,
the required information is collected. Their answers, which may refer to themselves or
to some other unit of analysis, constitute the data that should be analysed (Pinsonneault
& Kraemer, 1993). The third and last characteristic is the capability of generalising the
findings. Even though information is generally collected from a fraction of the
population included in the study (a sample), it has to be collected in such a way as to be
able to generalise the findings to the population. The sample usually needs to be large

enough to allow extensive statistical analyses (Pinsonneault & Kraemer, 1993).

Furthermore, Babbie (1990) and Kerlinger (1986) explain that survey research can
contribute to the advance of scientific knowledge in different ways. However, the
distinctions between exploratory, confirmatory and descriptive types of survey research
are important to the research being carried out through this approach (Filippini, 1997,
Malhotra & Grover, 1998; Pinsonneault & Kraemer, 1993).

Filippini (1997), Malhotra and Grover (1998) and Pinsonneault and Kraemer (1993)
classified survey research in accordance with the purpose of the studies into the three

main categories mentioned above: exploratory, confirmatory and descriptive.

According to Gable (1994), the survey approach often offers only a “snapshot” of the
situation at a certain point in time, resulting in little information on the underlying
phenomena. Moreover, Gable (1994) claimed that survey research is not flexible in
responding to discoveries made during data collection. Once the survey is under way,
difficulties arise if a question is ambiguous, if respondents are misunderstanding a
question, or if the questionnaire had omitted some crucial items. Therefore, the
researcher is required to have a very good idea of the answers before starting a survey.
Another major criticism of survey research is that survey researchers assume all
respondents interpret questions in the same way (DeMarrais & Lapan, 2003). Moreover,
some variables of interest to a researcher may not be measurable by this method. Thus,

researchers should use several techniques to mitigate these limitations such as pretesting
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and pilot testing the questionnaires with selected groups. Due to these limitations, the

current study has found the survey strategy not suitable for this research.

5.2.4 CASE STUDY RESEARCH

A case study is used in social science and management fields and is defined as “an
empirical inquiry that investigates a contemporary occurrence within the real-life
context, especially when the boundaries between phenomenon and context are not
clearly evident” (Yin, 2003). In research conducted under this strategy, data are
collected from a few organisations through observation, questionnaire and interview.
Case studies are used to present descriptions, to test theory and to develop theory from
practice (Eisenhardt, 1989). As noted by Flyvbjerg (2006), case studies offer depth and
richness relating to a given situation. Case study research is also apt for researching a
new theory or for researching problems which are at an early stage (Cepeda & Martin,
2005).

A traditional view of case studies is that they lack rigour. In this context, Rowley (2002)
states that, despite this scepticism about case study strategy, it is widely used as it can
offer insights not achievable with other approaches. Some other drawbacks with case
study strategy, such as lack of controllability, deductibility, repeatability and
generalisability, have been addressed in the study of Lee (1989).

An often cited weakness of the case study method is the difficulty of generalising due to
inherent subjectivity (Darke, Shanks, & Broadbent, 1998; Flyvbjerg, 2006; Gerring,
2006). The main reason is that case studies are based on qualitative and subjective data;
that is, they can be generalised only to the particular context being studied. However,
implementing some research procedures could eliminate this limitation. As suggested
by Creswell and Miller (2000), extending the data gathering time on site, employing a
variety of data collection methods, counter-checking with the research participants, and
undertaking peer reviews and external audits are some of the ways through which the

limitations of the case study method could be eliminated.

Despite the weaknesses of case study methods, many social scientists believe that this
research strategy is implicitly appropriate for the exploratory phase of research, that
surveys and histories are appropriate for the descriptive phase, and that experiments are
the only way of pursuing explanatory or causal inquiries (Yin, 2013, p. 7)). However,
the case study strategy has been considered as a preliminary method and, hence, it is

thought that it cannot be used to describe or test propositions. According to Yin (2013),
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this hierarchical view could be questioned as most famous case studies, such as the
work of Allison and Zelikow (1999), have been explanatory rather than exploratory.
Moreover, in some major fields, like sociology and political science, many of the case
studies have been descriptive. Moreover, distinguishing between different research

strategies should not be limited by this hierarchical view (Yin, 2013).
According to Yin (2013), the case study method would be the preferred strategy when:
1- the main research questions are “how” and “why” question types,

2- the boundaries between the phenomenon and the context cannot be clearly drawn,

3- aninvestigator has little or no control over behavioural events, and

4- the main focus of study is a contemporary phenomenon.

Eisenhardt (1989) adds that the case study method will suit new research areas or

research areas for which existing theory seems inadequate.

Benbasat, Goldstein and Mead (1987), in highlighting three strengths of the case study
method, state that the case study is for learning about the state of the art and generating
theories from practice. They add that the case study allows the researcher to understand
the nature and complexity of the process, and that it supports the researcher in gaining

valuable insight into new topics emerging in a rapidly changing field.

The case study strategy was identified as the most suitable method for the current
research study, as the study aimed to explore the capabilities of simulation-based
approaches to support construction project planners/managers in understanding the
behaviour of a new construction system (the gantry launching operation). Accordingly,
using the case study strategy, the study could address almost all of the research
questions, as discussed in Section 1.2.3. Searching for site projects at the time that the
current research commenced, only limited numbers of site projects were found that
could serve the current study’s objectives (see discussions in Section 1.2.2). The most
appropriate project for the case study was found to be a case that was accessible from
Auckland, the study’s location, thus providing the researcher with the opportunity to
carry out the fieldwork study. Therefore, the current study adopted as its research

strategy a single case study.
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5.2.5 ETHNOGRAPHY

Ethnography is another research strategy that has a focus on applying insights from
social and cultural anthropology to the direct observations of socio-cultural phenomena
(Hammersley & Atkinson, 2007). It is a qualitative research approach which is carried
out in a natural setting to present the perspectives of study participants (LeCompte &
Schensul, 2010). The main difference between the case study and ethnography
approaches is the extent to which the researcher immerses himself or herself in the life
of the social group under study (Yin, 2003). In case studies, the primary sources of data
are interviews and supplementary documentary evidence, such as annual reports and
minutes of meetings, while in ethnography, the data sources are supplementary data
collected through participant observation. The researcher becomes a part of the
community during the study and observes the behaviour and listens to participants’
statements to understand what, how and why patterns occur (Hammersley & Atkinson,
2007).

Ethnographic studies provide rich information about a culture and insight into its
reactions and interactions (Houser, 2013). This is mainly due to ethnography’s
observational nature that allows the researcher to record the behaviour and,
consequently, the findings become more realistic. Generally, with ethnography, data
collection takes a longer time, as do the analyses and writing up of the study outcomes.
Thus, the study could become outdated (Myers, 2013). As mentioned by Fellows and
Liu (2003), the results of this method could also be uncertain mainly due to the presence
of the researcher. Moreover, the information collected from an ethnographic study is
often very difficult to translate into tangible results (Houser, 2013). As with case
studies, it is difficult to generalise the findings from ethnographic studies as the results
relate to a specific setting, although problems with regard to generalisation may be

overcome by conducting multiple site investigations.

5.3 STRATEGY OF THE CURRENT RESEARCH

Selection of a research strategy is an important stage in a research study as it helps the
study to achieve its objectives and address the research questions. Regarding the
objectives of the current study, the researcher explored the potential for the application
of modelling techniques (SIS (Swarm Intelligence Symposium) Committee, 2007) in
the management of construction operations. As addressed in the literature review in

Chapter 3, many types of simulation-based approaches are being applied with the aim of
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being of benefit to construction planning and scheduling. These approaches support
managers with making an appropriate decision at the right time. The current situation of
the construction sector in New Zealand where the major concern, on one hand, is on
improving projects’ productivity and, on the other hand, the need to employ new
construction methods, serves as motivation to explore how IT-based techniques can

benefit the New Zealand construction industry.

Furthermore, discussions with construction managers and academics at workshops and
meetings held in Auckland in the initial phase of the current study established that
modern DMS tools are new in New Zealand. Although many New Zealand construction
projects were seeking to gain some advantages through new technologically-based
strategies, only a few could provide the study with an exploratory opportunity.
Therefore, a large sample of the population was not feasible in this study. Taking into
consideration the study’s objectives and research questions, the case study method was
found to be better suited for this research than other strategies. The next section presents
and discusses the process for implementing the case study strategy in the current

research.

5.3.1 DESIGNING CASE STUDY RESEARCH

When a case study has been selected as the strategy for a research study, in the next
step, as in other types of research investigation, the researcher needs to design or plan

how to conduct the research study (Yin, 2013).

Research design is introduced as the logic which links the data to be collected and the
conclusions to be drawn to the initial questions of the study ((Rowley, 2002). Design of
a case study calls for positivist and deductive approaches. This section argues for
definitions of questions and propositions in advance of data collection (Rowley, 2002;
Yin, 2013). Moreover, a research design could be viewed as an action plan for getting
from the questions to the conclusions (Yin, 2013). However, the design of the case
study should ensure that there is a clear view of what is to be achieved (Yin, 2013). In
the research plan, the basic components of the research need to be defined, with these
stated as follows (Rowley, 2002; Yin, 2013):

1- Research questions: Chapter 1, Section 1.2.3 discussed the formulation of the
research questions for the study. These questions were generated to address the
applicability of the utilisation of new planning approaches (SIS (Swarm

Intelligence Symposium) Committee, 2007) in the context of the selected case.
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4-

Propositions of the study: This component is required for descriptive and
explanatory studies (Scholz & Tietje, 2002). Some studies, in which a topic under
investigation is the subject of “exploration”, are based on experiments, surveys and
other research methods which provide a study with a legitimate reason for not
having any propositions (Yin, 2013). As the current research intended to answer the
question: “how can IT-based approaches support or facilitate management of
construction operations”, it tried to open the door for further examination of the
applicability of such approaches. Moreover, that general question led the study to
explore the behaviour of a particular construction operation, namely, the gantry
launching operation. The current research was found to be an exploratory type of
case study; thus, its purpose, as presented in Chapter 1, would support the current

study in not having study propositions at the design phase.

Units of analysis: The unit of analysis is another component which has been
introduced as a critical factor in a case study (Rowley, 2002). The research purpose,
questions, propositions and theoretical context determine the unit of analysis
(Rowley, 2002). The research questions of this study (Section 1.2.3) are directed
towards improving the management of operations and project productivity in
construction projects, through using a case study research strategy. Therefore, the
project site became central to the current research as the unit of observation and the
main unit of analysis. The research was conducted by observing different sub-
processes over time; therefore, this study contains multiple units of analysis. As
discussed in detail in Section 6.1, these sub-processes included: launching the twin-
truss gantry; preparation for delivery of super T-beams; delivery of super T-beams;
placement of the intermediate super T-beam on the span; placement of the edge
beam on the span; setting up the edge beam; temporary placement and permanent
placement of the super T-beam; setting up the gantry directions and runway beams
according to the curve of the ramp; and other processes. These sub-processes

became smaller units of analysis embedded into the main unit of analysis.

The logic linking the data to the propositions: The fourth component is linking the
data to the propositions. According to Yin (2013), this component foreshadows the
data analysis steps in the case study. To design a case study, the researcher needs to
be aware of the analysis techniques and their applicability, and to select the
techniques which suit the case study (Yin, 2013). As a result, the case study design

can create a more solid foundation for later analysis.
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5- The criteria for interpreting the findings: The last component to be included in case
study design is the criteria for interpreting the findings. The need for developing
criteria arises when statistical analyses are included in the study. In this situation,
statistical estimates serve as the criteria for interpreting the findings (Yin, 2013). As
many case studies do not rely on the use of statistics (such as the current research
study), the researcher needs to find other ways to develop these criteria. The main
purpose of having the criteria component in the case study design is to identify and
address rival explanations for the findings of the study (Yin, 2013). A detailed
discussion about this component is included in the data analysis phase of the case
study by Yin (2013). However, the current research presents the relevant discussion
in the data analysis section (Section 5.6).

5.3.1.1 Identifying a Case Study Design: Single or Multiple, Holistic or Embedded

As shown in Table 5.3, the two dimensions into which case study designs are classified
reflect the number of cases contributing to the design, and the number of units in each
case. As stated by Yin (2013), the researcher needs to distinguish between single and
multiple case designs prior to data collection. Single and multiple case studies are two
variants of case study design which some fields, such as political science and public
administration, for example, Agranoff and Radin (1991); Dion (2003); and Lijphart
(1975), have tried to distinguish between. The next sections discuss these different types

of case study designs.

Table 5.3 Types of case study design

Single case designs Multiple case designs
Holistic (single unit of analysis) Type 1 Type 3
Single/Holistic Multiple/Holistic
Embedded (multiple units of analysis) Type 2 Type 4
Single/Embedded Multiple/Embedded

5.3.1.2 Single Case Study Design
The following paragraphs present the rationale for the design of a single case study as
pointed out by Yin (2013).

As stated by Yin (2013), a single case meets all required conditions for testing the

theory, or for confirming, challenging or extending the theory. In addition, use of a
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single case can determine whether propositions of the theory are correct or whether
some alternative set of explanations could be more relevant. As noted by Allison and
Zelikow (1999), a single case can represent a significant contribution to the knowledge
and theory building as well as helping to refocus future investigations in an entire field.
According to Yin (2013), when the case is an extreme case or a unique case, this
presents a second rationale for a single case design. These situations are common in
clinical psychology. When a specific injury constitutes a rare case, any single case
merits documentation and analysis. Another rationale, as added by Yin (2013), applies
when a single case needs to be the representative or typical case: in this rationale, the
objective of the single case is to capture the circumstances and conditions of an

everyday or commonplace situation.

When an investigator has the opportunity to observe and analyse a phenomenon not
previously accessible to social science inquiry, according to Yin (2013), this presents a
further rationale for a single case design. As the single case design is revelatory in
nature, the recommendation is that other investigators use a single case design when
they start to deal with the same type of opportunity and are able to uncover the same

phenomenon.

Furthermore, the investigator should consider that a single case study presents the
vulnerability of later turning out not to be the appropriate case. Therefore, to minimise
the chances of misrepresentation and to maximise the access required for collecting case
study data, a careful investigation of potential cases is required. Yin (2013) suggests
that a fair warning is not to commit yourself to any single case study until all of such
concerns have been covered. Considering this point in selecting a case, the current
research was limited to a case with dates for commencement and completion that
matched the limited time available for undertaking the research. The current research
could thus follow up two rounds of operations in the case study, and had the chance to
verify model and framework development based on the second data set.

5.3.1.3 Multiple Case Study Design

With a study containing more than a single case, a multiple case design is the
appropriate design. According to Herriott and Firestone (1983), the advantages and
disadvantages of multiple case designs are distinctly different, with the evidence from
multiple case designs considered to be more compelling. Moreover, a study can be

regarded as more robust if its design is based on multiple cases. However, multiple
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cases are unable to meet the rationale for single case design. In comparison to single
case designs, conducting multiple case designs takes more time and requires more
resources. Furthermore, as the definition of single case implies, the unusual or rare case,
the critical case and the revelatory case are feasible for involvement of only a single
case. Therefore, it is challenging to decide to undertake multiple case studies (Yin,
2013).

As explained earlier, the aim of the current study and the situation of the construction
industry in New Zealand limited the chance of involving more than one case in this
study. Therefore, the design selected for the case study research was a single case. As
previously mentioned, the classification of case studies can be undertaken using two
dimensions. This subsection has discussed the first dimension, the one reflecting the
number(s) of cases included in the research study. The next subsection presents the

second dimension, the one associated with the unit of analysis.
5.3.1.4 Holistic and Embedded Case Study Design

Depending on the unit of analysis included in a case study, the case study design could
be holistic or embedded (as presented in Table 5.3). The same single case may involve
more than one unit of analysis, for example, when attention is given to a subunit or to
subunits. When a single case study deals with units, processes or projects within a
single case, then embedded single design is recommended (Scholz & Tietje, 2002; Yin,
2013), whereas holistic single design fits the study which is exploring a case in its
totality. Taking into consideration the unit of analysis for the current research study, as
discussed in Section 5.4.1 as well as the discussions about different case study designs,
this study has selected the single embedded case design for conducting the current case-

based research study.

5.3.2 RESEARCH METHODS USED TO COLLECT CASE STUDY DATA

With the research strategy chosen, the study then selected the techniques for data
collection. Various data collection methods are available under the case study approach.
As identi