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Abstract

Transmission control protocol (TCP) is not origlpadlesign for use in the mobile ad hoc
network (MANET) environments, and therefore it e@sa serious performance issues. The
transport layer issues such as link failure, nelwamyngestion and wireless channel error
degrade TCP performance. A research on developinmethod of improving TCP
performance in MANETS is required to assist ancédfit design and deployment of such
systems. TCP-WELCOME (Wireless Environment, Linkdes, and Congestion packet loss
ModEls) is found be a better TCP variant suitableMANETSs. However, TCP-WELCOME
has weaknesses especially it deployed the origioagestion control mechanism of TCP
New Reno to handle packet losses due to networgestion. The proposed TCP offers the
most adequate recovery strategy corresponds to ideatified packet loss by combining
features of both TCP-WELCOME and TCP-AW (Adaptivestivood), which improves the
TCP performance especially when recovering frorwaek congestion related packet losses.
This research aims to improve the performance ofP T®y redesigning
TCP-WELCOME's loss recovery algorithm and the rgsgl improvement is called
‘Enhanced TCP-WELCOME'. The performance of the jsmal TCP is evaluated by
extensive simulations using OPNET Modeler. Thisifhénvestigates the effect of varying
network sizes, node mobility, traffic loads and eléiss channel conditions on the system
performance. Empirical results obtained have shotiat the proposed Enhanced
TCP-WELCOME can offer higher throughputs and pacHetivery ratio, and lower
end-to-end delay and retransmission attempt thamxisting TCP-WELCOME for medium
to large size networks. An exhaustive comparativelysis of the proposed method and

TCP-WELCOME is also presented in this thesis.
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Chapter 1

Introduction

MANET connects a set of mobile nodes by using wssllinks. These nodes do not require a
central facilitated infrastructure to communicatéhweach other. The nodes do not stay
stationary on MANET environment hence the netwoodpotogy would be changing
frequently due to node mobility. TCP provides tbkable data transmission mechanisms and
compatibility with most other protocols and apptioas. It is the most commonly used
transport layer protocol in wired networks todayowgver, the standard TCP does not
perform well on MANET environments because the beha of data packet loss in wireless
environments is different from wired networks [Qontrary to wired network, TCP faces
several challenges due to the nature of the wsedss/ironments including, intermittent
disconnection, high error rates, lower throughpud arone to packet losses. These factors
affect the wireless channels lead to different lewé channel errors. The frequent change of
network topology increases the complexity of rogtand connection management [2], and
hence would cause network partitioning and linkufais and then degrades TCP connection
performance. Thus, TCP does not have the abilit§isgtnguish whether the packet loss is
due to channel errors, link failure, or network gestion. A better TCP for MANETS is
required to assist an efficient design and deplaoyroésuch systems.

TCP-WELCOME [3] was developed to recognize effitigithe common causes of data
packet loss (i.e. channel errors, link failurenetwork congestion) and take the appropriate
action for recovery by using Loss Differentiatiotgérithm and Loss Recovery Algorithm.
Loss differentiation algorithm is designed to idBnthe cause of data packet losses for TCP
within a MANET, and loss recovery algorithm takbe tmost suitable recovery mechanism
according to the identified packet loss model. M\eBLCOME is able to improve energy
consumption and TCP average throughput signifigantl also outperforms other TCP
variants in the most cases. However, TCP-WELCOMe&dubke normal congestion control
mechanism of TCP New Reno to handle network coiayestlated packet losses. The

network congestion recovery algorithm needs to beelbped in order to enhance the



performance of TCP-WELCOME. To improve the loss okexy algorithm of
TCP-WELCOME, TCP-AW is adopted in this project [4].is a rate and delay based
congestion control algorithm that improves netwaiKization substantially and co-exist

with TCP-New Reno without significant harm to thgér.

1.1 Objectives of this thesis

The objective of this research was to investigateethod of improving the traditional TCP
so that it can be efficiently used in wireless emwinents such as in MANETs. An
improved TCP, named Enhanced TCP-WELCOME has begpoped in this thesis. The
performance of the proposed TCP has been evaluayedimulation experiments.
Comparative evaluation of this protocol with thégoral TCP-WELCOME has also been

included.

In this thesis the following research question addressed:

How to improve the performance of TCP-WELCOME?

To approach this research question, this thesigmas and evaluated a new class of TCP
called Enhanced TCP-WELCOME developed as modibeatiof the original
TCP-WELCOME. The proposed TCP offers combined fegtwf both TCP-WELCOME
and TCP-AW. The loss recovery algorithm of TCP-WEMZE is redesigned so that TCP
can use the most adequate recovery strategy cormgspo each classified data packet loss
and achieves the better TCP performance especeidlgn handling network congestion
related packet losses. In particular, the factoas may influence the TCP performance in
MANET environment is considered in the experimeasigns and investigation of this

study, including network size, traffic load, nodebility and wireless channel conditions.

1.2 Thesis Structure

This thesis is organized as follows: The relatetditure and work are reviewed in Chapter 2.
Chapter 3 presents the research methodology wkialiséd to conduct the performance
results in this study. Chapter 4 proposes an ing@oV¥CP variant called Enhanced
TCP-WELCOME. The proposed method is also descrilvedhis chapter. Chapter 5
presented the simulation modeling and configuratiérthe proposed system. Chapter 6
presents simulation results and analysis. Finedigiclusion and future research directions are

discussed in Chapter 7.



Chapter 2

Literature Review

2.1 Introduction

The background material relevant to MANET and T€Rrovided in this chapter. MANET
characteristics are discusses in section 2.2. ¢tiose2.3, TCP performance degradation
issues over MANET are discussed. Section 2.4 dissusome contemporary TCP variants
introduced in the related research. The intendedareh is presented in section 2.5, and

finally, the summary of this chapter is in sectibf.

2.2 Mobile Ad Hoc Networks

MANET connects a set of mobile nodes by using wssllinks. These MANET nodes are
self-configuring and do not require a central figatiéd infrastructure to communicate with
each other. The nodes do not stay stationary on ERNnvironment hence the network
topology would be changing frequently due to noabitity. Mobility can be configured into
individual node mobility or group mobility and theutes is randomly selected or pre-defined.
However, the network performance may degrade dinedocation of the mobile nodes is
required to be learnt each time after the movenidm. MANET nodes reply on the battery
that only has limited power and the nodes are bt¢ o generate power generally, and
therefore, when traffic traverse through multiptaos prior to reach destination, it need to be
considerate of the energy conservation and re-uspeatrum.

Figure 2.1 represents that each MANET node is cedtat its transmission range circle
and can communicate with any node within its traesion range. For instance, node 1 and
node 2 are able to send and receive data with @heln because they are within each other’s
transmission ranges. However, because node 2 add Boare not within each other’s
transmission range, so node 2 can send data to3odky if node 1 is willing to forward the
packet. If there is any MANET node wants to send da node 1, 2, or 3, but it is in none of
the transmission ranges of all these nodes, thieriritpossible communicate with node 1, 2,

or 3 [5].



Figure 2.1: Mobile Ad Hoc Network with Three Nodes

2.3 Transmission Control Protocol

Transmission Control Protocol (TCP) is the most cmn transport layer protocol used in
the network environment. TCP uses the port numbeprbvide the process-to-process
communication [8]. TCP is a connection-oriented tgeol because it requires two

communicating end nodes to establish a virtual eotion for data transmission before
communication starts. TCP provides flow controlkoercontrol, and congestion control

mechanisms to ensure the reliability at the trartspayer, so it adds reliability and

connection-oriented features to Internet ProtodBl) (service. This research is mainly
focusing on the recovery algorithm of packet losas to the network congestion and loose

communication channel, so only the error contral emngestion control are discussed [6].

2.3.1 Error Control Mechanism

Error control includes error detection and errar@ction mechanisms. Error detection is used
to recognize if there is any segment is corruptest, duplicated or arriving at receiver side
out of order. TCP detects and corrects the erren ligentified through three TCP parameters,
which are checksum, acknowledgement and timeout.

Checksum is used to check if the segment is cad,pf it is, then the corrupted

segment would be dropped at receiver side and dsaghas segment loss. The data segment
receipt is confirmed by using acknowledgement seqrtieat is sent from the receiver to the

sender in TCP. Once the error been detected, T@RBnsmits the segments not been



acknowledged yet. There are two situations wouidgér the retransmission, expiry of
retransmission timer and three duplicate acknovdedmt segments received at sender side.
For the retransmission after Retransmission Tim@¢RUOD), it would be triggered due to the
segments have been sent but not yet acknowleddedvdlue of RTO is updated based on
Round Trip Time (RTT), so it would be dynamic sifiRET value is changeable. RTT is the
time taken for a segment to reach the destinatmm the source and for an acknowledgement
segment arrive at sender side. For the retransmisdier three duplicate acknowledgement
segments received at sender side, it retransnadtsegfpments that arrive at receiver side out of
order or the segments are discarded. This typeewansmissions would resend the lost

segment immediately, and therefore it is also @swas Fast Retransmission[6].

2.3.2 Congestion Control Mechanism

When the congestion is recognized within the netw®CP would start congestion control
mechanism which includes three phases: slow startgestion avoidance and congestion
detection. In the beginning of slow start phase, ¢bngestion window is cut down to one
Maximum Segment Size (MSS) and increases one MSE&h dime when an
acknowledgement segment is received. The congestimdow size would increase
exponentially until it reaches the slow start thidd defined by TCP, and hence the slow
start phase would end. In the congestion avoidphese, the congestion window size would
only increase additively each time when every segnie the congestion window is
acknowledged. When TCP requires retransmitting @msat, the congestion detection
mechanism would act accordingly. If the retransioisss due to RTO, the slow start
threshold would be set as one half of the currezg ef congestion window, the size of
congestion window decreases to one segment, andtbeslow start phase would start again.
If the sender receives three acknowledged segrastdrigger the retransmission, the slow
start threshold would also be set as one half efcilirrent size of congestion window, the
congestion window size would be set same as thve sflart threshold, and then begins the
congestion avoidance phase. TCP would remain igestion avoidance phase till another

RTO happens or it attempts to retransmit anotretrdegment[6].

2.3.3 TCP Performance Issues on MANET Environment
TCP is a reliable connection-oriented protocol Whiprovides important features of

connection management, flow control, error contrahd congestion control for data



transmission at the transport layer [10]. HoweVe&ZP was originally designed for wired
network environment so there are some issues appesake TCP suffers from performance
degradation when implemented in wireless netwodhsas MANET [16]. TCP faces several
challenges due to the nature of the wireless enriemts including, loose wireless channel,
intermittent disconnection, high error rates, lowleoughput, node mobility and prone to
packet losses. For instance, the behaviour of paoke in wireless environments is different
from wired networks and the complexity of routingdaconnection management increases
due to the frequent change of network topology TGP interprets all these random packet
losses is due to network congestion and triggegestion control algorithm to decrease data
sending rate by reducing the size of congestiord@ainmultiplicatively, and consequently it

would result in further TCP performance degradafin

2.4 TCP Variants

Various modifications to the existing TCP variahts’e been developed and reported in the
literature. Several recent proposed TCP variantsvaet to MANET environment are
focused in this section. This section firstly imtozes the loss differentiation algorithm and
loss recovery algorithm of TCP-WELCOME, and thennaantrates on the selected
literatures that focus on the performance improvamehich recovers from the packet loss

due to link failure and network congestion.

2.4.1 TCP-WELCOME

TCP- Wireless Environment, Link losses, and Corigaestpacket loss ModEls
(TCP-WELCOME) [3] is an implicit, end-to-end TCP riant that combines loss
differentiation and recovery algorithms facing diffnt kind of the packet loss models. It
does not require any intermediate nodes to supietnetworks. The parameters that
differentiate the cause of packet losses are diffdry the end-to-end solutions. Contrary to
other TCP variants that need the co-operation ftben receiver side, TCP-WELCOME
estimates the required measurements at the sedderand therefore the synchronism
between sender and receiver sides is not necessdinjs case. Since the introduced loss
differentiation and recovery algorithms are alse #md-to-end and sender-side solutions, it
would decrease the TCP overheads when executirggitalys and improve the overall
performance when interacting with other nodes withie network.

Loss Differentiation Algorithm
TCP-WELCOME implemented the loss differentiatiogalthm that is able to identify the



reason of data packet loss correctly for TCP witMANET environments. It should
differentiate between the packet loss models ingtudvireless channel error, network
congestion and link failure. The implemented lofffekntiation algorithm helps TCP to
notice the packet loss and identify the causesaokgt loss at the sender side by observing
the evolution of RTT samples history of sent pagkater the connection, RTO, and if three
duplicated acknowledgement packets are receivedilie triggers of packet loss).

The wireless channels established between the MAN&des are considered as the
unreliable communication medium. There are seviaetors that may affect the wireless
channel and then provide the unreliable data tréss$om, such as the conditions of the
weather, interferences from any other wireless asvior networks. In order to identify the
packet loss is wireless related or congestion edlathe evolution of RTT samples is
observed. The RTT value increases with time ifgaeket loss is due to network congestion;
this is because the queuing delay is increasdtkbdhtermediate nodes. Therefore, the packet
loss is not network congestion related if the etiotuof RTT samples is almost constant.
The consequence of link failure is similar to netkvoongestion because both of them would
cause the burst packet losses. However, it isaigoto differentiate if the packet loss is due
to link failure or network congestion by observiihg evolution of RTT samples. In the case
of link failure related packet losses, the valu&of evolution is almost stable, but the value
of RTT evolution increases with time in the lattexse. To distinguish between link failure
and wireless related packet losses, RTO and dupticacknowledgment packets are
monitored. It can be detected through RTO if themewnicate connection or the
intermediate channel within the route between twd Bodes is failed. On the other hand,
wireless related packet loss is not generally meizegl through RTO but duplicated
acknowledgement packets because burst packetslogs its nature. Figure 2.2 presents the
loss differentiation algorithm proposed in TCP-WHEDKIE.
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Figure 2.2: Loss Differentiation Algorithm of TCPEALCOME

Network Congestion Related Packet Loss Classificain

If RTT samples evolution of sent packets increag#stime, TCP-WELCOME classifies the
packet loss is due to network congestion. Thiseisabise when network congestion occurs,
the buffers of the mobiles nodes are filled gralguad the queuing delay would increase with
time, thus, the evolution of RTT samples is alsweased at the sender side. Therefore, it is
regardless of duplicated acknowledgement packetsRD® with respect to network

congestion related packet loss identification.

Wireless Related Packet Loss Classification

If RTT samples evolution of sent packets remainamgaverage value and does not highly
vary with time and three duplicated acknowledgenpakets is received at sender side, then
the data packet loss is classified as a consequahe@eless channel error. Both queuing
delay and network propagation would not be affeeted changed over the connection even
there is any unreliable channel within the routéwkeen the mobile nodes; hence the
evolution of RTT samples would remain almost camstather than increasing with time.
Moreover, if there is any channel error on the eoarhich is valid between the sender and
receiver mobile nodes, the sender can still alwaggive the acknowledgment packets by
forwarding the packets through other channels terimmediate nodes.

Link Failure Related Packet Loss Classification

If RTT samples evolution of sent packet does noy veth time and stays almost constant



but RTO is expired, then the packet loss is recamghias due to link failure in

TCP-WELCOME. Link failure is generally occurs withihe route that is used to forward the
data packets towards to the destination. Whenféiitlkire happens within the network, the ad
hoc routing protocol (AODV, Ad-Hoc On-Demand DistanVector) requires some time to
look up for the new route to forward the data p&zkié the time taken for discovering a new
route is longer than RTO value defined by TCP-WEMDand the evolution of RTT

samples is relatively constant, then TCP will dfgsthe packet loss is due to link failure.

When the sender receives duplicated acknowledgpaakets before RTO expires, then TCP
will classify the packet loss incorrectly sincewiill be identify as a wireless related loss.
However, this will have limited impact on TCP perfance because the reaction would still

be more appropriate compare traditional TCP.

Loss Recovery Algorithm

Once the packet loss model is identified by lo$tedintiation algorithm, TCP-WELCOME
uses the most suitable actions to retransmit tee gacket immediately according to the
diagnosed packet loss model in order to optimizeftst retransmission and fast recovery
performance. RTO expiration and three duplicatekhewledgement packets are used to
recognize and identify the cause of packet lodsss differentiation algorithm, and therefore,
the adjustment of RTO value and the TCP packestnigsion rate needs be also considered
in the packet loss recovery process. Figure 2.8emts the loss recovery algorithm proposed

in TCP-WELCOME.
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Figure2.3: Loss Recovery Algorithm of TCP-WELCOME

Network Congestion Related Packet Loss Recovery Algthm
TCP-WELCOME uses the congestion control algoritinTGP-New Reno for recovery if

the packet loss model is identified as network estign related.

Wireless Related Packet Loss Recovery Algorithm
Since the conditions of the network is not suppdsebe varied, and therefore the packet

transmission rate of TCP and RTO are not nece$sdrg updated.

Link Failure Related Packet Loss Recovery Algorithm

1) Adjustment of RTO value
After the new route is discovered by AODV routingtocol, the RTO value is required to be
updated based on the queuing delays and propagititie new route. The queuing delays
and propagation could affect and be representeRilldyvalue, and it can also directly reflect
the channel conditions over the connection, theeetbe recalculation of RTO value is
depending on the RTT values. The new value of Rilf@galculated as follows.

RTThew

RTOnew = (RTTold

) % RTOgyq (2.1)

Where RTTold is the RTT value over the old routéobeit failed, and RTTnew is the RTT
value over the new route that is discovered. The REO value is calculated after collecting

a number of RTT samples to ensure the accuradyeaégtimation.
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2) Adjustment of TCP Data Transmission Rate
The conditions of packet buffering and queuing mitthe end nodes and the path capacity
are the main parameters that require to be comsldehen adjusting the transmission rate.
The data transmission rate is estimated accordinige characteristic of new route and it is
calculated differently under different circumstasicBefore any packet loss is notified within
the network, TCP can use the actual rate of datesinission and its own congestion control
mechanism to handle packet queuing and bufferihg. FElated literature [29] proposed the
new solution that updates the congestion window Based on the characteristic of the new
route once the packet loss is detected. The RTdevialused in here again because it is able
to reflect the capabilities of the transmissiork$inThe new TCP data transmission rate is

calculated as follows.

RTTo1q

CWND,o,, = (RTTnew

) X CWNDq (2.2)

where CWNDold is the size of the congestion windosed for the previous failed route.
CWNDnew is the new congestion window size that Wwél used over the new discovered

route.

2.4.2TCP-Adaptive Westwood

TCP-AW implemented a delay and rate based comgestontrol algorithm which
combines the best features of TCP-Adaptive Bandwiditare Estimation (TCPW-ABSE) [8]
and TCP-Adaptive Reno. [4] TCP-AW was designed ngprove network utilization
substantially and co-exist with TCP-New Reno witha@ignificant harm to the latter.
TCP-AW estimates the eligible transmission rate as&b the information of packet loss and
delays simultaneously in the congestion control maetsm, and therefore it is able to
provide superior round trip time fairness, bandbietfficiency and friendliness compare with
other loss based or delay based TCP models. TCRa#&dtuces fours steps to approach the

TCP performance enhancement.

1) Safe Slow Start
TCP-AW adopted the Eligible Rate Estimation (ERIgpathm introduced in TCP-ABSE to
predict the impending congestion and avoid pactss$ in order to reduce retransmission

attempts and achieve better efficiency. ERE is daseACKSs arriving interval and used to

11



estimate the capacity of receiver buffer to deedéerthe congestion window increment
during the slow start. The proposed the idea ddtera pause or skip increment to slow down

the congestion window increasing rate is given wgih

IF(Slow Start AND (ERE * (RTT — RTT min)) > 0)
then IF ((CWND mod 2) == 0)
CWND = CWND + 1
else

Create a pause or skip increment

2) Incipient Congestion Detection
Generally when congestion occurs in the networkydtld take some time to build up the
queue, and therefore it cannot detect the congestimediately due to the RTT value would
not increase promptly. Similar to the popular T@Rant, TCP-Westwood, the researchers [4]
used the rate estimation to detect the network estimn before RTT value increasing. The
modified RTT value, RTT was used for the congestion detection which iscileed as

follows.

RTTC = RTT + max {( 22255 - 1),0} (2.3)

For the best TCP performance in non-congested mitvwbe value of CWND / RTT

supposes to be equal to the value of ERE, henceé Rdlild be equal to RTT. Since the
arriving interval of ACKs would change rapidly afteetwork congestion, the ERE value
would change immediately as well. In this case, BRke would become small before the
value of CWND / RTT actually gets small. Therefarken RTT is greater than RTT, that

shows the network is congested and the congestmrnirot mechanism should react

promptly.

3) Light — Weight ERE Calculation
The ERE calculation introduced in TCP-ABSE requigasrmous ACKSs history which may
degrade the performance. Accordingly, TCP-AW preploa new rate estimation algorithm
which does not require a large ACKs history anglauld be more suitable in the high-speed

network environment. The calculation is describgdoows.
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_ ZT] >(tk_1—Tk) d]

EREgample = Tk 24

_ 4CwND - I (g, -Ty) B (2.5)
4CWND + ZTj>(tk—1_Tk) d]

EREx = 8 EREx_; + (1 — 8)EREgample (2.6)

Where dj is the amount of data report by ACK j, &ad is the time instance at which k-1th
ACK is received at the sender side. Tk is the tiaken when is EREsample calculated using
the arriving interval of ACK k, and Tj is the tinteken when is EREsample calculated using
the arriving interval of ACK jé would be the time-vary coefficient at Tk.

4) Final Tunings
In TCP-AW, the congestion window increment is basadthe packet loss interval time in
order to ensure RTT fairness during the congestimidance. The proposed mechanism is

given below [4].

RTT— RTTmin\ RTTmin
CWNDgy¢ = (ol — CWND S-—min) o 2.7)
CWND = CWND + CWNDy, if CWNDg;s < 0 (2.8)
CWND = CWND + CWNDgire™, if CWNDgir > 0 (2.9)

Wherea is the coefficient of congestion window incremearid the value is assigned as 0.2
based on non-congestion time interval, which i® d@blincrease friendliness and gain more
network utilization. L is the time period betweemot network congestion related packet
losses occur. c is the packet loss time intervhichvis able to reflect the congestion level in
long term, and value of ¢ would be less than 0.4 somore accurate for congestion level

estimation. RTTref is the gain factor for effecteafch error on RTT.

2.4.3 E-TCP
The reason of best effort is generally assignatiédrype of Service (ToS) at the application
layer automatically, the best effort traffic ararsed and superior timeout would be more

susceptible in Quality-of-Service (QoS)-aware MANEfvironment, especially when TCP
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facing long delays but handling the data generdigdielay sensitive application. The
proposed Enhanced TCP (E-TCP) [9] is a cross-lmgstel which adjusts the retransmission
timer and prioritizing TCP ACKs to avoid retransgig of superior timeout and traffic
starvation when processing the high priority tatfke voice connection. E-TCP achieves
better retransmission efficiency, delay, good-mud atilization of communication channel.

The introduced approaches for TCP performance eenaent are discussed below.

1) Prioritization of TCP ACKs
Contrary to other control packet, TCP ACKs are modritized and considered as the data
packets. If an ACK packet is delayed and the tiaiet to reach the source node is longer
than the defined retransmission timeout, then T€Rumes the ACK packet is lost and
retransmits the packets again. For prioritizing TEEKS, the fifth access category was
defined in E-TCP and assigned as the highest fyiofihe idea of assigning the highest
priority for TCP ACKs is to ensure the packets vibubach the source node before the
transmission timer expires. In an uplink and domkliraffic coexist network, it would be
able to lead to the best effort traffic prioritimat because the data packets piggyback some
TCP ACKS during the transmission. However, it witlly prioritize the TCP ACKs which
are data-less otherwise it would degrade the pedboce of delay sensitive applications in
this case. The TCP performance degradation mayedamnsthe ToS is assigned as best effort
at the transport layer, and therefore, ToS is assigas network control (reserved value 224)
to the data-less TCP ACKs to address this issue aptinize the data transmission

efficiency.

2) Superior Timeouts Reduction

E-TCP optimizes the resource utilization by adpgsthe RTO value to limit the attempts
of retransmission due to the medium contention. Pphepose of introducing the RTO
adjustment is to allow the TCP ACKS are able toche#he sender node before the
retransmission timer actually expires. E-TCP freettee retransmission timer countdown
when the medium is sensed busy and the timer resustinsmission countdown once the
medium is idle. Even it would add the additionalage on RTO values by halting the
retransmission timer; however, this additional gekflects the status of medium contention.
The additional delay is added to RTO every timertteglium is sensed busy and generated

continuously until the retransmission timer expiggsthe TCP ACKS is received at the
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sender side.

E-TCP relies on the collision avoidance mechanisovided in the Medium Access
Control (MAC) layer to monitor the status of the dien contention. The MAC layer
notifies the transport layer of medium availabilitgsed on the value of Network Allocation
Vector (NAV) parameter, which informs and allows thode to access the medium for a
specific period of time. If the value of NAV is gtter than zero, the medium is considered as
busy, and the medium is sensed as idle otherwibes Status information of medium

contention would then inform to the transport lafyem the MAC layer.

2.4.4 RED Tuning Approach for TCP Performance

The related literature [10] introduced the approattuning one of TCP congestion control
mechanism, Random Early Detection (RED), to hatitdepacket loss due to link failure and
optimize the TCP performance on MANET environméirilike other related work focus on
updating congestion window size and RTO value, pneposed scheme modified the
parameters of RED, which is one of the congestantrol variables and it also can influence
the TCP performance. Generally, the early congeslietection in TCP helps to notify the
sender if there are any randomly discarded packetsigh RED, but RED cannot identify
the packet is dropped due to network congestiodingr failure when implemented on
MANET. Furthermore, the size of average queue leggbws rapidly and even exceeds the
minimum threshold while TCP is looking up for neauting path, and once the average
queue length size if greater than the maximum Lwoles the arriving data packets would be
discarded at sender side and results in TCP pesftzen degradation. And therefore the
related RED parameters, the average queue lermgthrainimum and maximum thresholds,
are updated to enhance the performance in the gedpecheme. In order to handle the link
failure due to the MANET node mobility, the adjustmh of RED parameters are described as

follows.

MaximumThreshold = MinimumThreshold X x (2.10)

AverageQueueLength = (1 — Weight) x AverageQueueLength + Weight x SampleLength (2.11)
For the equation of adjusting maximum threshold,thlue of x is set as 3. For the equation

of calculating the average queue length, it canmaea low-pass filter which can avoid the

average queue length increases rapidly in the eathork congestion phase. The range of
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the weight value is assigned between one to zketioe ivalue of weight is assigned too small,
then it is not able to reflect the actual queugtlenAlso if the value of weight is set too big,
then early network congestion cannot be filtered.

The researchers [10] also introduced a self-corditipn algorithm for tuning the RED
parameters dynamically to handle the node mobility the further performance
improvement. The value of minimum threshold wasated to temporarily accommodate the
increasing of data packet amount generated dutteg new route look-up. The RED

algorithm is given below.

IF (Next Packet == Previous Packet) then
Counter = Counter + 1
IF (Counter > Threshold Value) then
IF (Minimum Threshold < Maximum Threshold) then
Minimum Threshold+= B * (Maximum Threshold — Minimum Threshold
initial value)
ELSE IF (Counter > 0) then
Counter = Counter — 1
IF (Minimum Threshold > Minimum Threshold initighlue) then
Minimum Threshold—= B * (Maximum Threshold — Minimum Threshold initial

value)

If the first packet on the queue is not deliverad eetain on the queue, then increment of the
counter would be additively. The communication atenis considered as failed if this
situation remains the same and the value of coimgmeater than the threshold value. In this
case, RED requires adjusting the minimum threslold assigns a higher value into it to
temporarily tolerate the generated packets durimg éstablishment of the new link.
Otherwise, the minimum threshold value would beated to its original value gradually.
The amount of packets to decrease or increage*igMaximum Threshold — Minimum

Threshold initial value), where the valuefios the range of 0 to 1.
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Table 2.1: Key researchers and their main coniohstfor the performance improvement of

TCP

Researchers | Contribution Key concepts/description
Henna. 2009 TCP-Vegas, TCP-Tahoe, | Investigated the performance of TCP
TCP-Reno, TCP-New Renag| variants under random packet loss rate
TCP-SACK, TCP-Veno,
TCP-Westwood,
TCP-Westwood New Reno
and TCP-New Jersey [7]
Kim et al., TCP-Vegas and TCP-Reno| Investigated the suitable TCP variant for
2006 [11] smooth integration by evaluating the
performance
Mbarushimang E-TCP [9] Proposed a cross-Layer TCP enhancement
and Shahrabi. that can avoid the unnecessary
2009 retransmission and traffic starvation
Wu et al., TCP-HO [12] Proposed the method that can minintiee |t
2007 handoff bandwidth delay by estimating the
bandwidth of new link
Seddik-Ghaleh TCP-WELCOME [3] Investigated the reasons for padsses
et al., 2009 and then developed an appropriate recovery
mechanism.

2.5 Intended Research
This research aims to improve the performance oP D@er MANETs by modifying the
existing TCP-WELCOME. After an in-depth literatueview, TCP-WELCOME is found to
be better suited for MANETs compared to other vasaof TCP. It enhanced the
performance of TCP by adopting loss differentiatédgorithm and loss recovery algorithm
which can identify the packet loss models more gtely and trigger the proper recovery
process accordingly. However, TCP-WELCOME has weakes especially with its loss
recovery algorithm. This thesis attempts to redesigCP-WELCOME's loss recovery
algorithm to improve TCP performance called Enhdnt€P-WELCOME. The detailed
description of Enhanced TCP-WELCOME is presentedhapter 4.

Since TCP-WELCOME was originally designed for smadltwork with low speed
MANET nodes, so the scenarios on network size famughe small, small-medium and

medium networks in this experiment. A small netwaith less than 10 nodes, the number of
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nodes in a small-medium network would be greatan tt0 but less than 20 and the node size
of a medium network would be defined with 20. Thebitity of the MANET nodes would
be considered in all scenarios in this experim&he low node speeds would be used to
represent the people movement, for instance, wgl&imd running in the office. Traffic load
considers general traffic load, medium load andviheaad. Furthermore, the varying
wireless channel conditions would influence the Tg&formance, and therefore the data
transmission over the perfect and noisy wirelesanobls would be considered in the
scenarios. The conducted experiment design andstige¢ion are discussed in detail in

Chapter 5.

2.6 Summary

This chapter provides the background informationMANET environment, and several
literatures of recently proposed TCP variants axgewed and discussed. Precisely, a closer
look at the introduced TCP performance improvenagyroaches in the relevant variants
provides the significant information of the diffases on the adjustment of the performance
related parameters. The objective of the reseado imodify the existing TCP variant,
TCP-WELCOME, to achieve the better performance eoément. The scenarios would
focus on the influence of network size, traffic dpanode mobility and conditions of
communication channel impact on TCP performanc®#8NET environment. A simulation
approach will be used to evaluate the TCP perfoomavith different defined scenarios; the

detail of research methodology is presented in @&n&p
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Chapter 3
Research Methodology

3.1 Introduction

This chapter outlined the research methodology usedevaluating and analyzing the
proposed Enhanced TCP-WELCOME. Section 3.2 dissubseadvantage and disadvantage
of the three methodologies been generally usetidrr¢lated research areas. The strengths
and weaknesses of the popular simulators used@ér viariants evaluation and performance

analysis are discussed in section 3.3. Sectiosu#marises this chapter.

3.2 Research Paradigm

For network modeling and performance evaluatiothin related areas, the methodologies
used generally include analytical modeling, compugienulation and direct experiment.
Analytical analysis involves the development of neMormation based on the spatial
analysis and the mathematical computation. Analtemalysis is difficult to operate and
control the protocol [16] even it may be able tfirtea new TCP variant. Besides, due to the
node mobility and scalability of MANETS, it is clerhging to configure and reconfigure the
nodes in the large networks with the frequentlyngjeml topology.

The acquired modeling and evaluation results oédairexperiment would be more
accurate since the experiment is carried out inrdadity. The information of the TCP
behaviour and the performance related parametarbeaasily observed if direct experiment
is used to model the network. However, it is natye® implement the MANET network if
using direct experiment in this study due to thmglexity of the MANET environment and
the cost of the required resources and efforts.

The system based simulation experiment is ableotsteuct the network model and
evaluate the model with consists of defined scesarsing a simulator (a computer program)
to acquire the solution and approach the reseasah &imulation experiment can build a
model like a real world system and be able to olgsand predict the variant behaviour in the

system, it can reduce the cost mentioned in diexgteriment, and also, the MANET
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implementation complexity issue would not be arigdren using the simulator for network
modeling. Simulation experiment not only can geteethe results of defined measurement
to prove the analytical model, but also can evelufie new variant performance and
compare with the performance of existing variarawidver, simulation experiment requires
the user to have good background knowledge abeusithulator, or the evaluation results
and the obtained solutions may not be represeatativaccurate in the otherwise. If a
simulator is easy to use, able to generate thel @i appropriate analysis results and also
has the flexibility when developing or modifyingetmodel, then the simulator is considered
as a good simulator [16].Apart from using a goadwator, the credibility of the findings
acquired from the simulation experiment also retiesthe result verification and validation
process to ensure the viability, which including thalidation of parameters and event,
operational graphics, and comparison of the obtamesults and valid historical data [17]
[18].

Simulation methodology is commonly used to evaluhéproposed model and carry out
the solution to approach the related research ipnebecause only few assumptions is
required and it can behave like a real world syst€he TCP modification complexity
would need the features provided by a simulatoh sicflexibility of model development
and validation, and performance evaluation. Theegfio address the research question (i.e.
How to improve the performance of TCP-WELCOMtBe simulation methodology is
adopted to examine the impact on TCP performanceM&MNET by constructing the
proposed TCP variant, evaluating the performanod, @mparing the results with the
performance of the existing variant. Various dedireeenarios will be used to study the
impact of proposed TCP variant performance in MAN&EWironment based on OPNET

Modeler. The simulation modelling and scenariosdiseussed in detail in Chapter 5.

3.3 Optimized Network Engineering Tool (OPNET) Simiator
There are several existing simulators that candeel to compare the network performance.
The most popular and commonly used simulators &duete the impact on performance of
TCP variants over wireless networks are NS2 and EXPModeler.

NS2 was originally designed for the wired netwarkidations, and now is also able to
support the simulations over wireless networkss & discrete event network simulator and
core programming language of NS2 is C++. NS2 isafnthe simulators that can build the

model like a network system in the real world, @nldas the open source license, which is
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another reason to make it become a popular. Therscane drawbacks when using NS2 as
the simulator in the experiment, which includeslihmted documentation, the inconsistency

of the programming environment across differergdaséd versions. Furthermore, it is lack of
tool to describe the scenarios used for simuladiod most of tools are in the scripting

language and therefore it would be difficult to dglthe code and learn the background
knowledge of the simulator [19] [20].

OPNET Modeler is a discrete event and object-oeigrgimulator which is able to
perform the simulation for general networks. Thedeling environment provided by
OPNET Modeler can achieve the parameter and ewadinlation, ease the implantation and
construction of the model of the scenarios, anofférs the simulation results comparison
and analysis of the network performance. Contrarfd$2, OPNET ensures the consistency
of programming environment across the releasedorexsuser friendly interface and it is
embedded with model library, results analysis taold different types of editors. It is used
for simulation experiment widely to evaluate anélgre the network model performance,
and it is capable to model the TCP variant over NEANenvironment. OPNET employs the
three tier hierarchical modeling architecture. Thst tier is used to design the network
topology for the model, the second tier consistdag traffic flow, and the third tier handles
the data flow control by using the process edittuis three tier hierarchical architecture is
significant when modeling, and evaluating and ifegsthe TCP variant on MANET
environment.

There are some disadvantages to use OPNET Modglarsamulation tool. OPNET
Modeler is a commercial package which the cost ditnd relatively expensive and heavily
controlled. On another hand, running the simulabonOPNET Modeler requires a large
amount of CPU usage, so it would cost higher coingytower. However, it does not only
offer the useful embedded tools, but also provitiesuser friendly graphical interface, and
the output evaluation result is also graphical ead be customized, and therefore, OPNET

Modeler would be used for the simulation experimerthis research.

3.4 Summary

This chapter described three methodologies beeeargiin used for modeling the networks
and evaluating the performance. There are somebaicks when using analytical and direct
experiment to model TCP variant on the complex MAN&nvironment. The simulation
experiment methodology is chosen to model and atalthe TCP variant in this research. It
is able to construct the model like a system inréed world. OPNET Modeler is able to
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simulate the defined scenarios easily and genettade valid result to represent the
performance of TCP variant more accurately. Thezesame drawbacks in OPNET Modeler,
however, it can still consider as a good simuldtecause of its strength, so it would be
suitable to use OPNET Modeler for the simulatiopegiment in this research.
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Chapter 4
Enhanced TCP-WELCOME

4.1 Introduction
In this chapter, an Enhanced TCP-WELCOME is progote improve the overall

performance of TCP in MANETs. The algorithm of thgroposed Enhanced
TCP-WELCOME is presented in Section 4.2. The predosystem offers the combined
features of TCP-WELCOME and TCP-AW to identify thecket loss model correctly and

performs the recovery process accordingly. SeetiBrsummarises this chapter

4.2 Proposal Algorithm

Enhanced TCP-WELCOME implements the loss diffeeinth algorithm and loss recovery
algorithm for congestion detection and act appeiply according to the identified packet
loss model. It also combines the features of TCPJdy\to improve the early congestion
detection process and handle the network congestitated packet loss model more
efficiently rather than just use the traditionahgestion control mechanism of TCP-New
Reno proposed in TCP-WELCOME. Figure 4.3 presehts flow chart of Enhanced

TCP-WELCOME algorithm.
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Figure 4.1: Proposed Enhanced TCP-WELCOME Algorithm

4.2.1 Loss Differentiation Algorithm

The loss differentiation algorithm implemented inhanced TCP-WELCOME is used to
identify the reason of packet discarded duringdat transmission accurately. The general
cause of packet loss includes network congestiak failure and wireless channel error. The
loss differentiation algorithm is able to detect fhacket discarded and identify the packet
loss model at the sender side. In order to dehecpacket loss, the parameters related to the
packet loss trigger are observed during the trassiom, including RTO, three duplicated
ACKs, and the RTT value.

Contrary to TCP-WELCOME requires monitoring a higtaf evolution of RTT
samples, Enhanced TCP-WELCOME adopted the IncigBamtgestion Detect mechanism
introduced in TCP-AW which does not need a largewm of RTT history and can detect
the congestion before RTT value actually increaBegect the congestion in the network
through RTT value would need to take longer timevsit for the queue to be built up and
results in the RTT value, hence it is not abledtedt the congestion immediately when the
data packets starts to be discarded. The detailogiified RTT value introduced in incipient
congestion detection is described as follows.

RTTE = RTT + max{(% - 1)y, o} (4.1)
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The light-weight ERE calculation algorithm proposéd Enhanced TCP-WELCOME
resembles TCP-AW but does not require ACK history.

CWND

Srate = RTTmin (4.2)
T, = RTT X (rate~ EREprev) (4.3)
rate
EREsample — AcknowleT(‘ifed_bytes (4.4)
__ 4CWND - Acknowledged _bytes (4 5)
" 4CWND + Acknowledged_bytes ’
EREy = 8 ERE;_; + (1 — 8)EREgumple (4.6)

where Srate is the instantaneous sending rateERigprev is the generated ERE value used
for the previous transmission. Tk is the time taldren is EREsample calculated using the
arriving interval of ACK k, and Tj is the time takevhen is EREsample calculated using the
arriving interval of ACK j.6 would be the time-vary coefficient at Tk.

To identify the packet loss is link failure related network congestion related, the
value of RTT is observed. If the packet loss is as a consegueftink failure, then the
value RTT would be less or equal to the RTT value, butéf RT T value is greater than the
RTT value, then the packet loss is diagnosed asonktcongestion related. It can also
differentiate if packet loss is caused by wirelehannel error or network congestion by
observing the RTTvalue, when the value of RTT is less than RValue, then the packet
loss model is identified as a consequence of n&twongestion, otherwise, it would be
considered a the wireless channel error relatedepdoss. To distinguish between link
failure and wireless related packet losses, tharpaters related to the triggers of the
retransmission are monitored. It can be recognizemigh RTO if the data transmission link
or the intermediate link within the route betweender and receiver nodes is down. Besides,
wireless related packet loss is generally detetttexigh three duplicated ACKs because it is
not its nature if burst packet loss occurs. Figdrg illustrates the loss differentiation
algorithm proposed in TCP-WELCOME.
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Histery of RTT Evalution
.

R-l_l—l: = R-l_l— Link Eaiture ‘Wireless Channel Error

Network Congestion

RTTc = RTT

' TCP Packet Loss Triggers

Three DupBcated
RTO
Acknowledgement Packets

Figure 4.2: Loss Differentiation Algorithm in Enreaad TCP-WELCOME

Network Congestion Related Packet Loss Classificain

If RTTC value is greater than the RTT value, Enhanced WER-COME classifies the packet
loss is due to network congestion. This is becamsen network congestion occurs, the
arrival time of ACK would be change promptly anduks in the value of ERE changes
immediately as well. Therefore, it is regardlesshoée duplicated acknowledgement packets

or RTO with respect to network congestion relatackpt loss identification.

Wireless Related Packet Loss Classification

When the value of RTTis less or equal to the RTT value and three dafsit
acknowledgement packets is received at senderthigie the data packet loss is classified as
a consequence of wireless channel error. Both ggedglay and network propagation would
not be affected and changed over the connection #nge is any unreliable channel within
the route between the mobile nodes. Moreover, eéfahis any channel error on the route
which is valid between the sender and receiver lnabddes, the sender can still always

receive the ACKs by forwarding the packets throatiter paths or intermediate nodes.

Link Failure Related Packet Loss Classification

Link failure is generally occurs within the routeat is used to forward the data packets
towards to the destination. When link failure hapgpwithin the network, the ad hoc routing
protocol (AODV) requires some time to look up fbetnew route to forward the data packets.

If the time taken for discovering a new route isder than RTO value defined by Enhanced
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TCP-WELCOME and the RTTvalue is equal or less than RTT value, then TCRIavo
classify the packet loss is due to link failure. &ihthe sender receives three duplicated
ACKs before RTO expires, then TCP wou