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Abstract- The paper describes a method of using 
evolutionary computation technique for parameter optimisation 
of evolving connectionist systems (ECOS) that operate in an on- 
line, life-long learning mode. ECOS evolve their structure and 
functionality from an incoming stream of data in either a 
supervised-, or/and in an unsupervised mode. The algorithm is 
illustrated on a case study of predicting a chaotic time-series 
that changes its dynamics over time. With the on-line parameter 
optimisatiou of ECOS, a faster adaptation and a better 
prediction is achieved. The method is practically applicable for 
real time applications. 

1. INTRODUCTION -PARAMETER OPTMISATION OF ON- 
LINE LEARNING SYSTEMS 

Evolving processes are difficult to model because some of 
their parameters may not he known a priori; unexpected 
perturbations or changes may happen at certain time of their 
development; they are not strictly predictable in a longer 
term. Thus, modelling of such processes is a challenging task 
with a lot of practical applications in life sciences and 
engineering. 

One paradigm introduced for modelling evolving 
processes is called evolving connectionist systems (ECOS) 
[l-31. ECOS evolve their structure and functionality over 
time from incoming data. ECOS need also to have evolving, 
adapting parameter values that would respond to changes in 
the modelled processes. In practice, evolving processes often 
change their dynamics, e.g. a stock index series move from 
one state (e.g. pseudo-periodic), to another (e.g. chaotic). 

The paper introduces a method and an algorithm for on- 
line parameter optimisation of ECOS that is efficient 
especially when the dynamics of the modelled (predicted) 
time series change over time. This is a continuation of the 
developed GA-optimisation method for parameter 
optimisation of ECOS applied in an off-line learning mode 
on a classification task [4]. 

11. PRINCIPLES OFEVOLVING CONNECTIONIST SYSTEMS 
(ECOS) 

Evolving connectionist systems (ECOS) are multi- 
modular, connectionist architectures that facilitate modelling 

of evolving processes and knowledge discovery [l-31. An 
ECOS may consist of many evolving connectionist modules. 

An ECOS is a neural network that operates continuously 
in time and adapts its structure and functionality through a 
continuous interaction with the environment and with other 
systems according to: (i) a set of parameters P that are 
subject to change during the system operation; (ii) an 
incoming continuous flow of information with unknown 
distribution; (iii) a goal (rationale) criteria (also subject to 
modification) that is applied to optimise the performance of 
the system over time. 

The set of parameters P of an ECOS can be regarded as a 
chromosome of ”genes” of the evolving system and 
evolutionary computation can be applied for their 
optimisation [4]. 

The evolving connectionist systems presented in [ 1-31 
have the following specific characteristics: 

dimensions. 
2) They learn in on-line, incremental. fast learning - 

possibly through one pass of data propagation. 

3) They learn in a life-long learning mode. 

4) They learn as both individual systems, and as part of an 
evolutionary population of such systems. 

5) They have evolving structures and use constructive 
learning. 

6) They learn locally and locally partition the problem 
space, thus allowing for a fast adaptation and tracing the 
evolving processes over time. 

7) They facilitate different kind of knowledge 
representation and extraction, mostly - memory based, 
statistical and symbolic knowledge. . 

The evolving connectionist models presented in [l-31 are 
knowledge-based models, facilitating Zadeh-Mamdani fuzzy 
rules (EFuNN, HyFIS), Takagi-Sugeno fuzzy rules 
(DENFIS), on-line fuzzy clustering (ECM). 

1) They evolve in an open space, not necessarily of fixed 

0-7803-7898-9/03/517 .OO 02003 IEEE 438 

Authorized licensed use limited to: Auckland University of Technology. Downloaded on April 1, 2009 at 21:03 from IEEE Xplore.  Restrictions apply.



One of the ECOS models is called evolving fuzzy neural 
A block network (EfuNN) [I-31 and used in this paper. 

diagram ofEfuNN is shown in fig.1. 

output 
--f 

Figure 1. A block diagram of EfuNN 

EfuNN consists of 5 layers - input layer, fuzzy input 
membership functions layer; rule (case) node layer; fuzzy 
output membership functions layer; and output layer. 

There are two distinct phases of ECOS operation. In the 
first-, the learning phase, data vectors are fed into the system 
one by one with their known classes. The learning sequence 
of each iteration is described in fig.2. 

Start training and EfuNN Set initial values for the system 
parameters: number of membership functions; initial 
sensitivity thresholds (default Sj=0.9) also used as a radius of 
the receptive filed for the rule node R=I-Sj; error threshold 
E, aggregation parameter Nagg - number of consecutive 
examples after each aggregation is performed; pruning 
parameters OLD an Pr; a value for m (in m-of-n mode); 
maximum radius limit Rmax; thresholds TI  and T2 for rule 
extraction. 

Set the first rule node ro to memorise the first example 

(x,y): Wl(ro)=xf, and WZ(ro)=yf; 

Loop over presentations of new input-output pairs (x,y): 

( Evaluate the local normalised fuzzy distance D between xt 

and the existing rule node connections W1 

Calculate the activation A I  of the rule node layer. Find the 

closest rule node rx (or the closest m rule nodes in case of m- 

of-n mode) to the fuzzy input vector xrfor which Al(rx) >= Sr 

(sensitivity threshold for the node rk), 

ifthere is no such a.node, create a new rule node for (xr,yr), 

else 

Find the activation of the fuzzy output layer A2=W2.Al(l- 

D(W1,xJ)) and the normalised output error Err= 1) y- y’IJ I 

Nout. 

ifErr > E, create a new rule node to 

accommodate the current example (X&, else 

Update W 1  (rk) and W2(r3 according to (2) and (3) (in case 

of m-ofn system update all them rule nodes with the highest 

AI activation). 

Apply aggregation procedure of rule nodes after each group 

of Nagg examples are presented 

Update the values for the rule node rx parameters Sk, Rk, 

Age(rd, T A  (r3. 

Prune rule nodes if necessary, as defined by pruning 

parameters. 

Extract rules from the rule nodes ) 

Figure 2.  The algorithm for training an EFuNN 

The above described EfuNN has several parameters that 
need to be optimized according to the data set used. 
These are: 

1) Maximum sensitivity threshold (radius of the 
receptive field - Rmax) 

2) m-of-n value 

3) Error threshold E. 

An algorithm for this task is presented in the next 
section. 

111. ON-LINE PARAMETER OFCIMISATION OFECOS BASED 
ON EVOLUTIONARY COMPUTATION 

ECOS learn both in a supervised and unsupervised mode. 
There are two types of ECOS’ parameters; the first one 
consists of parameters that change through the learning 
phase; the second one constitutes parameters that do not 
change through the learning process hut defining it. For the 
EFuNN structure the parameters that change during learning 
are the rule nodes and their connection weight W1 and W2. 
The parameters that are predefined before learning are: 1. 
number of membership functions; 2.value for m-of-n 
parameter; %error threshold; 4.maximum receptive field; 
S.rule extraction threshold, 6.numbers of examples for 
aggregation; and 7.pruning parameters. Here we focus on the 
optimisation of some of the second type of parameters, by the 
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use of an evolutionary computation algorithm as an 
additional “loop” of the learning process. 

Once the ECOS parameter values are fixed, ECOS learn 
to attain the best performance at the given set of parameter 
values, that is, at the given point in the parameter space. 
Given different parameter sets, each ECOS attains a different 
performance level with different connection weights learned. 
ECOS reaches the hest performance at some optimal point. in 
the area of the parameter space. Our aim is to let ECOS 
search for this optimal point in the parameter space along 
with their training on new data. The optimal point generally 
depends on the environment. i.e. on the input-output data that 
is presented. Therefore, once the environment changes, 
ECOS “needs” to search for a new optimal point in the 
parameter space. 

The on-line search for the optimal parameter values at 
each point in time is done here through evolutionary 
computation (EC).EC comprises algorithms based on a 
heuristic approach [5-19]. EC enable an effective search to 
be applied to multiple individuals in parallel. The search 
converges after a number of iterations to an optimal or some 
sub-optimal point in the complex landscape of the parameter 
values defined by a fitness function. The diversity of multiple 
ECOS individuals makes it possible to keep not only the 
present optimal point, but also keep some candidates suitable 
for a future changed environment. 

The framework of the proposed on-line parameter 
optimisation procedure is as follows: 

1) We define certain time window during which each 
ECOS in a population of individuals learns via supervised 
and unsupervised algorithm with fixed parameter values. 

2 )  At the end of the time window, each ECOS is 
evaluated by the root mean square error (RMSE) of the 
prediction for the data over the time window or on some 
other testing data set. 

3) The obtained evaluation is used as a fitness value of 
the individual in a genetic algorithm (CA), or in another EC 
algorithm. 

4) The GA operators of reproduction, crossover and 
mutation are applied to the genotype, which codes parameter 
values of each ECOS, to produce the next generation of 
population. 

5 )  The newly created individuals (ECOS) inherit their 
rule node information from their parent. At the same time, a 
certain number of data from the time window are stored and 
used to evaluate the new ECOS individuals. 

6) The new population of ECOS starts learning with fixed 
parameter values on the data composed of stored preceding 
data and some new data. 

7) The learning process with fixed parameter values 
continues for the window width, and the GA loop is iterated 

every window width. The C A  fitness is defined by the data in 
a current time window, which “moves” with 50 to 90% 
overlap. 

For the successful performance of both the on-line 
learning and the on-line parameter optimisation, the 
characteristic time scale of the learning of individual ECOS 
should be shorter than one generation of CA, which should 
be shorter than the time scale of the environmental change. 

In [I] a block diagram of a C A  parameter optimisation 
procedure when ensembles (populations) are created from an 
ECOS and the best ECOS selected. This ECOS is used to 
generate the new ensemble of ECOS through parameter value 
perturbation. 

Iv. ON-LINE PARAMETER OPTIMIZATION BY EVOLUTIONARY 
COMPUTATION FOR CHAOTIC DYNAMIC TIME SERIES 

PREDICTION 

In the present paper, on-line optimisation is applied to the 
time series prediction, which nature may change in a certain 
time scale. The on-line learning with parameter optimisation 
is demonstrated on the Mackey-Glass (MG) time series 
prediction task. The MG time series is generated with a time- 
delay differential equation as follows: 

0.2 x( t  - 0 
d r  1 + x y t  -0 

- 0.1 x(1) (1) - d x ( 0  -- 

where 7 is a time delay system control parameter. This 
time series is well known and shows chaotic dynamics in 
some range of 7. Chaos is a dynamic system, which is 
seemingly irregular in a sense that there is no fixed point to 
converge. The prediction problem of the time series 
generated by (1) is as follows: given data vectors, [x(t-18), 
x( t - lZ) ,  x(1-6), x( t ) ]  as inputs, to predict the future value 
x(t+6), under the initial conditions x(0)  = 1.2, x ( t )  = 0 for t < 
0. The change of the environment for the E F u ”  learning is 
given by the step-wise change of the 7 value. The change of 7 
causes the change of the input-output mapping to be learned 
by EFuNN. which is attained by the different optimal 
parameter values. 

In the following simulation, the MG equation given by (1) 
is used with 7 = 17 for the initial incoming data, after which it 
changes to 19. The chaotic nature and the change of its 
attractor is shown in Fig. Za, which is a phase map (x( t ) ,  
x(1+6) ) for T = 17 and 19 respectively. 

The similar structures of the two-phase maps indicate that 
the attractors are not drastically changed by the change of 7 
from 17 to 19, still there are differences that may cause the 
ECOS system to fail to predict properly the time series with 
the changed parameter value. In the simulation, EFuNN first 
learns and optimises the parameters to predict the MG series 
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with 'T = 17, and at the time point t = 600 the MG parameter 'T 

changes to 19. Fig. 2b. shows the M G  time series plotted at 
every integer time steps. 
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Fig. 2a. Phase maps of the Mackey-Glass data with I = 17 (and I = 19 
respectively 
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Fig. 2b. ?he Mackey-Glass MG time series data with T = 17 (lime 
points from 0 lill 599) and T r 19 (from time point 1 = 600 onwards) 

he time window for the learning and for the evolutionary 
loop .is set to 200 data points, with 90% overlap between 

consecutive windows. The size of the EFuNh' population is 
12. The optimized parameters by the GA are: 1. Number of 
the highest activated rule nodes used for both the training and 
the recall procedure (m-of-n, value range: 1 - 8); 2. 
Maximum value of the receptive field (value range: 0.75 - 
0.95); 3. Error threshold (value range: 0.05 - 0.25). The first 
parameter is coded by 3-bit binary digits and the following 
two parameters are coded by 6-bit binary digits. The parallel 
loops of learning and parameter optimization are executed by 
the following procedure. 

stepl: These 3 parameter values are randomly 'selected 
from certain ranges to compose an initial population of 12 
EFuNNs (TABEL 1). Take the first 200 data for the first 
learning phase of each of the 12 EFuNNs. 

step2: Each E F u "  learns on the 200 data to create new 
rule nodes and update existing rule nodes under the 
predefined parameter values. 

step3: After the learning phase on the first window of 
data, each individual EFuNN is evaluated by its RMSE used 
as a fitness function (see Table 1). Conventional GA 
operations of reproduction by a roulette selection based on 
this fitness value, and crossover and mutation, are applied to 
generate a new population. 

step4: New individuals inherit the rule nodes from their 
parent individual. 

step5: Take the next 20 data points and previous 180 data 
points to compose a new learning data set. 

step6: Return to step2 and repeat steps 2-5 throughout the 
whole data set. 

The simulation results are shown in Fig.3 and Fig.4, 
where solid lines represent the results or parameters for the 
EFuNN learning with GA parameter optimization and dashed 
lines are for the EFuNN with fixed parameters. Fig.3 shows 
the RMSE of two EFuNN learning procedures on the whole 
data set. The upper line (dashed) is RMSE of the best 
E F u "  from the population of 12 (the 64,  which have the 
same parameter values as the EFuNNs in stepl of the 
preceding procedure but without parameter optimization, and 
the lower line (solid) is the RMSE of the EFuNN with GA 
on-line parameter optimization. It is obvious that the EFuNN 
with the on-line parameter optimization adapts faster to the 
changes in the dynamics of the time-series and its RMSE is 
much smaller. 

Fig. 4. shows the number of rule nodes in the two 
EFuNNs, while Fig. 5., Fig. 6. and Fig. 7.  show how the 
parameters m-of-n, Maxfield and Errthr change over time as 
a result of the GA optimization procedure. 

As a result of the parameter optimisation after the time 
moment t = 600 there are more rule nodes created in the 
optimised EFuNN than in the EFuNN with fixed parameter 
values. 
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TABLE I 

PoPULATlON AND THE RMSES ERROR O8TAlW.D AFTER TRAINING T H E  
ENNNS ON THE FIRST WINDOW OF INCOMING DATA 

INITIAL PARAMETERS FOR THE INITIAL 12 EFUNNS IN THE STATRTING 

I I 
0 200 400 600 800 1000 1200 

ExamDles 

Fig. 3. The RMSE of EFuNN learning without (upper graph) and with 
(lower graph) on-line optimization. Note that at time point 600 the 

dynamics of the time senes changed (fmm T = 17 to T = 19). 

J 
0 200 400 600 800 I000 I200 

Examples 

0 200 400 600 800 loo0 
Examples 

00 

Fig. 5 .  The change of the values of the parameter "M-of-n" for the 
aptimised EFuNN (for the other EFuNN this parameter has a fixed value of 
7) 

I I 
0 200 400 M)O 800 loo0 12M) 

Exsmplcs 

Fig. 6. The paramiter "Marfielb' values in the two EfuNNs 

Fig. 7. The change of the parameter "Emhi' values over time for the 
optimised EFuNN. 

Fig. 4. The change in the number of rule nodes over time in the two EfuNN 
models (without optimisation -dotted line, and with optimisation -solid 

line) 

It can be seen that the "m-of-n" parameter stabilises its 
optimal value to 2, This value will not only guarantee a 
better RMSE, but a faster recall procedure as only 2 rule 
node activation values will be calculated for each input 
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vector, rather than 7 in the other case. Fig. 6 shows the 
change in the parameter values of the parameter “Maximum 
field” for the optimised EFuNN that stabilises around 0.78 
while the fixed value is 0.76. Fig. 7. shows that the parameter 
Errthr stabilises at a value around 0.08. For not-optimised 
one the value is fixed at 0.12. 

V. CONCLUSIONS 

Further development of the method presented includes on- 
line optimisation of the sei of input variables (feature 
optimisation and feature selection). The ECOS paradigm has 
a broad spectrum of applications in life sciences, especially 
in bio-informatics [20] and brain study [21] as the paradigm 
adopts principles from both areas. It is also a power tool for 
adaptive prediction, decision making and control. The 
optimisation algorithm presented in this paper for ECOS 
parameter optimisation makes the main characteristics of 
ECOS. such as adaptive learning and rule extraction, even 
more useful for a large scope of on-line applications. The 
proposed algorithm can be applied to other evolving 
connectionist models based on clustering, such as RBF (see 
for example the ZISC system [22]). 
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