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Abstract

Cognitive radio (CR) is a promising technique to enhance the spectrum utilisation

by enabling the CR users to opportunistic access the spectrum holes or channels. CR

ad hoc network is a multi-channel environment where channel status changes over

time depending on primary users’ (PUs) activities. Analogous to control channel

establishment in traditional multi-channel ad hoc network, rendezvous in CR ad hoc

network is one of the most important processes for a pair of unknown CR users

to initiate communication. Most of the existing research have utilised a common

control channel to achieve rendezvous. This utilization generates channel saturation,

extreme transmission overhead of control information, and a point of vulnerability.

The traditional designs for rendezvous protocols do not support an ad-hoc CR network

model. Therefore, this thesis is focused on improving control channel establishment

to solve the rendezvous problem and support further CR ad-hoc networks.

This thesis proposes a new channel hopping (CH) scheme called extended torus

quorum channel hoping (ETQCH) for asymmetric and asynchronous pair wise RDV

in CR ad-hoc networks. The ETQCH employs channel ranking information for allo-

cating more slots to high-rank channels than low-rank ones. The system dynamically

updates the CH sequence by replacing channels from both the licensed and unlicensed

bands to protect intermittent PUs.

Channel hopping sequence scheme is a mathematical concept to guarantee overlap

between two CR users. A successful RDV establishment depends on successful channel

probe or control packet exchange which is a MAC layer issue. Therefore, a new MAC

protocol named cognitive radio rendezvous (CR-RDV) MAC is proposed to facilitate

xiv



xv

the multiuser contention in CR ad-hoc networks. CR-RDV is developed by re-defining

the traditional backooff procedure and incorporating a sensing period immediately

after the request-to-send; the incumbent PU’s transmission is protected and blocking

problems are resolved. The analysis and simulation results show the potential to

minimise service interruption, block node problems, and efficiently utilise dynamic

radio resources. The thesis also provides a guideline for CR system planners to

design and deployment of dense networks with active PUs.
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Chapter 1

Introduction

With the increasing demand for new wireless services and applications, as well as

the increasing demand for higher capacity, wireless networks become highly hetero-

geneous. In this context, it is essential to have updated information on the radio

environment to enhance the overall network performance. So far, most of the ra-

dio spectrum is predominantly assigned by the national authority to several service

providers, companies or institutes for exclusive use over national areas on a long term

basis. The outcomes of several investigations have shown that the lack of spectrum

is not an issue, but the fact that radio resources are used inefficiently. According

to Federal Communication Commission (FCC), up to 85% of the assigned spectrum

is underutilized in major urban areas due to static spectrum allocation policy [5].

This fixed static spectrum allocation policy is one of the main reasons behind this

varying licensed band inefficient spectrum underutilization. On the other hand, the

unlicensed portion of the spectrum the ISM 2.4 GHz and 5 GHz band has become

overcrowded due to WLAN, Bluetooth, cordless phones, microwave ovens and other

devices. In this situation, a new system should be deployed to efficiently utilize avail-

able spectrum resources in a dynamic way to fulfil growing bandwidth demands [6].

The new system should be able to sense the spectrum, detect spectrum holes

and utilize these spectrum holes to improve overall spectrum utilization. Hence, a

1
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promising functionality is required to be built into future terminals that have the

cognitive capability to assist with the dynamic spectrum allocation (DSA), which

allows more efficient utilization of radio resources by changing the spectrum allocation

on demand [7]. The CR approach is one of the most promising concepts to realize

DSA which facilitate the flexible usage of radio spectrum [8]. CRs are currently being

considered as an alternative to current wireless devices in many applications such

as smart grid [9], public safety [10], cellular networks [11–13], and wireless medical

networks [14].

1.1 Background and Motivation

Wireless ad-hoc network with CR devices known as cognitive radio ad-hoc networks

(CRAHNs), gain importance for envisioned future ubiquitous communication due

to their cognitive capability to use the radio resources in an opportunistic manner.

CRAHNs is a dynamic multichannel environment where the channel status changes

over time depending on surrounding radio users activities. Hence, it is essential

for a CR node to detect and identify the neighbors to initiate communication in

CRAHNs which corresponds to rendezvous (RDV). In multi-channel wireless ad-hoc

environment, RDV is the first key step for CR users to be able to communicate

with each other. To achieve RDV, CCC and CH are often used to exchange control

information. Despite the advantage of CH over CCC due to single point failure,

control saturation and incumbent users protection policy, some challenges have not

yet been addressed in the design of a CH protocol:

Asymmetric Channel Information: In multi-channel CRAHNs, different CRs

may have different channel information due to relative geographical locations and

radio environment. Based on channel information, we can consider two cases: in the

symmetric case, all CRs have access to the same subset of the spectrum, and in the
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asymmetric case, CRs may have access to a different set of channels. Most of the

existing research has focused on the symmetric case only, supposing that all the CRs

observe the same set of available channels. This leads to an inefficient utilisation of

the spectrum and wastes network resources.

Intermittent PUs: Although CRs can enhance the network utilisation by oppor-

tunistically utilising the unused spectrum, the effect of intermittent PUs is significant

and has been less explored. To minimise the interference with PUs, most of the ex-

isting protocols remove the PU-occupied channel from the channel list. However, it

may reduce the interference but the channel list becomes progressively shorter and

decrease the RDV achievement probability. Moreover, consecutive spectrum handoffs

by CRs among different unoccupied channels have a negative effect in terms of delay,

and thus an effective solution should be developed.

Spectrum Sharing: In multi-user CRAHNs, multiple CR users are contending for

the same channel to establish RDV. Hence, it is necessary to have an efficient MAC

protocol to facilitate the channel contention and spectrum sharing. Most of the

existing CR-MAC protocols utilise the reactive spectrum handoff policy to cope with

intermittent PUs which increase the control overhead and delays in CRAHNs.

To address the above issues and challenges, the following contributions are made.

• Develop a new RDV protocol to achieve RDV on available common channel and

minimise performance fluctuation. The system must handle channel asymme-

try, asynchrony between CR nodes and sudden appearance of PUs on serving

channel.

• Propose a new CR-RDV MAC protocol to handle the multiuser contention

in CRAHNs. The most important feature of this protocol is proactive link

maintenance with minimum control overhead in the case of PUs appearance.
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1.2 Research Problems

In this thesis, RDV in CRAHNs is addressed as a potential research problem. RDV

problem as initially described in [15] defines an optimal meeting criteria for two unit-

speed players randomly placed in a known region according to known independent

distributions. The RDV problem in CRAHNs has some additional requirements such

as two players may not have locally known search region i.e. the search region is

asymmetric and asynchronous between the players. Let’s consider, there are at least

two or more CR users in CRAHNs to act as players and the search region can be

defined as a set of non-overlapping channels C = {C0, C1, C2, ..., CN−1} where N is

the number of available channels in the system. Now assume that two players, say

user i and user j observe Ci = {Ci
0, C

i
1, C

i
2, ..., C

i
M−1} and Cj = {Cj

0 , C
j
1 , C

j
2 , ..., C

j
N−1}

set of channels with M and N in size respectively. Hence, the RDV problem can be

defined as a search sequence followed by Users i and j, such that User i and User j

can meet each other within minimum time.

The search sequence can be written as a tuple of two elements where the first

element is time and the second element is the channel on which it searches for the

other player at this instant, i.e. A = {(0, a0), (1, a1), ..., (i, ai), ..., (t− 1, at−1)}. Here

ai ∈ (0, N − 1) represent the channel index. To achieve RDV, two search sequence A

and B have to have at least one overlap in the search sequence, i.e. A
⋂
B 6= 0. The

idea is to minimise the average time it takes for pair of nodes to achieve RDV, which

can be expressed as a linear optimisation problem as follows:

minimise T (1.1)

subject to ∀A,B ∈ C,A 6= B

C(rotate(A, k), rotate(B, l)) = N, ∀k, l ∈ [0, T − 1]

The average time to achieve RDV is a ratio of length of the search sequence and
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number of overlaps within the search period. Hence Eqn. 1.2 can be written as:

maximise (A
⋂

B) (1.2)

subject to ∀A,B ∈ C,A 6= B

C(rotate(A, k), rotate(B, l)) = N, ∀k, l ∈ [0, T − 1]

The first constraint of the linear problem define the global search region for both

A and B and the second constraint consider the time asynchrony between two search

sequences.

The work carried out in this thesis is either an improvement made on previous

studies in this field with some extensions or existing methods are integrated in a

novel way to achieve better performance. The research questions related to RDV

establishment in CRAHNs can be formulated as follows:

1. What are the factors that affect RDV performance in CRAHNs?

2. What should be the search strategy to achieve RDV in asymmetric CRAHNs?

3. How to solve the RDV problem in asynchronous CRAHNs?

4. How to minimise the RDV collisions in multiuser CRAHNs?

5. How to minimise the channel access delay in CRAHNs?

The first three questions in particular are related to design of a search sequence in

asymmetric asynchronous CRAHNs. The rest of the questions handle the channel

contention in multi-user CRAHNs based on the adopted search strategy proposed to

answer the former questions. All these question will be answered in the rest of the

thesis.



6

1.3 Research Methodology for Investigation

Wireless communication systems is an applied research discipline, in the sense that it

frequently applies theory from other disciplines, such as economics, computer science,

engineering and the social sciences, to solve the problems of wireless communication

systems. Considerable research currently conducted in the wireless communication

areas focuses on understanding phenomena and finding new truths which is generally

known as “natural science” research. On the other hand, design science research,

focuses on creation: “how things ought to be in order to attain goals and to function”

[?]. The purpose of design is “to change existing situations into preferred ones” [?].

Design science research creates an artifact (something created by humans usually for

a practical purpose). Two important characteristics of design science artifacts are

relevance and novelty. First, an artefact must solve an important problem: i.e. being

relevant. Second, to differentiate design science research from routine design, [16]

suggest that design science research should address either an unsolved problem in a

unique and innovative way or a solved problem in a more effective or efficient way. The

main of objective of this thesis is to identify and quantify the key factors influencing

RDV performance. To achieve this objective both analytical and simulation methods

have been used to estimate the system performance.Fig. 1.1 shows the modified design

science research method adopted in this thesis.

To predict the performance of RDV protocols, analytical modelling is widely used

in the literature. Interestingly, RDV is a mathematical problem reported in [17–20]

whose authors developed several analytical models to find an optimal solution during

the search period in the two player environment. Working along this line, researchers

from the wireless community have also presented a number of analytical models [21–

23] for the same problem. Moreover, channel access in multi-user wireless scenario

is well studied in the literature [24–27] using analytical modelling with the help of
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Figure 1.1: Modified design science research method.

probability, Markov chain and queuing theory.

Traditionally, the theoretical models are validated either by simulation or test

bed or combination of both. Since it is difficult setting up a real world large scale

deployment, simulations are often considered as the optimal approach of studying

the performance of ad-hoc networks. There are many open source and proprietary

simulators available in practice within the research community that allow users to

have a better control of nodes and network environment and parameters.

In this thesis MATLAB is used as a primary tool for the performance study of

CRAHNs, including the performance evaluation of a new CH protocol (Chapter 4)

and a new MAC protocol (Chapter 6). The combination of analysis capabilities, flex-

ibility, and reusability of the code makes MATLAB the premier software for scientific

researchers. Authors in [28] showed that around 31% of the research published in

year 2007 to 2009 used MATLAB as a simulation tool in telecommunication stud-

ies. The most important feature of MATLAB is its programming capability, which

is very easy to learn and to use, and which allows user-developed functions. Another

motivation of using MATLAB is that one can compare the proposed approach with

the other protocols on a single common and pre-validated platform for simulations.

The study carries out in this thesis mostly focuses on control channel establishment
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which involves channel sensing and initial channel negotiation in a single hop network.

Matlab is one of the simplest but efficient simulator, especially for physical and data

link layer. Alternatively, NS − 2 simulation package can be used, however, which is

more effective for network layer protocols.

Figure 1.2 shows the map of CR functionalities built in MATLAB. A detailed

description of energy detection based spectrum sensing is described in chapter 5. The

energy detector based approach is the widely used spectrum sensing because of its

low computational and implementation complexities. When the primary user signal is

unknown or the receiver cannot gather sufficient information about the primary user

signal, the energy detection method is used. Channel ranking is the core of the RDV

protocol proposed in this thesis. A linear optimisation based channel ranking method

is developed in chapter 3 based on PU and CRs activities in the system. MATLAB

has an in-built optimisation function to carry out the channel ranking operation.

Finally the MAC process is well studied in the literature based on MATLAB based

simulators.

In this thesis, the performance evaluation are presented in chapter 4 for the CH

protocol and chapter 6 for the MAC protocol. Chapter 4, evaluates the performance

of the proposed ETQCH protocol with existing channel rank based RDV protocols.

However, it also compares the results with some non-channel rank based CH protocol

in different network configurations. ATTR and degree of overlap are used to quantify

the performance. A mathematical closed form formula is derived to estimate the

degree of overlap in terms of quorum overlap size. In chapter 6, performance of

the CR-RDV MAC protocol is analysed and compared with the well established

CSMA/CA protocol. It is considered that both the protocols utilise the same CH

scheme for RDV. The verification of the accuracy of the simulation results involves

comparison with an analytical model. The proposed ETQCH and CR-RDV protocols

were found to be flexible and effective to establish and maintain RDV in CRAHNs.
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Figure 1.2: Block diagram of the adopted performance evaluation methodology.
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1.4 Thesis Contributions

The thesis provides the following main contributions. A CH sequence based on the

concept of a torus quorum system to overcome the channel asymmetry and asynchrony

challenges is proposed. A MAC protocol is proposed to implement the proposed

concept in multi-user CRAHNs.

ETQCH: Extended Torus Quorum Channel Hopping

Rendezvous in CRAHNs is a key measure for a pair of unknown CRs users to initiate

communication. Due to the dynamic radio environment, RDV on a predetermined

CCC cannot be guaranteed. CH provides an efficient method to guarantee RDV in

CRAHNs. To design a CH scheme, assumption of symmetric channel information is

widely employed in the literature. Unfortunately, in a dynamic radio environment

CR nodes may observe a different set of channels. Moreover, the existing CH based

schemes still suffer from high average time to rendezvous (ATTR) and low degree of

overlap due to random channel selection for CH sequence design. To enhance the

RDV performance, the CH sequences are designed based on channel quantity using

different mathematical concepts such as prime number theory, Chinese remainder

theory (CRT), quorum system and combinatorial block design and so on. This thesis

claims that RDV in CRAHNs can be enhanced by considering channel quality infor-

mation in CH design. It is assumed that neighboring nodes experience a similar PU

activity with high probability which implies that there is a high correlation between

their channel ranking [29].

Based on the above assumption, a channel ranking based CH scheme is proposed

under blind (i.e. unknown) and asymmetric channel information scenarios. The

fundamental idea is to assign more time slots to the channel with higher rank. The

proposed approach, which exploits the rotation closure property of a torus quorum

system to capture the asynchrony in CH sequence between two users is called extended
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torus quorum channel hopping (ETQCH). The extension of the torus quorum system

is proposed to tackle the asymmetric channel information observed by different CR

nodes.

CR-RDV: Cognitive Radio Rendezvous MAC Protocol

The ETQCH is a RDV concept that uses the available spectrum more efficiently based

on channel ranking. However, ETQCH is a mathematical concept, and some open

issues still exist as mentioned in research question 4 and 5. Thus, a detailed MAC

protocol is needed to answer the aforementioned questions.

In order to handle the RDV collision issue mentioned above, the CR-RDV protocol

considers a two radio transceiver architecture. During RDV operation, a CR node

sends a channel probing packet according to the CH sequence and waits for a reply.

Upon reply, RDV will be established. It could happen that some other CR nodes

already achieved RDV on the probing channel which causes a RDV collision with the

current RDV attempt. To eliminate the RDV collision, a parallel sensing policy is

proposed. So when a CR node performs RDV in one channel, the next channel from

the CH sequence will be sensed in parallel using the additional radio. If the channel

is found to be busy, it will be eliminated from the channel list and replaced by the

previously achieved RDV channel or the best channel from the channel list.

To minimise the channel access delay due to channel negotiation or multi-user channel

contention for both RDV and data channel, the CR-RDV modifies the carrier sense

multiple access (CSMA/CA) protocol. Some modifications are proposed to control

messages to make the coordination process between sender and receiver more efficient.

For example, extra fields are added to control messages to negotiate DC, BC and RC

during the RDV process between the transmitter and receiver.

To cope with sudden PU appearance, the CR-RDV uses the BC concept. The BC is

negotiated between the transmitter and receiver prior to the actual data transmission.
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Thus, when a PU appears, both sender and receiver switch to the BC without addi-

tional control messages which leads to minimising the control overhead required to

find a new channel in the case of PU’s appearance. Furthermore, neighboring nodes

are informed about channel switching to further reduce the collisions.

1.5 Structure of the Thesis

This thesis has eight chapters with the structure shown in Fig. 1.3.

Figure 1.3: Structure of the thesis
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Chapter 2 provides a detailed overview of CR technology and its functionalities.

Furthermore, RDV in CRAHNs is introduced and discussed the difference with tradi-

tional ad-hoc networks. It also contains a review of previous studies on RDV schemes

for CRAHNs. In the review, the existing RDV schemes which includes CCC and

CH methods are investigated. In the context of CH, various RDV CH approaches

are summarised and they are classified based on underlying mathematical concepts.

Based on the survey, various performance issues are identified to design a CH RDV

scheme.

Chapter 3 presents a new CH RDV scheme, ETQCH, to achieve RDV in asym-

metric asynchronous CRAHNs. ETQCH utilises the extended torus quorum structure

and maps the channel based on channel ranking. A linear optimisation based channel

ranking method is introduced considering both PUs and CRs collision probability.

In this chapter, an adaptive ETQCH is described to protect the intermittent PUs

transmission.

Chapter 4 reports the performance enhancement achieved by using the ETQCH

protocol. A mathematical formulation is derived to estimate the degree of overlap

in terms of expected quorum overlap size. A detailed simulation set up and results

are presented to verify that the ETQCH performs better than that of both existing

channel rank and non-channel rank based CH protocols.

Chapter 5 addresses the issues and challenges in the design of a CR MAC pro-

tocol through a brief literature review. A new CR MAC protocol called CR-RDV

is proposed to implement the RDV concept in chapter 3. The CR-RDV protocol is

developed as a modification of the CSMA/CA virtual carrier sensing (VCS) method

that overcomes the blocking problem due to unsuccessful transmission from neighbors

node. Moreover, a protocol state machine of the CR-RDV protocol is described to

understand the protocol behavior.

Chapter 6 presents the both the analytical and simulation results of the CR-RDV
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MAC protocol. A theoretical formulation, based on a Markov chain is discussed in

detail to evaluate the performance of the proposed CR-RDV protocol. It is also exten-

sively evaluated using simulation. The simulations are conducted in three different

network environments: (i) dense network i.e. number of nodes in the network (ii)

large network i.e. network resources (iii) highly active PUs.

Chapter 7 reports the major findings from chapter 3 to 6 from the perspective

of system planning and deployment. This relates the key factors influencing RDV

performance in CRAHNs to design and deployment in a real environment. Further-

more a number of possible future developments of this research are highlighted in this

chapter.

Chapter 8 summaries the contributions and concludes the thesis. The concluding

remarks are also drawn from system planner point of view to provide a guideline or

study before deployment of a CR based ad-hoc network.



Chapter 2

Cognitive Radio and Rendezvous
Protocols

2.1 Introduction

In chapter 1, the motivation for the performance estimation and improvement of

RDV establishment in CRAHNs was presented. In a multi-channel wireless ad-hoc

environment, RDV is the first key step for CR users to be able to communicate

with each other. RDV in CRAHNs is analogous to control channel establishment in

traditional multi-channel wireless ad-hoc networks despite fixed channel assignment.

Hence, one of the main objectives of this thesis was to identify and quantify the

key factors influencing RDV design. To achieve this objective, a brief introduction

to cognitive radio and its basic components is required, which is included in this

chapter. The chapter also discusses the requirements in the design of CR-related

RDV protocols.

In Section 2.2 the basic definition of CR and its cognition cycle is discussed. The

cognition cycle includes the control processes of a CR in utilising and analysing the

surrounding spectrum knowledge to modify its transmission parameters in an adaptive

manner. Section 2.3 presents the RDV concept in CRAHNs and its difference to

15
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traditional multi-channel ad-hoc networks. In Section 2.4, a review of the literature

considering the design and performance improvement of the CR RDV protocol is

described. Further, the well-known RDV protocols for CRAHNs and their main

concepts are highlighted in that section. It also describes the CH RDV protocols

and classifies them based on the underlying mathematical concepts. In Section 2.5

various performance issues concerning CH based RDV protocols are presented. Three

important design issues in CR RDV protocols are discussed in Section 2.6: channel

state information, PU activity and time synchronization. Finally, the chapter is

summarised in section 2.7.

2.2 Cognitive Radio

Cognitive Radio (CR) is one of the most promising concepts in facilitating the flexible

usage of the radio spectrum and enhancing the spectrum utilisation by enabling unli-

censed users to exploit the spectrum in an opportunistic manner. The term ”cognitive

radio” was introduced by J. Mitola in a number of publications (e.g., [8], [30]) includ-

ing his PhD thesis [31]. According to his definition, cognitive radio can be described

as an autonomous radio frequency transceiver which can intelligently detect whether

a particular segment of the radio spectrum is in use, and jump into (and out of) the

temporarily unused spectrum very rapidly without interfering with the transmission

of other authorized users [31]. A much narrower definition was introduced by the

Federal Communications Commission (FCC): “a CR radio is a radio that can change

its transmitter parameters based on the environment in which it operates” [5]. Since

the FCC’s definition was coined, many studies in the literature have focused on this

narrower view. In this context, Haykin [32] defines CR as a radio capable of being

aware of its surroundings, learning, and adaptively changing its operating parameters

in real-time with the objective of providing reliable anytime, anywhere, spectrally
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efficient communication.

In general, cognitive radios must be intelligent enough to learn the radio environ-

ment and adapt the transmission/reception parameters to meet performance require-

ments and maximise the spectrum efficiency. Operation of the cognitive radio can

be described by the cognitive cycle as shown in Fig. 2.1. The steps involved in the

cognitive cycle are discussed below:

Figure 2.1: Cognitive cycle [1]

Spectrum Sensing

The cognitive cycle starts with sensing the radio environment and analysing the RF

stimuli through transmitter detection, receiver detection and level of interference.

The sensed spectrum information must be sufficient for the cognitive radio to reach

accurate conclusions regarding the radio environment. Furthermore, spectrum sens-

ing must be fast in order to track the temporal variations in the radio environment.
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Existing spectrum sensing techniques depend on detecting the activities of the pri-

mary transmitters. Such schemes are generally classified as matched filter detection,

energy detection, feature detection, and interference temperature measurement. The

purpose of spectrum sensing is to classify the frequency bands in its surroundings.

There are three categories: black space, grey space and white space. Black space

indicates that, this portion of frequency band is occupied by the licence user with

a high power signal. Grey space means the frequency band is temporarily occupied

by licence user with a low power signal, and if it is free of licence users it is known

as white space or spectrum holes. Fig. 2.2 illustrates the concept of spectrum white

space.

Figure 2.2: Concept of spectrum white space [1]

Spectrum Decision

The result of spectrum sensing process is a list of spectrum holes, which is utilized

in the spectrum decision process to select the appropriate spectrum bands accord-

ing to the user QoS requirements. QoS requirements includes quality of spectrum
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bands in terms of transmission power and availability(time duration) of the spectrum

band. However, none of these qualities can be assured without prior information

regarding the statistical behaviors of the PUs. Moreover, if the current serving spec-

trum band does not support the required QoS, the CR nodes will always search for

another spectrum band and reconfigure its transmission or physical parameters to

operate. As a consequence, the CR node has to update its routing table in multi-hop

communication.

Spectrum Sharing

Based on the channel capacity information gained from the spectrum decision process,

CR users will share the available radio resources for transmission. The spectrum

sharing issue is raised when multiple CR users are trying to access the spectrum.

In infrastructure-based network architecture, this issue can be controlled by the CR

base station. However, this issue become more severe in a distributed network, where

nodes will make their decisions independently. Hence a set of rules to share and access

the available channels among CR users is required. Alongside that, it is necessary to

control the transmission power in order to avoid interference with other CR users or

PU transmission.

Spectrum Mobility

After completing the contention period, the CR node starts its transmission. However,

the most important challenge is to share the licensed spectrum without interfering

with the transmission of other licensed users. Hence, a CR node should immediately

vacate the spectrum upon detection of a licensed user on the particular frequency

band, known as spectrum handoff or spectrum mobility. In spectrum handoff, a

temporary communication break is inevitable due to the process of discovering a

new available spectrum band. Since the available spectrum is discontiguous and

distributed over a wide frequency range, CR users may require the reconfiguration
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of the operation frequency in its RF front-end, which leads to significant throughput

degradation due to communication and switching overheads. Moreover, the protocols

for different layers of the network stack must adapt to the channel parameters of the

operating frequency and be transparent to the spectrum handoff. Therefore, each

time the CR changes its frequency of operation, the network protocols shift from

one mode of operation to another. The purpose of spectrum mobility is to make

smooth and faster protocol transitions such that the CR user perceives minimum

performance degradation during a spectrum handoff. Moreover, it is essential for the

mobility management protocols to learn in advance about the duration of a spectrum

handoff.

Therefore, a CR device is able to perform spectrum sensing to detect and monitor

the surrounding RF environment for interference and access availability. Based on

sensing, it will reconfigure its own operating parameters to best utilize the radio spec-

trum. Hence, cognitive radio communications can be used to increase spectrum effi-

ciency and support the rapidly growing demand for wireless applications at personal

and industry level, including public health and safety, smart grid, and broadband

cellular applications. However, successful operation of CR based communication de-

pends on the guaranteed RDV achieved by a pair of communication CR devices. The

concept of RDV and existing mechanisms to achieve RDV are discussed next.

2.3 Rendezvous in Cognitive Radio Ad-Hoc Net-

works

A CRAHN is shown in Fig. 2.3 as being composed of three PU base stations (BSs)

and a set of PUs and CR nodes distributed randomly within the coverage area of PU

BSs. PUs and PU BSs are in general not equipped with cognitive functions. A CR

node shares a licensed spectrum band with the primary networks. Besides detecting
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the spectrum white space and utilising the best spectrum band, the CR node is

required to immediately detect the presence of a PU and direct the CR transmission

to another available band so as to avoid interfering with PU transmission. Their

transmission should not be interfered with by secondary networks. A CRAHN refers

to a network composed of a set of CR users without a CR BS. CR users can only access

the licensed spectrum when it is not occupied by a PU. The opportunistic spectrum

access of CR users is usually coordinated by the CR nodes. Therefore, to establish

communication, the CR nodes perform spectrum sensing (local sensing) and identify

the available spectrum white spaces or holes. Assume that the output of the spectrum

sensing for CR nodes A and B are {1 1,1 2,1 3,3 1,3 2} and {1 3,1 4,1 5} respectively.

The issue of channel RDV arises, as the availability of these white spaces is not the

same for both users. This information may change dynamically in frequency, time and

space. Moreover, the set of available channels depends on its location relative to the

PUs. A pair of nodes (node A and B) desiring to communicate with each other has to

exchange control information on an unoccupied channel to enable the establishment

of a link. To enable reliable exchange of control information, two nodes should RDV

in one channel commonly available to them. Here, RDV means that two nodes access

a channel during a certain period of time which is long enough to establish a reliable

link. Hence, if node A and B wish to communicate with each other, they have to

exchange the control information on channel {1 3} as shown in Fig. 2.4.

The RDV channel in CRAHNs differs significantly from traditional multi-channel

environments, where one channel is commonly available to all network nodes to ex-

change and disseminate the control messages. In traditional wireless networks, nodes

have symmetric channel information and follow static (global dedicated) or dynamic

(local, based on channel hopping) control channel assignment. In contrast, CRAHNs

are meant to utilize the heterogeneous wireless networks with asymmetric channel in-

formation. The channel availability in CRAHNs depends on PU activity, which varies
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Figure 2.3: Cognitive radio ad-hoc networks

Figure 2.4: Rendezvous problem in CRNs
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in time, space and frequency. Therefore, a new control channel has to be established

upon PU’s return to the current control channel. Unlike multi-channel wireless net-

works, CR users usually observe different sets of available channels, each of which is

a subset of the set of all licensed channels. Due to this spectrum heterogeneity in CR

networks, it is unlikely a channel will be found that is commonly available to all users

as the control channel. Fig. 2.5 shows the role of the RDV process in the cognition

cycle in accessing, updating and maintaining connectivity. It is necessary to establish

the RDV prior to spectrum sharing. This is because in distributed ad-hoc networks,

spectrum sharing information is carried over the control channel which is only for the

RDV process.

Several extensive studies have been performed regarding the RDV design process.

In section 2.4, a review of the literature on existing RDV protocols is presented.

Figure 2.5: Illustration of rendezvous process in cognition cycle
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2.4 Rendezvous Protocols: A Review of Literature

The design of RDV protocols in CRAHNs originated from the traditional multi-

channel wireless networks. In traditional wireless networks, a common channel is em-

ployed in the entire network to serve as a control channel. However, such a dedicated

control channel is not feasible in CRAHNs due to the special requirement to protect

the license users. Therefore, numerous RDV protocols are studied in the current lit-

erature. An efficient RDV protocol should provide a mechanism to establish a link

to initiate the communication together with simplicity of operation, protection of the

licence users’ transmission, and fairness in serving all stations. However, there is no

existing RDV protocol which can guarantee all these characteristics. Hence, a variety

of RDV protocols have been developed to suit different circumstances where various

tradeoff factors are considered [33–38]. In this section, a review of the literature on

CRAHNs RDV protocols focuses on: (i) RDV protocol classification, (ii) common

control channel versus channel hopping, and (iii) representative RDV protocols.

Rendezvous Protocol Classification

Rendezvous protocols in CRAHNs can be classified in many different ways. For

example, the author in [39] categorises RDV protocols based on the availability of

information to carry out the RDV process: aided RDV and unaided RDV systems.

In the aided RDV system, the CR node performs the local spectrum sensing and

forwards the sensing information to a centralized controller to assist the RDV process.

To disseminate the sensing information a pre-selected common channel is considered

in both DIMSUMNet [40] and DSAP [41]. However, an exhaustive search-based

common channel is considered in [42].

Similar to aided RDV, in unaided RDV the CR node performs the local spectrum

sensing and uses it to find the common channel between peer nodes. However, nodes

may still share their sensing information by using a network-wide dedicated [43–47]
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or group wise (local) [48–51] common control channel (CCC), or single, multiple or

no control channels. ”No control channel” refers to no pre-defined channel, which

implies that any channel can be used as the control channel based on availability.

Common Control Channel versus Channel Hopping

In addition to the CRAHNs RDV protocol classification outlined earlier, the existing

RDV protocols can be divided into two main categories: (1) common control channel

(CCC); and (2) channel hopping (CH). In the CCC based protocol two users tune

the radio in the network wide or local common channel to exchange the control

information. This common channel can be selected from the unlicensed band or

the licensed band. In [45, 52] the authors considered a global CCC that can be

used by all users in a decentralised system. In contrast, a local CCC is considered

in [53, 54] and forms a cluster based on available channel set. Any time a CR node

wants to transmit a packet, it selects a channel from the cluster group channel set

and exchanges control information. It is obvious that CCC based RDV schemes are

very easy to deploy and efficient in a centralised or coordinated network. Hence, in

purely distributed ad-hoc networks (with no coordination and no prior agreement),

the performance of CCC based RDV protocols is limited by these factors: (i) single

point failure, (ii) vulnerability to PU activity, (iii) channel saturation, and (iv) control

channel jamming.

To overcome this performance instability, a CH or parallel RDV is proposed in [38].

When a CR node wants to transmit a packet to its peers, it switches from one chan-

nel to another by following a pre-defined [55] or random hopping sequence [29]. A

desirable property of a CH sequence scheme is that it can guide any two users in the

network to hop on the same channel in the same time slot as soon as possible. More-

over, it should able to explore the temporal and spatial distribution of the control

channel in order to minimise the interference with the licence users.
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2.4.1 Representative Rendezvous Protocols

In the last 10 years, a number of RDV protocols have been developed for CRAHNs.

However, due to the dynamic nature of licensed users, dedicated CCC is impractical

and it suffers from saturation and single point failure problems in high density net-

works. Moreover, due to spectrum heterogeneity, it is quite complex and expensive

in terms of time and cost to obtain and maintain a global or local CCC. Therefore,

only CH based RDV protocols are considered in this thesis. Table 2.1 lists the leading

research works, assumptions considered for the protocol design, and main concepts

in different columns.

Random CH Sequence

Say there are N channels available in the system for all CR users. A pair of nodes

that want to establish communication visit the available channels in random order

[39]. At each time slot, the intended CR user will select any one of the channels

with probability 1/N . Hence, TTR is computed as a first success of independent

Bernoulli trials which is a geometrically distributed random variable. To address these

issues, the authors in [29] proposed an adaptive multiple rendezvous control channel

(AMRCC) hopping sequence. Upon joining the network, a CR node will perform

periodic sensing and rank available channels based on PU activities. Subsequently,

a pseudo random hopping sequence is generated to map the channels according to

the channel rank list. Based on the length of the sequence, the AMRCC has two

variants shown in Fig. 2.7, called (i) Basic AMRCC and (ii) Enhance AMRCC. Basic

AMRCC uses the decreasing linear function, and the parabolic decreasing function

is used by Enhance AMRCC. A CR node will continue to hop as per the hopping

sequence until it achieves rendezvous. However, nodes need to hop continuously even

after rendezvous, which accumulates consecutive switching delays. After every sensing

period the nodes have to synchronise again to achieve rendezvous, which introduces
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Table 2.1: Summary of DSA Common Hopping Algorithms

Protocol Synchronization Pre-defined
Sequence

Information Rendezvous Channel
set

Concept

SSCH [38] Partial YES NO YES Symmetric Modular Arithmetic
MCMAC
[56]

YES YES MAC Ad-
dress

NO Asymmetric Pseudo random hop-
ping based on MAC ad-
dress.

SYN-
MAC [42]

YES YES 2 Radios NO Asymmetric Time is divided into
equal number of chan-
nels.

RingWalk
[57]

NO YES Node ID
and Net-
work Size

YES Asymmetric visit Channels with dif-
ferent velocities based
on node ID.

M-/L-
QCH [58]

YES YES NO YES Symmetric Majority and Minority
cyclic quorum system.

A-
QCH [58]

NO NO NO YES (for 2
channels)

Symmetric Based on Latin square
and identical Row
Square.

Seq-
MRCC [3]

YES YES NO YES Symmetric Permutation based
CH.

AMRCC
[29]

NO NO NO NO Both (Sym-
metric and
Asymmet-
ric)

Pseudo random CH to
map the ranked chan-
nels.

CRSEQ
[55]

NO YES NO YES Both (Sym-
metric and
Asymmet-
ric)

Based on triangular
numbers and CRT.

MC [39] NO YES NO NO Symmetric Prime modular arith-
metic with adaptive
rate.

MMC [39] NO YES NO NO Asymmetric Prime modular arith-
metic and CRT with
adaptive rate.

DSMMAC
[59]

NO YES NO NO Symmetric Utilize the rotation clo-
sure property of differ-
ence set.

JUMP-
STAY [60]

NO NO NO YES Both (Sym-
metric and
Asymmet-
ric)

Jump and Stay pattern
using modular arith-
metic.

gQ-
RDV [61]

NO NO Channel
Ranking

YES Asymmetric Grid quorum structure
based on available
channels

DRSEQ
[33]

NO NO Channel
Ranking

YES Symmetric Visits the channels
based on channel label
and alternate it at
each period.

SeqR [3] NO NO Channel
Ranking

YES Asymmetric Permutation based
CH.

EJS [34] NO NO Channel
Ranking

YES Asymmetric Increase the length of
JS protocol.

SSB [35] NO NO Channel
Ranking

YES Asymmetric visit the channels from
the head to end of it
and travel back to the
starting point in oppo-
site way.
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Figure 2.6: Mechanisms used in the design of representative CR RDV protocols.
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additional delays.

Figure 2.7: (a) Channel ranking list of user A, B and B′ Construction of CH sequences
by using (b) Basic AMRCC. (c) Enhance AMRCC

Node ID Based CH Sequence

Channel hopping is a process where nodes hop onto different channels based on a

predefined or random hopping sequence. To achieve rendezvous, the transmitter and

receiver utilize the property of the hopping sequence which can guarantee time to

RDV (TTR). The simplest form of hopping sequence for IEEE 802.11 networks is

proposed in [38], known as slotted seeded channel hopping (SSCH). SSCH exploits

frequency diversity and it produces a channel hopping sequence by using a set of

{(channel, seed)mod(number of channel)} pairs to achieve rendezvous at least once

in a cycle. The requirement of tight time synchronization is one of its main drawbacks.

In addition to that it also imposes extra overhead to maintain the channel schedules of

all the other neighbouring nodes. Hence the authors in [56] propose a multi-channel

hopping sequence using the sender’s own MAC address as the seed to generate a

random hopping sequence. During the idle time, the sender listens to the channel
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based on its sequence and accumulates the information about its one-hop neighbours.

Therefore, when a node has data to send, it can predict the hopping sequence of its

intended receiver in its one hop neighbours list. However, the proposed protocol does

not fit with the concept of cognitive radio where a node needs to redesign its hopping

sequence more dynamically due to PU arrival. Moreover, it cannot guarantee the

rendezvous for the linear congruential process nor solve the synchronization issue.

Likewise, based on node identification (ID), the authors in [57] proposed a Ring-Walk

(RW) channel hopping sequence where each licensed channel is considered a vertex

in a ring and generates a CH sequence to visit vertices in the ring. Based on Node

ID, a CR node has a distinct velocity of walk, so that nodes with higher velocity can

eventually meet with other CR nodes and achieve RDV. The proposed Ring-Walk

protocol does not show how to avoid interference when PUs appear in a particular

channel. As node ID is static and pre-defined, this protocol is not able to combat the

dynamic nature of the radio environment. Moreover, it is impractical to have static

node IDs in large, dense, distributed ad-hoc networks.

Sequence Based CH Sequence

In order to achieve guaranteed performance, a designed CH sequence should have

two fundamental characteristics [58]: Guaranteed TTR i.e. periodic overlap between

sender and receiver CH sequences and a number of rendezvous channels in the hopping

cycle.

• Permutation Method: Permutation is one of the methods to pose randomness

and assign the desired properties in the CH sequence [3]. In this approach, the

radio employs a pre-defined permutation of available channels to construct an

overlapping channel hopping sequence which can increase the probability of two

radios hopping to the same channel. Moreover, to avoid interference with PU

users, the hopping pattern is updated by just removing the reclaimed licensed
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Figure 2.8: Illustration of CH sequence generation based on (a) Ring Walk scheme 1
(b) Ring Walk scheme 2.

channel from the pre-defined sequence. The method shows that the expected

TTR is bounded by the quadratic function of the number of available channels.

Therefore, the expected TTR increases when the number of available channels

is too large for their quadratic relationship. The channel hopping sequence

becomes progressively shorter as it cannot adapt to the increasing PU activity

and loses diversity in channel usage. A protocol based on similar concepts is

presented in [42], where a sequential channel hopping sequence is designed in

both frequency and time domain i.e. the number of time slots in each hopping

cycle is equal to the number of available channels in the system. This protocol

utilizes two separate transceivers for control and data information. Hence, it can

easily update and notify the control information such as PU return and channel



32

quality to its neighbour. Unfortunately, it incurs additional delay due to PU

arrival in the control slot.

Figure 2.9: Illustration of permutation based CH sequence for a channel set, N = 3.

• Chinese Remainder Theorem Method: All of these protocols consider that

the set of available channels for CR users is the same. Unfortunately, the sensing

result for CR nodes is tightly coupled with their geographic locations. Based

on this assumption, the authors in [55] proposed a deterministic rendezvous CH

sequence protocol called Channel Rendezvous Sequence (CRSEQ). CSREQ is

constructed based on the properties of triangular numbers and CRT or modular

operation. For the total N number of channels the complete sequence consists

of P subsequences where P is the smallest prime number greater or equal to N .

Then it shows that for N ≥ 2 channels, CRSEQ has a K shift RDV property for
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all k(= 0, 1, 2, 3, ..., (M − 1)) so that nodes can achieve RDV within N(3N − 1)

slots. Further improvement of the CRSEQ protocol is the deterministic RDV

scheme in multichannel access networks (DRSEQ) developed in [2] for both

symmetric and asymmetric models. For symmetric model it generates identical

CH sequences, showing that two nodes can achieve RDV within 2N + 1 slots.

However, both of these protocols are unable to manage the dynamic nature of

the radio environment, i.e. they do not guarantee to avoid interference with

PUs.

Figure 2.10: Illustration of DRSEQ CH sequence for N = 6 [2] with clock drift.

• Modular Arithmetic and Prime Number Method:Thies et al in [39] pro-

pose two different algorithms called Modular Clock (MC) and Modified Modular

Clock (MMC) for symmetric and asymmetric channel information respectively

to avoid the interference with PUs. Both of the algorithms are based on prime

modular arithmetic such as Ci,j = ((j+r)modP where i, J ∈ [0,mi), r, P repre-

sent the nodes themselves, nodes available channel list, rate and prime number
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respectively. If the available channel observation of two CR nodes are symmet-

ric and both nodes use the same prime number with different rates, the MC

protocol can achieve RDV within P time slots. If the TTR value is more than

2P , the nodes will change the rate. The modified version of MC protocol, i.e.

MMC, adopts CRT to address the asymmetric case. In this scheme CR nodes

will select different prime numbers i.e. P1 and P2 and perform the same arith-

metic algorithm which can guarantee to achieve TTR at most P1P2 time slots.

However, there is no guarantee of TTR if the CR nodes select the same prime

number (P ) and rate (r) in the MC and MMC protocols.

• Pattern Method:The authors in [60] proposed a jump-stay pattern CH al-

gorithm for both symmetric and asymmetric models without exploiting time

synchronization. The jump-stay algorithm consists of two consecutive jump

patterns followed by one stay pattern. The total length of the jump-stay pat-

tern for the symmetric model is 3P (2P for the jump and P for the stay pattern)

time slots, where P is the smallest prime number greater than M (no. of avail-

able observed channel). In the symmetric model with 2 users, the maximum

TTR (MTTR) is 3P and in the asymmetric model it is 3MP (P − G) + 3P

where G is the number of common channels. However, MTTR grows dramati-

cally with the number of channels as it does not have any preference to achieve

RDV on a particular channel, i.e. channel ranking is not considered during the

construction of the hopping pattern. Instead of having a 2 consecutive jump

and 1 stay pattern, the authors in [36] proposed an alternate hop-and-wait pat-

tern based on node ID. If the least significant bit (LSB) of the node ID is 0,

the CR user performs a single wait pattern with length P (P is the smallest

prime number greater than the number of available channel M) followed by 2P

hop patterns and 3P time slots long hop patterns if it is 1. After generating

the first set of CH sequence, a CR user will perform the rotate right operation
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(ROR) on node ID and generate another set of CH sequence based on LSB.

This procedure will repeat until all the bits of ID strings are utilized. Hence

the total length of the CH sequence becomes length(ID)3P . Based on this

protocol, any two CR users can achieve RDV in at most 3P (logNnode + 1) and

3P (logNnode + 1)(min|MA|, |MB|+ 1− |G (A,B)|) (where |MA| and |MB| is the

number of available channels of CR users A and B respectively and |G (A,B)|

is the number of common channels between A and B) time slots under the sym-

metric and asymmetric model respectively. In multi-user scenarios, MTTR is

3P (logNnode + 1)D and 3P (logNnode + 1)(min|MA|, |MB|+ 1− |G (A,B)|)D for

the symmetric and asymmetric models. However, the length of CH sequence is

strongly dependent on node ID, which is not realistic in dense networks, as node

ID will grow proportionally with the size of the network.

Figure 2.11: Algorithmic flow chart for Jump Stay CH sequence for both symmetric
and asymmetric channel observation.
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Quorum Based CH Sequence

Based on the quorum system, the authors in [21] proposed a control channel estab-

lishment protocol called quorum based channel hopping (QCH), which can guarantee

RDV in both synchronous and asynchronous systems. For synchronous networks, two

suboptimal algorithms M-QCH and L-QCH are proposed to minimise the MTTR and

load of the channel hopping system respectively. The M-QCH system minimises the

upper-bound of the TTR by using majority and minimal cyclic quorum systems. In

L-QCH, the RDV points (channels) are evenly distributed over different timeslots

during CH periods. However, a network-wide synchronization is required to guaran-

tee the RDV within a cycle period. Moreover, time to achieve RDV linearly increases

with the number of channels. For time-asynchronous systems, an A-QCH CH se-

quence is constructed by using a minimal and a majority cyclic quorum system with

a rotation closure property. The minimal and majority channel assignments limit the

protocol ability of two channels only. Due to the dynamic nature of incumbent users

Figure 2.12: Example of quorum based CH sequence with channel set R = {0, 1, 2}
with m = 3 frames. The number inside the box is channel index and X represent the
channel randomly chosen from {0, ·, N − 1}.

those two RDV channels might be claimed by the incumbent users, which causes

the common control channel bottleneck problem. Hence, an asynchronous maximum
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Figure 2.13: An illustration of grid quorum based CH sequence for a channel set,
N = 4.

overlapping CH system (A-MOCH) is presented, which can achieve RDV in all avail-

able channels with T = N2 time. Unfortunately, it does not guarantee the QoS in

terms of channel reliability, and channel duration as a consequence suffers from degra-

dation of network throughput. A grid based quorum formation is proposed in [61]

to solve the RDV problem in distributed networks without synchronization. A CR

node will generate a n × n grid (where n is the number of available channels) and

assign a time slot in each unit of the grid starting from 0 to n2. Each node then

maps its channels according to the channel index. Assume there are 5 channels in

the system with an index {CH1,CH2,CH3,CH4,CH5} and the channels are ranked

according to QoS:CH5/CH3/CH4/CH1/CH2. Hence, all the elements in column 5

and row 5 are assigned to CH5. Each time a set of elements is chosen, a grid is cut

to a sub-grid and repeats the process till it becomes a 2 × 2 grid, i.e. two channels

will remain to be assigned. The last 2 channels are chosen in a diagonal manner.

Extension of this work is presented in [62] with an asymmetric channel view called a

grid quorum system (gQ-RDV). However, gQ-RDV cannot guarantee RDV on each

available common channel between users.
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Block Design Based CH Sequence

A balance incomplete block design (BIBD) based on CH sequence is proposed in [37] to

achieve RDV in distributed ad-hoc networks relaxing both CCC and synchronization

requirements. In the case of two channels, V distinct objects are assigned in b rows

(sequence) which contains K different objects in each row and can guarantee RDV

in v time slots. If the number of channels is more than two, then the maximum

TTR is vi where i = log(c) and c is the number of channels. However, this protocol

introduces extra overhead due to two layers of spectrum sensing i.e. feature detection

and energy sensing. Due to the time split fashion of channel access, this protocol

incurs extra delays in data transmission.

2.5 Rendezvous Protocol Performance Issues

In this thesis, the two most important RDV performance issues are considered: time

to rendezvous (TTR) and degree of overlap. RDV parameters mostly depend on the

rendezvous methods used to achieve RDV, such as CCC or CH.

A brief description of each of the performance metrics is given below.

i) Time-To-Rendezvous(TTR):In CRAHNs, to initiate the communication, a

CR node has to exchange the control information with its neighbour. It will

switch from one channel to another, by following a hopping sequence, until it

finds its neighbour. TTR refers to the time needed by a CR node to meet with

its neighbour, and it is computed by the number of time slots that elapse from

the reference time to the RDV time. In CH based protocols, it is obvious that

channel access delay fluctuates highly according to the ATTR value, since the

exchange of control information is not possible without RDV. Applications that

are delay-sensitive such as voice and video in multi-channel ad-hoc networks
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require a CH system with a small ATTR value. Fig. 2.14, shows an example of

the ATTR calculation in a channel hopping protocol.

Figure 2.14: An example of TTR calculation.

ii) Degree of Overlap/Number of Rendezvous: The degree of overlap or

intersection of two CH sequences in a sequence period can be counted in numbers

where two users overlapped in the (time, channel) pair. Given two CH sequences

A and B shown in Fig. 2.14, they overlap if there is a slot (i, A[i]) ∈ A and a slot

(i, B[i]) ∈ B that A[i] = B[i] . The i− th slot is called an overlapping or RDV

slot between A and B, and the channel A[i] ∈ 2, 4, 6 is called an overlapping

or RDV channel between A and B. In this scenario, degree of overlap is 4.

Therefore, any two sequences can exchange control messages successfully if there

is at least one available channel for any two CRs. To avoid interference with

PU transmission, a CR node has to vacate the channel upon the PU’s arrival

and wait until it becomes free. This waiting time is called PU blocking time.

Therefore, the CH sequence design should have a higher degree of overlap so

that the impact of the PU long blocking time can be reduced and rendezvous

probability in high traffic CRNs can be maximised. Moreover, a higher degree

of overlap reduces channel access delay.
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2.6 Design Issues for CRAHNs Rendezvous Pro-

tocol

Channel hopping is an alternative option to CCC in simplifying the RDV problem

in CRAHNs. In the CH scheme, control channels are distributed over commonly

available channels between CR nodes, thereby alleviating the single point failure and

control channel saturation problems. Moreover, due to dynamic change in control

channel assignment, the CH scheme is more robust against PU activities and jamming

attacks. However, there are still some unsolved problems and research issues to study.

2.6.1 Channel Status Information

Channel status information includes the number of available channels for each user

and channel ranking. A CH sequence is typically designed based on available free

channels. Most of the existing protocols assume that intended CR nodes experience

symmetric channel information i.e.Ci = Cj = C. However, in a dynamic radio en-

vironment, due to strong shadow, fading effect and geographical distance, CR nodes

may sense the availability of different channels. Communication between CR nodes

is possible if they have at least one common channel in their channel list, which can

be written as Ci ∩ Cj 6= 0 where i and j ∈ 1, ..N . For a CH sequence, the sequence

period is determined by the number of available channels. Therefore, asymmetric

channel information results vary in period length, which significantly impacts the

RDV performance (i.e. ATTR and degree of overlap) of a CH sequence. Thus, a CH

sequence with the same period but different channel ranking experiences miserable

performance. Fig. 2.15 illustrates the four different cases: (i) Symmetric channel with

different ranking (between User A and B); (ii) Asymmetric channel with asymmetric

channel ranking (between User A and c); (iii) Asymmetric channel with symmetric

channel ranking (between User A and D); and (iv) Asymmetric channel (number of
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channels are different) with symmetric channel ranking (between User A and E). It

shows that rendezvous is not achieved in case (i) where it has the same channel set but

asymmetric ranking. Due to different channel sets, rendezvous is not achieved in case

2, although they have one common channel. In case 3, rendezvous is only achieved on

the channels with the same ranking in the channel list. In case 4, users with different

(number of available channels) channel sets result in different CH sequence lengths

and rendezvous can only be achieved when channels ranked the same.

Figure 2.15: Impact of channel status on CH sequence design [3] in terms of degree
of overlap.

2.6.2 PU Activity

Most of the existing CH sequences are based on channels observed through local

sensing prior to CH construction. Due to the dynamic PU activity, channel availability

changes more often. To minimise the interference with PUs, a CH protocol [59] can

remove the PU-occupied channel from the sequence. However, it may reduce the

interference but at the same time the CH sequence becomes progressively shorter and
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the probability of RDV being achieved decreases. Therefore, a proactive spectrum

management policy is required to switch the channel in case of PU reappearance.

2.6.3 Time Synchronization

The CH sequence in time slotted architecture indicates the time slots on which a node

transmits or receives data to or from its neighbours. Two CH sequences are called time

synchronized if they start channel hopping at the same time, as illustrated in Fig. 2.16,

when K = 0. The value of K indicates the time lag between two CH sequences. K can

be an integer or fraction. If K is an integer, it is called slot asynchronized, otherwise

it is fractional asynchronized. Both slot and fractional asynchronized scenarios are

depicted in Fig. 2.17. In the fractional asynchronized case, rendezvous may not be

achieved if the overlap duration is smaller than the time required to exchange control

information. The performance of a CH sequence depends on time synchronization.

Fig. 2.16 shows that the degree of overlap between two CH sequences significantly

changes with time asynchronization for different values of K. Consequently ATTR

will also fluctuate for the same reason. Hence, the CH sequence that is designed for

a time synchronized environment may not suit a time asynchronized environment.

2.7 Summary

In this chapter, the fundamentals of CR were presented together with the basic cog-

nition cycle. In particular, the four main components of CR cognition cycle, which

include spectrum sensing, spectrum decision, spectrum sharing and spectrum mo-

bility, were briefly explained. To initiate the communication in distributed ad-hoc

networks any two CR nodes have to achieve RDV. The RDV concept in CRAHNs

was presented and the distinction from the existing multi-channel environment was
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Figure 2.16: Variation of degree of overlap in accordance with time synchronisation.

Figure 2.17: Illustration of slot and fractional slot time synchronization
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described. RDV protocols in CRAHNs can be classified into two major categories

based on available channel information. These are aided RDV and unaided RDV

protocols. Through the literature review it was found that aided RDV protocols

are used mainly in centralized systems and unaided RDV protocols in decentralized

systems. In aided RDV protocols, a server or a central entity negotiates and man-

ages the RDV channels, whereas each individual CR node does the same in unaided

RDV protocols. The leading RDV protocols and main concept of the protocols were

identified and discussed.

The focus of this thesis is to enhance the performance of the RDV process in an ad-

hoc cognitive radio network. Due to the dynamic behavior of the radio environment,

global or local level CCC is not an optimal solution in distributed wireless networks.

CCC also suffers from single point failure, jamming attacks and congestion problems.

On the other hand, CH fits the rendezvous design approach for distributed networks

well. Thereby, only CH based RDV protocols are considered. The well-known CH

based rendezvous protocols are reviewed and classified based on mathematical con-

cepts used to build the CH sequence. The design principles of CH based RDV proto-

cols are different to those of traditional multi-channel control channel protocols. The

factors influencing CH based RDV protocol performance have been identified and

described in detail. In the next chapter, a CH based RDV protocol is presented to

enhance the performance of the RDV process in CRAHNs.
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ETQCH: Rendezvous Protocol for
Cognitive Radio Ad-Hoc Networks

3.1 Introduction

In Chapter 2, a literature review on the design and performance improvement of RDV

protocols was presented. It is noted that previous research extensively used symmetric

channel information to design a CH based RDV protocol. In practical scenarios, CR

nodes may observe a different set of channels. Moreover, the existing CH based RDV

schemes still suffer from high ATTR and low degree of overlap due to random channel

selection in CH sequence design. To achieve RDV in the shortest time, most of the CH

sequences utilise the family of mathematical concepts such as prime number theory,

CRT, quorum system and combinatorial block design. However, user preferences also

influence the channel on which RDV will be achieved. As an extension to the previous

research, a CH based RDV protocol with an asymmetric channel view is described in

this chapter.

Section 3.2 describes the RDV problem in detail from a CRAHNs perspective.

In traditional multi-channel ad-hoc networks, a network-wide control channel is of-

ten considered to solve the RDV problem. It is also assumed that channel status

45
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remains static for the duration of transmission. However, existing RDV schemes are

not compatible with CRAHNs due to the dynamic radio environment. To integrate

the channel activity and radio dynamics, a Markov chain based channel state transi-

tion is explained in section 3.3 to analyse the PU and CR behavior. The concept and

construction of extended torus quorum based channel hopping (ETQCH) is described

in different subsections of section 3.4. The cognitive cycle of ETQCH protocol is pre-

sented in subsection 3.4.1. An extended torus grid formation and channel mapping are

explained in subsection 3.4.2 and 3.4.3 respectively. The channel mapping subsection

discusses both the symmetric and asymmetric channel status cases. In section 3.5,

channel ranking is formulated by using a convex combination of multi-objective linear

programming (LP) problem. The objective of the optimisation problem is to max-

imise the weight, based on channel availability times and sojourn times of the channel

in the idle state. In section 3.6 an adaptive CH strategy describes how to capture

and protect the incumbent PU transmission in a dynamic radio environment. The

features of ETQCH protocol are highlighted in section 3.7.

3.2 Problem Definition

The RDV problem can be illustrated by the telephone coordination game [17], where

two players are placed in two separate rooms each with n telephone lines. There is

one-to-one matching between the lines in the two rooms, and players can use matched

lines to connect to each other. In every round each player can select a line in his room

and see whether it connects with the line chosen by another user, provided that users

do not have any prior agreement in choosing a line. The goal is to design a strategy

for players to get connected while minimising the number of trail rounds. The same

coordination game can be applied in CRAHNs to describe the RDV problem with a

few additional constraints. Assume there are two CR users A and B in the system
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and User A has a data packet destined for B. Before initiating data transmission A

will exchange the control information with B. It is also assumed that they do not

have any prior agreement on which channel to use. In this context, User A will pick

up a channel based on its local sensing information and send HELLO packets to user

B. if User B is listening to the same channel , it will respond as HI. Otherwise,

user A will try the alternative channels from its channel pool and repeat the same

procedure. RDV happens when user A receives HI in response to HELLO from user

B.

Figure 3.1: An analogy of rendezvous problem using telephone co-ordination game.

In CRAHNs, each CR node performs a primary user detection process to exploit

unoccupied channels in its vicinity. An assumption is often made that there is a

common set of available frequencies/channels known to all CR nodes. But this in-

formation needs to be independently obtained by individual radios through channel

sensing. It is not likely that two independently sensed sets of vacant frequencies will

be identical. Say there are P ≥ 2 CR users in the network, who share a set of avail-

able licensed channels, such as Xi ⊆ X;C ∈ X0, X1, X2, ..., XN−1) (N is the number

of available licensed channels and have labels that are the same for all CRs) that can

be used for both control and data information exchange. Before initiating any data

transmission, the intended nodes should first exchange control information between
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them to select common data channels. According to [60], nodes could have identical

(i. e. Ci = Cj) or different available channel lists with at least one common channel,

known as symmetric and asymmetric channel lists respectively. In CH-based solu-

tions, the RDV process can be described as pairwise control channel establishment

using sequences X and Y where X and Y are two CH sequences with period T, such

as (0, X[0]), (1, X[1]), ..., (T −1, X[T −1]) and (0, Y [0]), (1, Y [1]), ..., (T −1, Y [T −1]).

Hence, RDV sequences must have overlapped property in order to ensure any pair of

nodes can establish communication, i.e. ∀A,B; | A
⋂
B |6= 0.

3.3 System Model

According to the definition of CR, the channel that is currently used for data trans-

mission or RDV process by a CR user becomes unavailable if a PU reappears on that

particular channel. Therefore, PU activities have to be considered in designing a CH

sequence. Continuous Time Markov Chain (CTMC) is used to model the PU and CR

users’ activities as shown in Fig. 3.2. It is assumed that there are N CR users oper-

ating in L = f1, f2, f3, ..., fm licensed channels if they are not occupied by PUs. The

service request of both PUs and CR users is modelled as a Poisson process with rate

λP and λCR and is terminated with rate µp and µCR. A channel cannot be used by

more than one user simultaneously. Therefore each channel can be in one of the states

shown in Fig. 3.2: Idle state, PU state or CR state. An idle state indicates that the

channel is not being used by any users at this time. The channel state will move from

idle to PU or CR state if it is used by any PUs or CRi respectively. In CRAHNs, the

PU has a licence to operate in the channel and should not be interfered by CR trans-

mission. Hence, the channel state will move from CR state to PU state but it is not

possible to have a transition from PU to CR state. Let x = 0, P, CR1, CR2, ...CRN

be the (N + 2) element space vector for the CTMC model and Q be the transition
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matrix specified in equation 6.11.

Figure 3.2: Channel state transition diagram

Let πm(t) = [πm1 (t), πm2 (t), πm3 (t), ..., πmN (t), πmP (t)] be the steady state distribution

for channel m. The ith element of πm(t) is given by πmi (t) = P [x(t) = i],∀i ∈ X. To

analyse the steady state behavior, it is assumed that the channels are in the ON state

for long enough to achieve steady state values. Hence the steady state probability

of state i can be written as πm = limt→∞ π
m
i (t). Now, the steady state probability

vector π can be obtained by solving the following steady state Eqs. 3.2 and 3.3:

∑
i
πmi Qm

ij = 0;∀j (3.2)

∑
∀i∈X

πmi = 1 (3.3)

where, Qm
ij is the product of the rate of leaving state i and the probability of

transitioning to state j from state i, which is the rate of transition from i to j. By

using Eqs. 3.2 and 3.3, a system of linear equation can be derived in Eq.( 3.4- 3.6)

as follows:



50

Q =



−(λ1 + λ2 + · · ·+ λN + λP ) λ1 λ2 · · · λN λP

µ1 −(µ1 + λP ) 0 · · · 0 λP

µ2 0 −(µ2 + λP ) · · · 0 λP
...

...
...

. . .
...

µN 0 0 · · · −(µ1 + λP ) λP

µP 0 0 · · · 0 −λP


(3.1)

πm0 (λm1 + λm2 + λm3 + ...+ λmN + λmP ) + πm1 µ
m
1 + πm2 µ

m
2 +

+ πm3 µ
m
3 + ...+ πmNµ

m
N + πmP µ

m
P = 0 (3.4)

πm0 λ
m
i − πm0

(
µmi + λmp

)
= 0, (1 ≤ i ≤ N) (3.5)

(πm1 + πm2 + πm3 + ...+ πmN )λmp − πmP µmP = 0 (3.6)

After a series of arithmetic manipulations πmi can be written as:

πmi =
λmi(

µmi + λmP
)πm0 ; (3.7)

πm0 =
µmP

(µmP + λmP )

(
1 +

∑N
i=1

λmi

(µmi +λmP )

)
πmP =

λmP
(µmP + λmP )

(3.8)

Hence, the design challenge of the CH algorithm is to generate a hopping sequence

based on channel availability and activity which can guarantee achieving RDV within
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a finite time, provided that there is at least one common channel between CR users.

In addition to that, the CH algorithm must adapt to avoid or reduce RDV collisions

among CR users and regenerate the sequence because of PU activity. The mathemat-

ical concept that has been used in this thesis to design a CH sequence is called the

torus quorum system. Quorum system can guarantee the intersection between two

torus quorum sets. In the following sections, quorum systems and their properties

are discussed in relation to CH sequence design.

3.4 Extended Torus Quorum Grid Channel Hop-

ping (ETQCH) Protocol

3.4.1 Overview

The proposed CH protocol described in this chapter differs from the earlier work

described in section 2.4.1. It has different goals and capabilities. This is a systematic

approach to generate a CH sequence based on the torus quorum system to achieve

RDV in CRAHNs without the assumption of global clock synchronization. This

proposal integrates the channel heterogeneity (symmetric and asymmetric channel

information) between CR users, channel status variation due to PU activity and

collision among PU/CR users. The sequence is used by each node to decide the

order in which the available channels are to be visited. The proposed approach is

called the Extended Torus Quorum Channel Hopping (ETQCH) scheme, which is

used for implementing RDV protocol in DSA networks and which is robust against

link breakage caused by the intermittent appearance of incumbent user signals.The

following properties of extended torus quorum structure are the foundation of ETQCH

protocol:

• Any two extended torus quorums have at least one intersection.
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• No extended torus quorum is a proper subset of another quorum.

• All extended quorums have the same size of h+ 3×
⌊w

2

⌋
.

• Each node belongs to exactly (h+ 3×
⌊w

2

⌋
) w

h+3×
⌊w

2

⌋
−1

Figure 3.3 shows the cognitive cycle of the ETQCH protocol. The ETQCH pro-

tocol is tripped when a CR node wants to transmit data to its neighboring node but

is unable to find one with its current radio information. To gather radio information,

it starts spectrum sensing and prepares the list of available channels which are not

being used by PU or CR users. It is assumed that a CR node consists of two ra-

dio transceivers: RDV radio (R-radio) and Data radio (D-radio). R-radio is used to

establish and maintain RDV for control information exchange and D-radio for data

transmission between a pair of CR nodes. It is assumed that a CR node can sense

all the available channels (which includes both licensed and unlicensed spectrum) pe-

riodically after a time out of Tout. For a synchronous case, Tout is the CH sequence

duration TCH and Tout = 2 × TCH − 1 is the sequence duration for a asynchronous

case. Based on the sensing outcome, two parallel processes - channel ranking and ex-

tended torus quorum grid formation - are executed. The purpose of channel ranking

is to rank the channels based on their availability and fluctuation under collision con-

straints. The extended torus quorum grid is created to assign the time slots for each

channel. The dimension of the extended torus quorum grid depends on the number

of available channels. Channel mapping integrates the channel ranking and extended

torus grid to map the channels in corresponding time slots. The outcome of channel

mapping is the desired ETQCH sequence that a CR user follows to establish RDV

in CRAHNs. But a problem happens when a PU reappears on the channel currently

being used in the CH sequence. To protect the incumbent PU transmission in a dy-

namic radio environment, ETQCH updates the CH sequence by replacing the busy
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channel with the best channel from the channel list or previously achieved rendezvous

channel. In the following sections, we describe each of the processes in detail except

channel sensing. Channel sensing is a research issue in itself, which is out of scope of

this thesis.

Figure 3.3: Cognitive cycle of ETQCH protocol

3.4.2 Extended Torus Grid Formation

Before getting into further details of ETQCH RDV protocol, concepts of quorum

and its mathematical properties are discussed in detail. Quorum is a mathematical

concept that has been widely used in distributed systems to solve the mutual exclusion

problem [63–66], the agreement problem [67], the replica control problem [68–70] and

the power saving problem [71–73] in wireless sensor networks (WSNs). In general,
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a quorum is a collection of elements in a system. The system may have a couple of

quorums. All quorums in a system constitute a quorum system. Any two quorums

in the quorum system should have a non-empty intersection (i.e. the intersection

property). Hence, the definition of a quorum system is as follows:

Definition 1(Quorum system): Let us assume a finite universal set S =

{0, 1, ..., n− 1} of n elements, where n represents the cycle length. A quorum system

Q under universal set S is a collection of non-empty subsets of S, provided that it

satisfies the intersection property: ∀X, Y ∈ Q : X
⋂
Y 6= 0. As an example shown

in Fig. 3.4 where Q = {{1, 2}, {1, 3}, {2, 3}}, Q1,Q2, and Q3 chooses quorums {1, 2},

{1, 3} and {2, 3} respectively to donate their channel visit sequence. By intersection

property, Q1 and Q2 will meet each other at time slots 2, 6 and 10. However, due

to clock drift problems Q1 and Q3 may not meet even though their quorums have

the common intersection ′2′. The same problem happens for Q2 and Q3. Therefore,

quorum systems that are used for CH sequence design should have the property to

hinder the clock drift problem. This is called rotation closure property (RCP), which

ensures that two asynchronous users selecting any two quorums have at least one

intersection in their quorums [71]. The definition of RCP property is as follows:

Definition 2 (Rotate): For a quorum H in a quorum system Q under U =

{0, ......, n − 1} and a non-negative integer i ∈ {1, 2, ...., n − 1}, we define H ′ =

rotate(H, i) = {(j + i) mod n | j ∈ H} to be a new quorum H ′.

Definition 3 (Rotation Closure Property): A quorum system Q under U

= {0, ......, n − 1} is said to satisfy the rotation closure property if ∀H ′, H ∈ Q, i ∈

{1, 2, ....n− 1} : rotate(H, i)
⋂
H 6= 0 or H ′, H 6= 0.

Q = {{0, 1, 2, 4}, {1, 2, 3, 5}, {0, 2, 3, 4}, {1, 3, 4, 5}, {0, 2, 4, 5}, {0, 1, 3, 5}} is a quo-

rum system under U = {0, 1, 2, 3, 4, 5}. Q1, Q2 and Q3 choose {1, 2, 3, 5}, {0, 2, 3, 4}

and {0, 1, 3, 5} to denote their quorum intervals, respectively. An example of RCP

property is shown in Fig. 3.5, where the clock of Q2 drifts four units {0, 1, 3, 5}
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⋂
rotate({0, 2, 3, 4}, 4) and still satisfies the intersection property. Thus, Q1 and Q2

can still meet each other even though their clocks drifted by 4 units. Thus, the

rotation closure property holds for Q. Two CR nodes adopting quorums in Q to de-

note their quorums can meet at the same time even if their clocks drifted. However,

the quorum system Q′ = {{0, 1}, {0, 2}, {1, 2, 3} does not satisfy the rotation closure

property due to {0, 1}
⋂
rotate({0, 3}, 3) = 0. Hence, this quorum system Q′ is not

suitable for the asynchronous RDV protocol.

Figure 3.4: Quorum system for rendezvous protocol

Figure 3.5: Quorum system with rotation closure property

Definition 4 (Torus Grid Quorum System): A torus grid of size t×w consists

of a rectangular array of t rows and w columns, in which for 1 ≤ ri ≤ rt−1, row ri is

followed by row ri+1, and row rt−1 is followed by row r1 using wraparound. Similarly,

for 1 ≤ cj ≤ cw−1, column cj is followed by column cj+1, and column cw−1 is followed
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by column c1 using wraparound. A torus quorum of t × w torus grid is a set of

t +
⌊w

2

⌋
timeslots, consisting of one entire column (say, columnj), plus one slot out

of each of the
⌊w

2

⌋
column following row i and column j + 1 using end wraparound.

The entire column portion ci of a quorum is called the head, and the rest of the

elements - one element from each
⌊w

2

⌋
succeeding column - is called the tail. Fig. 3.6

presents the torus grid based CH sequence. As is shown in Fig. 3.6 (a) both of the

users A and B have 4 available channels which represent the height of the quorum.

The width of the quorums is twice the height. Therefore, the resultant torus quorum

becomes a 4 × 8 grid. The number inside the grid represents the timeslot to access

a channel. Let user A select all the elements from column 3 plus one element from

four successive columns to access the CH2. Similarly, user B selects all the elements

from any arbitrary column (in this case column 7) plus one element from columns

8, 1, 2, and 3 in a wraparound manner to access the CH2. Fig. 3.6 (b) shows the

CH sequence for both users A and B. According to the definition of quorum system,

users A and B meet each other at timeslots 3 and 7. Hence the rendezvous pairs

are {CH2, T3} and {CH2, T7}. In this scheme, RDV is achieved when nodes have

symmetric channel information. However, in a dynamic radio environment nodes

with asymmetric channel information generate torus grids with different dimensions.

Hence, this problem is extended to guarantee RDV in the smallest period. This is

a non-trivial task, since nodes do not rely on the same grids (only n × n grid and

(n+ i)× (n+ i), where i ≥ 1). The smaller period also does not contain some of the

channels of the larger periods. In other words, the channel mapping algorithm must

have a logical relations with grids of different sizes. Moreover, the algorithm should

be robust against link breakage caused by the appearance of incumbent user signals.

This can be achieved by allowing the CR nodes to have RDV on all available channels

within a sequence of a smaller period. Therefore, an extension of the ordinary torus

quorum system is proposed in the following subsection called the extended torus grid
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quorum system.

Figure 3.6: (a)Illustration of two torus quorums A and B under U = {1, 2, , 3. · · · , 32}
with t = 4 and w = 8. (b) Construction of CH sequence based on Torus quorums
system.

Definition 5 (Extended Torus Grid Quorum System): The extended torus

grid quorum system is an extension of the torus quorum system. An extended torus

quorum system is also defined as a rectangular array of t rows and w columns (where

w = 2× t− 1) such that U = {0, 1, ...., tw− 1}. The difference is that it assigns more

tails instead of one in the former approach to achieve RDV in the best channels.

Hence, it becomes a torus quorum in an t × w torus grid with a set of (h + 3 ×⌊w
2

⌋
) elements as quorum size. Moreover, a choice of 3 diagonals makes the grid

proportional to the number of channels.

• Rational Behind 3 Branches: According to definition 4, all quorums must have

size and structure of t × w (where w = 2 × t − 1). Notice that t represents

the number of rows in the torus structure which is the same as the number of

available channels observed by a CR node. Consider a CR node that observes
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n available channels and forms a torus grid quorum with size n × (2 × n −

1) = 2n2 − n. If the number of available channels is n − 1, then it becomes

(n− 1)× (2× (n− 1)− 1) = 2n2− 5n+ 3. Therefore, the difference in quorum

size with successive torus grids is 2n2 − n − 2n2 + 5n − 3 = 4n − 3. Eqn. 3.9

equates the number of diagonals required to maintain the torus grid structure.

For example, 4 channels observed by a CR node form a torus grid with 4 = 28

elements. The successive torus grid is 5× 9 = 45 elements and has a difference

of 45− 28 = 17, which is 4× 5− 3 or n+x×
⌊(n− 1)

2

⌋
where n = 5 and x = 3.

Now equate the difference in elements for successive torus grids:

n+ x×
⌊(n− 1)

2

⌋
= 4n− 3

x×
⌊(n− 1)

2

⌋
= 3(n− 1)

x× (n− 1)

2
= 3(n− 1)

x = 3 (3.9)

Using the above mentioned definition, the ETQCH scheme is discussed in the rest

of the chapter. When a CR node receives a packet from an upper layer, it will generate

a torus grid quorum as shown in Fig. 3.7 and select a column based on the channel

ranking list and three associated diagonals (2 positive and 1 negative diagonal) as

described in algorithm 1.
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Figure 3.7: Time slot assignment in Torus Grid

Now let us consider the number of available channels, availCH = 5 i.e. t = 5. Also

assume that the channels are ranked (i.e.5/4/2/1/3) based on QoS. Here QoS refers

to channel availability and channel fluctuation. The detail of the channel ranking

procedure is presented in section 3.5. Hence, a CR node will generate a 5 × 9 torus

grid and assign the time slots as per line 7 of algorithm 1 which is shown in Fig. 3.7.

The column and three diagonals are shown in Fig. 3.8. The idea is to assign more

time slots for the best channel and decrease gradually. It is highly probable that

neighbour nodes experience similar channel quality across the channels, which implies

high correlation among their channel ranking tables and consequently their hopping

sequences.

3.4.3 Channel Mapping

When a CR node has data to send, it first discovers the intended receiver. Under

the discovery process or RDV process the CR node performs spectrum scanning to

explore channel information. The channel information might be different for sender

and receiver due to the dynamic nature of the radio environment. However, there

should be at least one common channel to achieve RDV. In this context, both sender

and receiver nodes will create an array of t × w elements, where t is the number of
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Algorithm 1 Extended Torus Grid Formation
Input: (i) Number of available channels, m8

(ii) Transmission flag, FlagTx;

(iii) Rescan period, Tout;

Output:

Extended Torus Grid with 3 diagonals (2 positive and 1 negative).

Begin

1: while mod(T, Tout) = 0 do

2: [AvailCH ]; . Available Channel Set

3: Rank([AvailCH ]) = [CHList]

4: t =| AvailCH |

5: w = 2× t− 1

6: Generate t× w Torus Grid

7: Tslots(r, c) = ((r× availCH)− ((availCH − 1) ∗ c))%(availCH × (2 ∗ availCH − 1)); . Timeslots assignment

in the torus grid

8: end while

9: while packetsarrive do

10: q ← q + 1

11: m ∈ [1 : w]

12: for Diag = 1 : 3 do

13: for i =
⌊w

2

⌋
do

14: 1Diag(i) = [r((i)mod t); c((m+ i)mod W )]

15: if r is ODD then

16: 2Diag(i) = [r(t− 2 + i)mod t); c((m+ i)mod W )]

17: 3Diag(i) = [r(
⌊ t

2

⌋
+ i)mod t); c((m+ i)mod W )]

18: elser is even

19: 2Diag(i) = [r(t− 2 + i)mod t); c((m+ i)mod W )]

20: 3Diag(i) = [r(
⌊ t

2

⌋
+ i)mod t); c((m+ i)mod W )]

21: end if

22: end for

23: end for

24: end while

End
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Figure 3.8: Illustration of quorum assignment based on channel rank.

available channels for each CR user and w = (2× t)− 1. Suppose we have 5 channels

available, which would become a 5× 9 grid having 45 elements. Each of the elements

inside the grid represents the time slot starting from 1 to 45. Each node maps the

channel according to the channel ranking, which may not be the same for both sender

and receiver. The channel ranking procedure is discussed in section 3.5. Consider

that a CR node CRX observes five channels and ranks them as C5/C3/C1/C2/C4,

where C5 (channel 5) is best, and C3 is second best and so on. CRY observes the

same channels but ranks them in different order C5/C1/C4/C3/C2. The idea of the

proposed protocol is to spend more time on the best channel and decrease gradually.

Therefore, the best channel is mapped in the grid with the highest quorum size. The

CR node will select the column according to the channel index as described in line

2 of algorithm 2 and 3-diagonal branches as per algorithm 1. The resulting time

slots are assigned to the best channel. In this example node CRX and CRY will

both select the same time slots for C5 as it is the best channel for both of them:

{1,5,8,9,13,14,15,17,21,26,27,28,29,35,36,37,44}.
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Algorithm 2 Channel Mapping
Input: (i) Available channel AvailCH ;

(ii) Channel index CHi;

(iii) Channel list, CHList;

Output: (i) Channel map CHmap;

(ii) Channel timeslots CHt slots;
Begin

1: for map = 1:availCH − 2 do

2: CHt slots = Grid(:, (CHList(map)mod(2 ∗ availCH − 1)))

3: Algorithm1

4: GRID(CHt slots) = [ ]

5: if availCH = 2 then

6: CHt slots = [Grid(:, CHimod(length(column)))′

7: Grid(CHimod(length(row)), :)]

8: GRID(CHt slots) = [ ]

9: else

10: CHt slots = Grid(CHt slots)

11: end if

12: end for

End
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(a)

(b)

Figure 3.9: Example of Channel mapping based on Algorithm 2 with channel ranking
C5/C3/C1/C2/C4. (a) Timeslots assignment. (b) Resultant CH sequence
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Each time a set element is chosen, a torus grid is cut to a sub-grid, together with

the already mapped channel. Therefore, 1, 5, 8, 9, 13, 14, 15, 17, 21, 26, 27, 28, 29, 35,

36, 37, 44 total 17 time slots will be cut out from the grid and form a new grid which

will become a 4×7 grid with 28 timeslots in it. Interestingly, every time the new sub-

grid will be a torus grid with the rest of the time slots. This is the inherent property

of our proposed torus protocol and is valid for 3 or more than 3 channels. When the

number of available channels is 2, a torus grid is generated based on algorithm 2. For

channel mapping, a row and column will be selected based on the channel index. The

rest of the time slots are assigned to the remaining channels.

To introduce the asynchronous scenario, we assume CRX clock isK < n(n = t×w)

times ahead of clock CRY but the time slots are aligned. It is very easy to prove that

CRX and CRY can achieve RDV within bounded time due to the rotation closure

property of the torus quorum system. However, two cases based on channel status

observed by the CR nodes are discussed in the following section.

Symmetric Channel Status

In a symmetric case, the CR nodes sense the same number of channels through channel

sensing. Therefore, the CR nodes will generate a symmetric extended torus quorum

grid to construct the CH sequence. Nevertheless, to guarantee the rendezvous in

an asynchronous environment, extended torus quorum systems have to satisfy the

rotation closure property.

Definition 6 (Symmetric Rotation Closure Property): For a quorum H in

a quorum system Q under U = {1, ......, n} and a non-negative integer i ∈ {1, 2, ...., n},

we define rotate(H, i) = {(j+ i) mod n | j ∈ H}. A quorum system Q is said to have

the RCP if ∀H ′, H ∈ q, i ∈ {1, 2, ....n} : H ′
⋂
H 6= 0.

For instance, the quorum system Q = {{0, 1}, {1, 2}, {0, 2}} under U = {0, 1, 2}

satisfies RCP. For example rotate{{0, 2}, 2} = {1, 2}. Hence {0, 1}
⋂
rotate{{0, 2}, 2} 6=
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0. However, the quorum system Q′ = {{0, 1}, {0, 2}, {0, 3}, {1, 2, 3}} under U =

{0, 1, 2} has no RCP since {0, 1}
⋂
rotate({0, 3}, 3) = 0.

Theorem 1: An extended (3) torus quorum system with the same dimension

satisfies the rotation closure property. The intersection between two extended (3)

torus quorum systems is ≥ 3.

Proof : Let Q be a torus formed by a t×w array and H ∈ Q be a quorum contain-

ing column c. By the definition of extended torus quorum, H also contains another 3

branches of
⌊ t

2

⌋
elements. Each of the branches consists of

⌊ t
2

⌋
elements, each from

one of the
⌊ t

2

⌋
succeeding columns of c and wrap around. Hence it is obvious that

rotate(H, i) still has the torus quorum structure for an arbitrary i. That means that

it follows the rotation closure property ∀H ′, H ∈ q, i ∈ {1, 2, ..., n − 1} : A′ ∩ A 6= 0.

Suppose A = {1, 3, 4, 7, 8, 10, 13, 17, 18, 19, 21, 22, 24} is the quorum under Q = 1 : 28

and A′ = rotate(A, 2) = {3, 5, 6, 9, 10, 12, 15, 19, 20, 21, 23, 24, 26, 28} which follows

the rotation closure property as A′ ∩ A = {3, 10, 21, 24}. This is the scenario when

two users observe channel information in distributed ad-hoc networks. Moreover,

Fig. 3.11 illustrates the RCP of an extended torus quorum system for two different

quorums A and B. Users A and B construct a quorum by selecting the elements

{1, 3, 4, 7, 8, 10, 13, 17, 18, 19, 21, 22, 24} and {3, 4, 6, 9, 13, 14, 15, 17, 18, 20,

27, 28} respectively under Z28.

Asymmetric Channel Status

In an asymmetric case, the channel information in terms of the number of channels

observed by the participating CR nodes in communication is asymmetric. As is dis-

cussed in the previous section, a CR node generates an extended torus grid structure

where the number of rows h is the number of channels and number of columns is

2× h− 1. Therefore, asymmetric channel information leads to an asymmetric torus

grid structure. This section shows how two asymmetric torus grid quorums can satisfy
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the rotation closure property and eventually guarantee RDV.

Definition 7 (Asymmetric Torus Quorum):Given two positive integers n and

m, two torus quorum systems x over universal set U1 = {0, 1, ..., n − 1} and y over

U2 = {0, 1, ...,m − 1} that form a torus of t × w and t × s respectively are called

asymmetric if t 6= t and satisfy the intersection property i.e. ∀QA ∈ x and ∀QB ∈ y;

QA ∩QB.

To guarantee RDV in an asymmetric case, it is necessary to prove that the two

CR nodes following EQTCH protocol observe asymmetric channels and satisfy the

rotation closure property.

Definition 8 (Cycle Augmentation): Assume a torus quorum system x over

universal set U = {0, 1, ..., n − 1} and QA = {QAi , ...QAk} is the quorum of x. The

cycle augmentation of quorum QA is defined as Qc
A = ({QAi +j ∗n}mod(n∗c)); where

1 ≤ i ≤ k and 0 ≤ j ≤ c− 1.

For example, QA = {1, 3, 4, 7, 8, 10, 13, 17, 18, 19, 21, 22, 24, } ∈ x(Z28). Now Q2
A =

{1, 3, 4, 7, 8, 10, 13, 17, 19, 21, 22, 24, 28, 30, 31,

34, 35, 37, 40, 44, 45, 46, 48, 49, 51}

Definition 9 (Asymmetric Rotation Closure Property): Two asymmetric

extended torus quorum systems x over universal set U1 = {0, 1, ..., n− 1} and y over

U2 = {0, 1, ...,m− 1} satisfy the asymmetric RCP if

i ∀ QA ∈ x and QB ∈ y, QA ∩ (QB + i) 6= 0

ii ∀ Qc
A ∈ xc and QB ∈ y, Qc

A ∩QB 6= 0

iii ∀ Qc
A ∈ xc and QB ∈ y, Qc

A ∩ (QB + i) 6= 0

Theorem 2:The extended torus quorum system satisfies the asymmetric rotation

closure property and can guarantee RDV.

Proof :It has been proven in [71] that the torus grid quorum system satisfies the

rotation closure property. The extended torus quorum system is a super set of the
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torus grid system. Hence, RCP also stands for an extended torus quorum system. For

example, two users A and B form 4×7 torus grid systems. User A chooses one column

and three elements, each of which falls in a diagonal position for successive columns

in wrap around manner i.e QA = {3, 6, 9, 13, 14, 15, 28}. User B will choose quorum

QB = {3, 4, 6, 9, 13, 14, 15, 17, 18, 20, 25, 27, 28} based on definition 8. It shows that

QB ⊃ QA.

3.5 Channel Ranking

In this section, the channel ranking problem is formulated as a convex combination of

sequential multi-objective linear programming problems. The primary and secondary

objective functions are to maximise a weighted sum of the channel average availability

times and channel sojourn times in the idle state respectively. Consider that wm is

a weight associated with channel fm,m ∈ {1, ..., L}. The weight is used to rank the

channel such that the channel with the largest weight will be considered the best

channel. The primary objective function of the linear optimisation problem can be

written as Eqn. 3.10:

LP1: Channel Availability

w = maximize
(w1,w2,...,wL)

{C(w)
def
=

L∑
m=1

π
(m)
1 wm} (3.10)

subject to
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[
1−

h∏
i=1

(
1− p(m)

(n+mi)T (1, S)
)
⌊w

2

⌋
∏
i=1

(
1− p(m)

(n+(x(1+i)mod h).y((m+i)mod w))(1, s)
)
·⌊w

2

⌋
∏
i=1

(
1− p(m)

(n+(x(1+i)mod h).y((m−i)mod w))(1, s)
)
·⌊w

2

⌋
∏
i=1

(
1− p(m)

(n+(x(

⌊h
2

⌋
+i)mod h).y((m+i)mod w))

(1, s)
)]
wm < λ(m)

s col(n) (3.11)

∀s{K,P},∀m ∈ {1, 2, ..., L}, K ∈ {1, 2, 3, ..., N} (3.12)

L∑
m=1

wm = 1; 0 ≤ wm ≤ 1, ∀m ∈ {1, 2, ..., L} (3.13)

The probability of collision with PUs and other SUs and channel fluctuation levels are

considered to be the constraints in the optimization problem. Eqn. 3.11 described the

constraints of the optimization problem for the ETQCH quorum structure. The left

side of Eqn. 3.11 has four parts: one for the column and the rest for three different

diagonals. pu(1, s) is the probability that the channel will move from the idle state

(i.e. state 1) to state s in quorum slot u. 1 − pu(1, s) is the probability that the

channel state will not change during slot u.
∏

(1−pu(1, s)) is the probability that the

channel state will not change during any of the quorum slots of a particular quorum.

1−
∏

(1− pu(1, s)) is the probability that the channel state will change (i.e., will no

longer stay idle) during at least one of the slots that belong to a particular quorum.

Hence, 1 −
∏

(1 − pu(1, s)) is the probability of collision with a PU (when s = 2)

or another CRs (when s = 3). Note that channel sensing occurs at the beginning of

a grid. Taking into account the processing time for assigning the probabilities and

assigning the channels, this sensing can be used for the next grid, not the current
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grid. This is why n is added to each index. That means whenever a quorum starts,

its channel has already been assigned during the previous quorum. In this work, n is

considered to be an individual total time slot rather than a global system parameter

like in [74]. Here n is the length of the rendezvous cycle or number of time slots, which

depends on the number of available channels. In an asymmetric channel scenario, a

node experiences a different number of channels and has a different cycle length.

Hence, channel sorting would also be different due to collision probability.

Consider that the sojourn time for channel m in state i is T
(m)
i and return to state

i is R
(m)
i after leaving it. Let ψ

(m)
i

def
= E[T

(m)
i ] and R

(m)
i

def
= E[R

(m)
i ]. For i ∈ 1, 2, 3 i.e.

idle, PU, CRs the sojourn time for the different states can be expressed as follows:

T
(m)
1 =

1

λ
(m)
p + λ

(m)
p

T
(m)
2 =

1

µ
(m)
p

T
(m)
3 =

1

λ
(m)
p + µ

(m)
s

(3.14)

The constraint in Eqn 3.11 is used to improve the prediction accuracy by restrict-

ing the fluctuation level of the selected channel. Channels with higher fluctuation

levels will have higher collision probability and hence receive lower weight. The sec-

ond objective function is to minimise the effect of channel fluctuation in prediction

accuracy by providing higher priority to channels with larger mean sojourn time in

the idle state. Hence, the secondary objective function of the linear optimisation

problem can be written as in Eqn. 3.10:

LP2:Channel Sojourn Time

w = maximize
(w1,w2,...,wL)

{F(w)
def
=

L∑
m=1

ψ
(m)
i wm} (3.15)

= maximize
(w1,w2,...,wL)

{F(w)
def
=

L∑
m=1

3∑
i=1

ψ
(m)
i wm} (3.16)

= maximize
(w1,w2,...,wL)

{F(w)
def
=

L∑
m=1

ψ
(m)
1 wm} (3.17)

subject to
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X ∗I (1− ε) < X (w) (3.18)

Equation 3.18 limits the influence of sojourn time on channel ranking by adjusting

the value of ε (0 ≤ ε ≤ 1). If ε = 0, the second objective function does not have any

control over channel ranking.

To explain the channel selection criteria, an example is presented in tables 3.1 and

3.2. It is considered that user A observes eight available channels. It is also assumed

that channel collision probability thresholds are the same for all channels. However,

it can vary based on frame length, and frame length increases with the number of

channels. There are 2 pairs of channels, each has the same π
(m)
1 but different channel

sojourn time ψ
(m)
1 . Here channel availability times and sojourn times are considered

for only the idle state. The other two states (PU and CRs) are captured by collision

probability constraints. The LP problem is implemented in MATLAB and it is found

that the minimum collision probability value that keeps the problem feasible is 0.16

(i.e. λmin = 0.16). Table 3.2 shows the ranking of the eight channels. Initially ε is

set to zero, to analyse the behavior of the channel availability linear programming

problem in relation to collision constraint probability. It is found that the feasible

region of LP1 increases with λ and channels gain higher weight based on π
(m)
1 leaving

the other channels with zero weight. In this example, CH1, CH6 and CH8 receive

zero weight when λ = 0.18. A further increment of λ results CH3 and CH5 down to

zero. Interestingly, collision probability increases due to channel transition from the

idle state to either PU or CR state and the channel sojourn time is reduced. Hence,

the second optimisation stage is used to assign higher weight to the channels with

larger mean sojourn time which are subject to constraint 3.18 to restrict the reduction

in optimum value of the first objective function. Again see table 3.2, for λ = 0.16

and ε = 0, which shows that CH6 gets higher rank over CH5 and CH3 due to higher

ψ
(m)
1 and lower rate of channel occupancy by PUs. For further increments of ε and

λ, still channels with larger values of π
(m)
1 dominate the get higher ranking priority
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however with less available channels having zero weights. An interesting observation

is that CH6 receives higher rank than the CH5 and CH7. This is because CH5 and

CH7 have a higher collision probability and lower sojourn time. However, it would

be changed with further increments of λ and provide higher weight or rank to the

channels with high π
(m)
1 .

Table 3.1: Channels with different optimisation parameters

π
(m)
1 ψ

(m)
1

π
(m)
2

π
(m)
3

CH1 0.2544 36.41 25.68

CH2 0.7425 54.18 4.06

CH3 0.4822 26.5 12.44

CH4 0.7425 88.21 1.52

CH5 0.4822 64.89 12.44

CH6 0.2113 97.32 1.003

CH7 0.5411 29.59 1.84

CH8 0.3128 47.18 21.03

3.6 Adaptive CH sequence

Before joining the network, a CR node starts channel sensing and creates a channel

list according to the channel ranking. Using algorithm 1, the CR node generates a

CH sequence. It is assumed that the CR node has two radio transceivers as described

in section 3.4.1. During the network set up phase, the CR node selects the channel

from the CH sequence and senses using D-Radio. If the channel is sensed as idle for

a distributed coordination function inter-frame space (DIFS) interval, it implies that

currently there are no ongoing transmissions over the channel and an RTS transmis-

sion is initiated using R-Radio. If no clear-to-send (CTS) is received after a short

inter-frame space (SIFS) interval, it continues channel hopping. It is assumed that
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Table 3.2: Channel Ranking for ETQCH protocol

Optimisation Parameters 1 2 3 4 5 6 7 8

ε = 0

λ = 0.16 CH4 CH2 CH7 CH6 CH5 CH3 CH8 CH1

λ = 0.18 CH4 CH2 CH7 CH5 CH3

λ = 0.195 CH4 CH2 CH7

ε = 0.05

λ = 0.16 CH4 CH2 CH7 CH6 CH5 CH3 CH8 CH1

λ = 0.18 CH4 CH2 CH7 CH6 CH5 CH3

λ = 0.195 CH4 CH2 CH7 CH6 CH5 CH3 CH8

ε = 0.1

λ = 0.16 CH4 CH2 CH7 CH6 CH5 CH3 CH8 CH1

λ = 0.18 CH4 CH2 CH6 CH5 CH7

λ = 0.195 CH4 CH2 CH7 CH5 CH3 CH6 CH8

RTS/CTS transmission is always successful. In addition, with multiple channels oper-

ating in parallel, the collision probability on any of these channels is greatly reduced.

Therefore, when a CR node sends an RTS but receives no CTS after an SIFS, most

likely the corresponding destination is not accessing the same channel at that time.

Thus, the CR node should switch to a different channel. If a CTS is received after

an SIFS, it means that the corresponding destination is also accessing the channel at

that time. After the successful handshake, the CR node starts data transmissions to

its destination using D-Radio. If the channel is sensed to be busy, which implies that

the current channel is occupied by other CR node pairs, CR will modify the channel

hopping sequence by replacing the busy channel with the last rendezvous channel.

If there is no rendezvous achieved so far, the busy channel will be replaced by the

best channel from the channel list for the rest of the hopping sequence. Figure 3.12

presented below illustrates the channel access strategy.
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Figure 3.12: Channel hopping update

Assume we have the following channel sequence:

At any time in the rendezvous process channel 1 may become busy. Then the

busy channel will be replaced by channel 2, assuming the CR established RDV in

channel 2 in the previous cycle. Therefore, the updated CH sequence would be:

Otherwise, the busy channel will be replaced by the channel in the top of the

channel ranking list. Assuming channel 4 is at the top of the channel rank.
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3.7 Features of ETQCH Protocol

This section outlines the features of the ETQCH protocol, which achieves better

performance by dynamically updating the hopping sequence based on PU activity.

The features are as follows:

i. Synchronization : Synchronization between sender and receiver is one of the

fundamental requirements of existing CH protocols in achieving and guarantee-

ing RDV in CRAHNs. This assumption may ease the problem but cannot cap-

ture the practical scenario where clock drift is evident. In distributed networks,

achieving clock synchronization is very difficult unless an external synchroniza-

tion system is used. In ETQCH, all the CR nodes hop to the channels based on

the local clock and CH sequence. Synchronization can only be achieved after

RDV through the exchange of a control message. However, synchronization

between CR users is captured by the RCP and cycle augmentation property

of the ETQCH scheme in both symmetric and asymmetric scenarios. Hence,

sender and receiver can achieve RDV if the slot alignment is less than the control

message transmission time.

ii. Scalability : There are many CH protocols in the literature that fundamentally

rely on the exchange of seed (MAC address or NODE ID) values between neigh-

bors to track the sender CH sequence prior to RDV. However, this information

is only received if neighbors are on the same channel or there is a dedicated

channel to transfer this information. In CRAHNs, this is impractical as nodes

are not aware of neighbor nodes and their transmission. Moreover, CR nodes

need to spend a significant amount of time on each channel to get this (seed)

information. As a result, further latency and overheads are incurred on link

establishment. In contrast to that, the ETQCH protocol is a completely blind

rendezvous protocol which does not need to exchange any prior information and
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consequently reduces the overhead and latency.

iii. Load Balancing : This is one of the classic problems in both infrastructure

and ad-hoc wireless networks. Here, load refers to the amount of traffic flow

through the channel. Hence channel activity or channel availability times im-

ply the load on the channel. Most of the existing CH RDV schemes map the

channel randomly from the available channels set to construct CH regardless

of channel availability times or channel activity. As a result, these schemes en-

counter more collisions and spectrum handoffs, which eventually degrade net-

work performance. In contrast, channel mapping in the ETQCH protocol is

fundamentally based on channel quality or channel ranking. To quantify the

channel quality, a channel activity-based channel ranking system is embedded

in the ETQCH protocol.

iv. Robustness : Robustness refers to protocol behavior against intermittent PU

and CR activities which cause a change of channel status. The idea of CR

is to opportunistically use the licensed and unlicensed radio spectrum. Hence

protocols for CR should be able to update the channel status more often. Exist-

ing CH RDV protocols perform spectrum sensing and gather radio information

to construct CH sequences. Based on the CH sequence, the CR node visits

the channel and performs a RTS/CTS handshake to achieve RDV. However,

it may happen that the channel becomes unavailable during the CH operation

and causes a collision with either PUs or CRs operating on that channel. In

ETQCH, robustness is achieved by monitoring the channels in the CH sequence

prior to hopping on that channel using an additional antenna and eventually

updating the sequence if there is any change in channel status. A detailed

explanation of this update procedure is given in section 3.6.
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3.8 Summary

In summary, this chapter presents the novel ETQCH protocol based on channel rank-

ing to guarantee RDV on available common channels. It utilizes the extended torus

quorum concept to achieve and guarantee RDV. It also shows that EQTCH can

guarantee RDVs for both symmetric and asymmetric channel scenarios without any

further modification. The fundamental concept of the EQTCH protocol is to as-

sign more time slots to the best channel and decrease the time slots according to

channel ranking. Hence, channel ranking is one of the important components of the

ETQCH protocol. Channels are ranked based on channel availability times and so-

journ times with the constraint of PU and CR collision probability. A multi-objective

linear optimization problem has been discussed to eliminate channel fluctuation lev-

els. Moreover, to avoid collision with any PU and CR transmission during a CH

period, an adaptive CH update procedure was explained which utilizes the historical

RDV information if available or stays on the best channel. Finally, the features of

the ETQCH protocol were presented.

In the next chapter, the performance of the ETQCH protocol is investigated

through mathematical analysis and simulation. A detailed mathematical formula-

tion is derived to estimate the expected degree of overlap for ETQCH and gQ-RDV

protocols. It also describes the simulation results to compare the ETQCH protocol

behavior with existing CH protocols, including channel rank and non-channel-rank

based protocols.



Chapter 4

Performance Evaluation of
ETQCH Protocol

4.1 Introduction

In Chapter 3, construction of the ETQCH protocol was presented, which integrates

channel quality information to assign the priority among the number of channels ob-

served. The fundamental idea is to assign timeslots based on channel quality in terms

of availability times and channel fluctuation. In this chapter, the performance of the

ETQCH protocol is evaluated in relation to legacy CH RDV protocols. Average time

to rendezvous (ATTR) and degree of overlap are used to evaluate the performance

of the CH sequence. These are the two widely used performance metrics that quan-

tify the effectiveness of an RDV CH protocol. ATTR measures the time required to

achieve RDV, and degree of overlap counts the number of overlaps within a CH period.

For comparative analysis, simulation is performed on two groups of channel selection

schemes: channel rank-based channel mapping (gQ-RDV [61], Basic AMRCC and

Enhance AMRCC [29]); and non-channel-rank-based channel mapping (Jump Stay

(JS) [60],Enhance Jump Stay (EJS) [34], DRSEQ [33], Sequence Based Rendezvous

(SeqR) [3], Modular Clock (MC) [39], Modified Modular Clock (MMC) [39], and

79
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Short Sequence Based (SSB) [35]) in the CH sequence.

Section 4.2 explains the expected quorum overlap size (EQOS) for ETQCH and

gQ-RDV protocols in subsections 4.2.1 and 4.2.2 respectively. EQOS is the mea-

surement of expected degree of overlap. For both of the protocols, different channel

mapping strategies are considered to estimate the EQOS or degree of overlaps. Sec-

tion 4.3 presents the simulation environments and model assumptions in building the

MATLAB based simulator. The simulation results are explained in section 4.4 with

detailed analysis of the protocols’ behavior in different simulation scenarios. The

chapter concludes with a brief summary of the main findings in section 4.6.

4.2 Expected Quorum Overlap Size (EQOS)

Definition 4 [75]: For a quorum system Q under U = {0, 1, 2, ..., n−1}, the expected

quorum overlap size of Q can be defined as
∑

G,H∈Q p(G)p(H)|G
⋂
H|, where p(G)

and p(H) is the probability of accessing quorum G and H respectively for a quorum

access strategy.

4.2.1 EQOS of Extended Torus Quorum System

Suppose Q and Q′ are the torus quorum systems formed according to the quorum

formation rule described in section 3.4.2, where Q contains all elements of column C

and Q′ contains all elements of column C ′. We define d, the distance between C and

C ′, as min((C ′ − C)mod w, (C − C ′)mod w). Let E(h, i, j) be the expected number

of the common members of two independently chosen subsets of a set of h elements,

where the first and the second subsets respectively contain i and j elements. Using

combinatorics and applied probability we can derive that E(h, i, j) = (i × j)/h2

when i and j are equal in size. For an asymmetric scenario, where the number
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of elements are not chosen from the same universal set, E(h, k, i, j) is the expected

number of elements common to both samples. If we assume that H = {1, 2, ..., h} and

K = {1, 2, ..., k}, and if i elements are chosen (uniformly and without replacement)

from H, and j elements are chosen (uniformly and without replacement) from K,

then E(h, k, i, j) = (i× j min(h, k))/(h× k) = (i× j)/(max(h, k)). This is obtained

by adding, for each n ∈ 1, 2, ...,min(h, k), the probability that n is chosen in both

samples. Let Kr =
⌈K

2

⌉
, Kl =

⌊K
2

⌋
, K ′r =

⌈K ′
2

⌉
, K ′l =

⌊K ′
2

⌋
,

Wr =
⌈W

2

⌉
, Wl =

⌊W
2

⌋
, W ′

r =
⌈W ′

2

⌉
,W ′

l =
⌊W ′

2

⌋
− 1. According

to the proposed extended torus quorum system K = 3, hence Kr = K ′r = 2 and

Kl = K ′l = 1.

• Case 1 : d = 0; this means user A and B are on the same column; L = 0;

R = 0, which reflects that user A and B have the same number of channels in

the channel list. The expected overlap size between QA and QB is

O1 = T + E(T,Kr, K
′
r).Wr + E(T,Kl, K

′
l).Wl (4.1)

• Case 2 : d = 0;L ≥ 1, R ≥ 1; this means user A and B have asymmetric

channel information but they are on the same column, hence the expected

quorum overlap size is L = 0; R = 0, which reflects that user A and B have the

same number of channels in the channel list. The expected overlap size between

QA and QB is

O2 = min(T, T ′) + E(T, T ′, Kr, K
′
r).Wr + E(T, T ′, Kl, K

′
l)

·Wl

(4.2)

• Case 3(1): 1 ≤ d < Wr; here d = (C ′ − C)mod W ; L = 0, R = 0. The size of

the quorum overlap is:
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Figure 4.1: Illustration of extended torus quorum system with three different cases:
Symmetric channel observation with same channel ranking (at the top); Asymmetric
channel observation with different channel ranking (at the middle and bottom).

O31 = (d− 1).E(T,Kr, K
′
r) + (Wr − d).E(T,Kr, K

′
r)+

d.E(T,Kl, K
′
r) + (Wl − d)E(T,Kl, K

′
l) +K ′l +Kr

(4.3)

• Case 3(2): 1 ≤ d < Wr; here d = (C − C ′)mod W ; L = 0, R = 0. The size of
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the quorum overlap is:

O32 = (d− 1).E(T,Kl, K
′
r) + (Wr − d).E(T,Kr, K

′
r)+

d.E(T,Kr, K
′
l) + (Wl − d)E(T,Kl, K

′
l) +Kl +K ′r

(4.4)

• Case 4(1): 1 : n < d; here d = (C ′−C)mod W ; n = T − T ′,L ≥ 1, R ≥ 1. The

overlap size is:

O41 = (d− 1).E(T, T ′, Kr, K
′
l) + (Wr − d).E(T, T ′, Kr, K

′
r)+

d.E(T, T ′, Kl, K
′
r) + (Wl − d)E(T, T ′, Kl, K

′
l) +K ′l +Kr

(4.5)

• Case 4(2): 1 : n < d; here d = (C −C ′)mod W ; n = T − T ′,L ≥ 1, R ≥ 1. The

overlap size is:

O42 = (d− 1).E(T, T ′, Kl, K
′
r) + (Wr − d).E(T, T ′, Kr, K

′
r)+

d.E(T, T ′, Kr, K
′
l) + (Wl − d)E(T, T ′, Kl, K

′
l) +Kl +K ′r

(4.6)

• Case 4(3): 1 : n < d; here d = (C − C ′)mod W ; n = T − T ′,L ≥ 1, R ≥ 1.

Assume C ′ is outside of W but inside W ′. The overlap size is:

O43 = (d− 1).E(T, T ′, Kr, K
′
l) + (W ′

r − d).E(T, T ′, Kr, K
′
r)+

d.E(T, T ′, Kl, K
′
r) + (W ′

l − d)E(T, T ′, Kl, K
′
l) +K ′l

(4.7)

• Case 5(1): n ≤ d < Wr; here d = (C ′ − C)mod W ; n = T − T ′,L ≥ 1, R ≥ 1.

The overlap size is:

O51 = (d− 1).E(T, T ′, Kr, K
′
l) + (Wr − d).E(T, T ′, Kr, K

′
r)+

d.E(T, T ′, Kl, K
′
r) + (Wl − d)E(T, T ′, Kl, K

′
l) +Kr

(4.8)

• Case 5(2): n ≤ d < Wr; here d = (C − C ′)mod W ; n = T − T ′,L ≥ 1, R ≥ 1.

The overlap size is:
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O52 = (d− 1).E(T, T ′, Kl, K
′
r) + (Wr − d).E(T, T ′, Kr, K

′
r)+

d.E(T, T ′, Kr, K
′
l) + (Wl − d)E(T, T ′, Kr, K

′
l) +Kl +K ′r

(4.9)

• Case 5(3): n ≤ d < Wr; here d = (C ′ − C)mod W ; n = T − T ′,L ≥ 1, R ≥ 1.

Assume C ′ is outside of W but inside W ′. The overlap size is:

O53 = (d− 1).E(T, T ′, Kr, K
′
l) + (W ′

r − d).E(T, T ′, Kr, K
′
r)+

d.E(T, T ′, Kl, K
′
r) + (W ′

l − d)E(T, T ′, Kl, K
′
l) +Kr

(4.10)

• Case 6(1): d = Wr and W is ODD, here d = (C ′ − C)mod W ; L = 0, R = 0.

The overlap size is:

O61 = (Wr − 1).E(T,Kr, K
′
l) +Wr.E(T,Kl, K

′
r) +Kr +K ′l (4.11)

• Case 6(2): d = Wr and W is ODD, here d = (C − C ′)mod W ; L = 0, R = 0.

The overlap size is:

O62 = (Wr − 1).E(T,Kl, K
′
r) +Wr.E(T,Kr, K

′
l) +K ′r +Kl (4.12)

• Case 7(1): d = Wr and W is ODD, here d = (C ′ − C)mod W ; L ≥ 1, R ≥ 1.

Assume C ′ is outside of W but inside W ′. The overlap size is:

O71 = (d− 1).E(T, T ′, Kr, K
′
l) + d.E(T, T ′, Kl, K

′
r)+

(W ′
l − d)E(T, T ′, Kl, K

′
l) +Kl

(4.13)

• Case 7(2): d = Wr and W is ODD, here d = (C − C ′)mod W ; L ≥ 1, R ≥ 1.

Assume C ′ is outside of W but inside W ′. The overlap size is:

O72 = (Wr − 1).E(T, T ′, Kl, K
′
r) +Wr.E(T, T ′, Kr, K

′
l)+

K ′r +Kl

(4.14)
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• Case 8 : d = Wr and W is EVEN, here d = (C−C ′)mod W = (C ′−C)mod W ;

L = 0, R = 0. W and W’ both are even. The overlap size is:

O8 = (Wr − 1).E(T,Kr, K
′
l) + E(T,Kl, K

′
r) +Kr+

K ′l

(4.15)

• Case 9(1): d = Wr and W is EVEN, here d = (C − C ′)mod W = (C ′ −

C)mod W ; L ≤ 1, R ≤ 1. Assume C ′ is outside of W but inside W ′. The

overlap size is:

O91 = (d− 1).E(T, T ′, Kr, K
′
l) + (Wr − d).E(T, T ′, Kr,

K ′r) + d.E(T, T ′, Kl, K
′
r) + (W ′

l − d)E(T, T ′, Kl, K
′
l)

+Kl

(4.16)

• Case 9(2): d = Wr and W is EVEN, here d = (C − C ′)mod W = (C ′ −

C)mod W ; L ≤ 1, R ≤ 1. Assume C ′ is inside W . The overlap size is:

O92 = (Wr − 1).(E(T, T ′, Kr, K
′
l) + E(T, T ′, Kl, K

′
r)) +Kr (4.17)

• Case 10(1): Wr < d < W ′
r, here d = (C ′ − C)mod W and n = T − T ′ L ≤ 1,

R ≤ 1. The overlap size is:

O101 = (d− 1).E(T, T ′, Kr, K
′
l) + d.E(T, T ′, Kr, K

′
r)+

(W ′
l − d)E(T, T ′, Kl, K

′
l) +K ′l

(4.18)

• Case 10(2): Wr < d < W ′
r, here d = (C − C ′)mod W and n = T − T ′ L ≤ 1,

R ≤ 1. This is similar to the case mentioned in 5(2).

• Case 11 : d = W ′
r and W is ODD, here d = (C ′ − C)mod W ′; L ≤ 1, R ≤ 1.

The overlap size is:
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O11 = (W ′
r − 1).(E(T, T ′, Kr, K

′
l) +W ′

rE(T, T ′, Kl, K
′
r))+

K ′l

(4.19)

• Case 12 : d = W ′
r and W is EVEN, here d = (C ′ − C)mod W ′; L ≤ 1, R ≤ 1.

The overlap size is:

O12 = (W ′
r − 1).(E(T, T ′, Kr, K

′
l) + E(T, T ′, Kl, K

′
r)) (4.20)

There are W occurrences for each of the above-mentioned cases. W ,W ′ are possi-

ble permutations of Q and Q′. Therefore, the expected overlap size of the two torus

quorum systems can be written as follows. For the symmetric scenario:

W.O1 +W.
∑Wr−1

d=1 [O31(d) +O32(d)] +W.(O61 +O62)

W 2

(Wis ODD)

=
O1 +W.

∑Wr−1
d=1 [O31(d) +O32(d)] + (O61 +O62)

W

=
W.O1 +W.

∑Wr−1
d=1 [O31(d) +O32(d)] +W.(O8

W 2

(Wis EV EN)

=
O1 +W.

∑Wr−1
d=1 [O31(d) +O32(d)] +O8

W

(4.21)

For the asymmetric scenario:
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When W and W’ are ODD

W.O2 + W.
∑n−1

d=1 [O41(d) + O42(d)] +

W.
∑Wr−1

d=n [O51(d)+

O52(d)+O53(d)]+W.(O71 +O72)+W (O10 +

O11)

W.W ′

=

O2 +
∑n−1

d=1 [O41(d) + O42(d)] +
∑Wr−1

d=n [O51(d) +

O52(d)+

O53(d)] +O71 +O72 +O10 +O11

W ′

(4.22)

When W and W’ are EVEN

W.O2 + W.
∑n−1

d=1 [O41(d) + O42(d)] +

W.
∑Wr−1

d=n [O51(d)+

O52(d)+O53(d)]+W.(O91 +O92)+W (O10 +

O12)

W.W ′

=

O2 +
∑n−1

d=1 [O41(d) + O42(d)] +
∑Wr−1

d=n [O51(d) +

O52(d)+

O53(d)] +O91 +O92 +O10 +O12

W ′

(4.23)

4.2.2 EQOS of Grid Quorum System

A grid system can be defined as a collection of elements which are logically organized

to form a square. The quorum system based on the grid structure is a union of

rows and columns that are associated with a particular element [66]. For example,

a set S = {1, 2, ..., 16} is organised in a (4 × 4) square grid to accommodate all of

the elements as shown in Fig. 4.2. In order to select element number 11, a union of

columns and rows corresponding to element 11 will be selected to form the quorum

which is {3, 7, 9, 10, 11, 12, 15}. In general, the grid quorum system arranges elements
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of the universal set U = {0, 1, ..., n−1} as an (n×n) array. A quorum can be any set

containing a full column plus a full row of elements. Hence, the size of the quorum

becomes 2
√

(n− 1).

Assume there are two users A and B with quorums Q and Q′ respectively. Ac-

cording to the quorum formation rule, user A will select one full column C and row

R to form the quorum Q and user B will select C ′ and R′ to form the quorum Q′. A

grid quorum system is called symmetric if both users have the same grid dimensions,

otherwise it is asymmetric. The EQOS of the symmetric grid system is presented

in [75].

Figure 4.2: Grid structure and quorum system based on grid quorum

In this section, we compute the EQOS for the asymmetric grid quorum system by

considering the following quorum selection strategies:

• Case 1 : C = C ′; R = R′ and L > 0, R > 0 (Both users choose same column

and row). The expected overlap size between QA and QB is

O1 grid = 2
(
min(

√
n,
√
n′)
)
− 1;

Occurance of event = min(n, n′)
(4.24)

• Case 2 : C = C ′; R 6= R′ and L > 0, R > 0 (Both users choose same column

but different rows). The expected overlap size between QA and QB is



89

O2 grid = min(
√
n,
√
n′);

Occurance of event = n ·
(
min(n, n′)− 1

) (4.25)

• Case 3 : C 6= C ′; R = R′ and L > 0, R > 0 (Both users choose different columns

but same row). The expected overlap size between QA and QB is

O3 grid = min(
√
n,
√
n′);

Occurance of event = n ·
(
min(n, n′)− 1

) (4.26)

• Case 4 : C 6= C ′; R = R′ and L > 0, R > 0 (Both users choose different columns

and rows). It has four different subcases as shown on Fig. 4.3

1. subcase 4.1: Different columns and rows but within the smaller grid

O4.1 grid = 2;

Occurance of event = min(n, n′) ·
(
min(

√
n,
√
n′)

− 1
)
·
(
min(

√
n,
√
n′)− 1

) (4.27)

2. subcase 4.2: Column is chosen inside the smaller grid but row is from

outside

O4.1 grid = 1;

Occurance of event = min(n, n′) ·
(
min(

√
n,
√
n′)− 1

) (4.28)

3. subcase 4.3: Column is chosen outside the smaller grid but row is from

inside

O4.1 grid = 1;

Occurance of event = min(n, n′) ·
(
min(

√
n,
√
n′)− 1

) (4.29)

4. subcase 4.4: Column is chosen outside the smaller grid but row is from

inside

O4.1 grid = 0;

Occurance of event =| n− n′ | ·
(
| (
√
n,
√
n′ | −1

) (4.30)
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Figure 4.3: Quorum selection strategies in asymmetric grid quorum system

Therefore, the EQOS of the two grid quorum systems can be written as follows.

For the symmetric scenario:

2n ·
(√

n− 1big) ·
(√

n− 1big) + 2
√
n ·
√
n ·
(√

n−
1
)

+
(
2
√
n− 1

)
· n

n2

=
4n− 4

√
n+ 1

n

=

(
2
√
n− 1

)2

n

(4.31)
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For the asymmetric scenario:(
min(

√
n,
√
n′)−1

)
·min(n, n′)+2·min(

√
n,
√
n′)·

n·(
min(n, n′)−1

)
+2 ·min(n, n′) ·

(
min(

√
n,
√
n′)−

1
)
·(
min(

√
n,
√
n′) − 1

)
+ 2 · min(n, n′) ·(

min(
√
n,
√
n′)− 1

)
n · n′

=

(
2 ·
√
n−1

)
·n+ 2 ·n ·

√
n.(n−1) + 2 ·n · (

√
n−1)·

(
√
n− 1) + 2 · n · (

√
n− 1)

n · n′

=

(
2·
√
n−1

)
+2·
√
n.(n−1)+2·(

√
n−1)·(

√
n−1)+

2 · (
√
n− 1)

n′

=
2 ·
√
n(n− 1) + 2n

n′

(4.32)

4.3 Simulation

The effectiveness of the ETQCH protocol was extensively evaluated by a MATLAB

based simulation. ETQCH was evaluated in relation to the existing channel rank

and non-channel rank based channel mapping. Table 2.1 lists the protocols and the

corresponding descriptions. The gQ-RDV [61], Basic AMRCC [29], and Enhanced

AMRCC [29] protocols use channel ranking information to construct the CH sequence

and rest use random channel selection to map the channels in hopping sequence.

4.3.1 Simulation Environment

A MATLAB based simulation was used to evaluate the performance of the ETQCH

protocol. A network with varying CR nodes was considered with the number of avail-

able channels ranging from 2 to 40 in a 800m×800m area, where each of the nodes had
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an equal transmission radius of 100m. In this work both licensed and unlicensed chan-

nels were considered with equal priority. CR nodes were considered asynchronous,

which was implemented by imposing a random delay at network initialization. During

the simulation, the CR nodes may synchronize themselves after achieving RDV. Each

CR node starts with spectrum sensing. The sensing duration was set at 25ms/channel

and ≤ 1ms/channel for fine and fast sensing respectively [76]. Fast sensing is per-

formed by selecting samples of the PU Poisson traffic within its sensing period and

later on performing fine sensing before jumping into a channel. The ranking table of

CR nodes is based on channel availability and channel activity observed locally by a

CR user. It is assumed that, if a packet arrives during the spectrum sensing or hand-

shaking process, it is enqueued and remains in the queue till RDV is achieved. In this

chapter, collision among control or handshake packets is not considered; however, in

case of collision between a CR user packet and a PU packet, the CR user packet is

dropped instead of being retransmitted after a backoff.

All the results presented in this chapter are averaged over 10000 iterations [36].

The simulation covered both symmetric and asymmetric models with channel ranking

starting from zero (zero means the channels between users A and B are completely

out of order) to 1 (1 means CR users A and B have the same channel ranking list).

Each PU is randomly assigned a channel when a new packet needs to be transmitted

and packet arrivals follow the Poisson distribution with exponentially distributed

inter-arrival times. Table 4.1 lists the parameters used in the simulation.

Two parameters were introduced to analyse the protocol behavior in relation to

the number of channels and number of commonly available channels: (a) Degree

of common channel, and θ(0 < θ ≤ 1) and (b) Channel ranking similarity factor

α(0 ≤ α ≤ 1). The available channel set CHavail was randomly selected from the

whole set CHlist, which is equivalent to k ·CHlist, where k is the factor to control the

available channel set in the system. It is assumed that k is very small, varying from 0.1
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Table 4.1: Simulation Parameters

Number of CRs 20

Number of PUs 10

Number of channels, M 2 to 40

PU packet size 50 slots

Simulation time 10000 slots

Simulation area 500× 500 m2

PUs and CRs sensing range 100 m

Channel date rate 2 Mbps

T-RTS 192+160/r*

T-CTS 192+112/r*

r* 1 Mbps

to 0.3 [77]. This is an important factor because channel availability is directly related

to PU activity or traffic rate. A higher traffic rate implies that CR channel availability

fluctuates at a high rate. In order to capture the dynamic radio environment, it is

assumed that θ portion of channels are commonly available between CR users. The

value of θ can vary from 0 to 1. θ = 0 implies that there is no channel that is

commonly available. θ = 1 reflects the symmetric scenario, i.e. two CR users observe

the same set of available channels.

4.3.2 Modeling Assumptions

To simplify the simulation model, the following assumptions are made.

A.1 A single hop scenario was considered in the simulation model; i.e. A node can

only communicate within its single hop neighbors.
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A.2 For the sake of simplicity, network wide common spectrum labeling was as-

sumed.

A.3 It was assumed that all CR users could detect the primary users’ activity.

A.4 The delay in switching from one channel to another channel was assumed to be

negligible with respect to the hopping slot time.

A.5 A fully heterogeneous radio environment was considered, which includes GSM,

WiMAX and UMTS as licensed users, and any device having cognitive capability

but which does not have the right to access the licensed channel is considered

a cognitive radio user or secondary user.

A.6 As an ad-hoc network is completely distributed in nature, time synchronization

was not considered in this paper. Hence, different nodes may start channel

hopping at different times.

A.7 The packet arrival process for PUs, CRs was assumed to follow Poisson distri-

bution with rates λPU , and λCR respectively.

A.8 The CRs under consideration were all homogeneous, i.e. statistically identical

and independent.

A.9 Collision among control or handshake (i.e.RTS/CTS collision) packets was not

considered.

A.10 The time in the developed simulator was divided into small slots. The same slot

duration was used for all the CR nodes. Each time slot was enough to exchange

the RTS/CTS packets.

A.11 The channels were noise-free, so that packets were lost only because of collisions.

A.12 It was assumed that all nodes in the networks were static.
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4.4 Results and Discussion

Based on the simulation results, the proposed ETQCH protocol is compared to dif-

ferent channel rank and non-channel rank based CH protocols. The performance of

the ETQCH protocol is investigated by changing the channel order, number of chan-

nels, asymmetric channel information and number of common channels for both the

symmetric and asymmetric scenarios.

4.4.1 Impact of Channel Order/Rank

Figure 4.5 shows the network performance in terms of ATTR (Fig. 4.5(a)) and degree

of overlap (Fig. 4.5(b)) with changing channel order/rank. For comparative analy-

sis, channel rank based CH protocols such as AMRCC, gQ-RDV, basic and Enhance

AMRCC protocols were selected. It was observed that ATTR decreased for all pro-

tocols with similar channel rank factors. Rapid growth in ATTR was observed when

none of the channels were in the same rank as the peer CR nodes. The ATTR for

both ETQCH and gQ-RDV showed almost identical performance when a CR node

observed channels with similar rank. The ETQCH outperformed as the channel rank

similarity factor decreased. Fig. 4.5(a) shows that a 50% performance enhancement

can be achieved at α = 0, i.e. asymmetric channel rank. α represents the similar-

ity between intended communicating CR nodes. The performance of basic AMRCC

and enhance AMRCC is dominated by the pseudo random assignment of time slots.

Moreover, in Enhance AMRCC the length of CH sequence increases exponentially

with the number of channels, which results in higher ATTR.

Figure 4.5(b) shows the degree of overlapping or the number of intersections of

two sequences within the hopping period. The number of RDVs per cycle depends

on cycle size, which is a design choice in each protocol. Therefore, to compare the

performance of different protocols we defined the normalized degree of overlap per 100
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time slots. As expected, all the protocols showed an upward trend with the degree of

channel order. However, ETQCH outperformed compared to both Basic and Enhance

AMRCC. Significant performance enhancement could be observed in the worst case

scenarios where channel order was below 60%. This is due to the inherent property of

the ETQCH protocol, whereby two torus quorums with 3 branches are spread evenly

over the trunks of the quorum’s structure and detect each other more often compared

to gQ-RDV. Random quorum (i.e. time slots) distribution was considered in both

AMRCC protocols, which failed to achieve RDV as the channel order decreased.
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Figure 4.5: Comparison of ATTR and degree of overlap with channel rank similarity
factor: (a) ATTR (b) Degree of overlap



99

4.4.2 Impact of Number of Channels

The impact of the number available channels on network performance is obvious as

the length of the CH sequence depends on the number of available channels. Fig. 4.6

manifests the variation of ATTR and degree of overlap with the number of channels.

In this scenario, it was assumed that there were 40 channels (which includes licensed

and unlicensed) available to use as RDV channels. Moreover, a channel ranking

similarity factor of 0.6 between two users was considered. Fig. 4.6(a) exhibits that

ATTR increased with number of channels due to the dependency on the CH cycle

length. The proposed ETQCH protocol performed better compared to the other

protocols as it could facilitate higher number of intersections in a given RDV cycle.

The ATTR of ETQCH protocol was 1.174 time slots with 22 channels whereas it

was 54% higher for gQ-RDV, and the difference in performance was observed with

the number of channels. Moreover, an exponential increment of ATTR for enhance

AMRCC is shown in Fig. 4.6(a), as the length of CH is a quadratic function of the

number of available channels. According to the definition (presented in subsection

4.4.1) ATTR can only be minimized by increasing the number of RDVs, which is

illustrated in Fig. 4.6(b). For instance, when there are 22 channels in the system,

the degree of overlap achieved by ETQCH is 91.1 while it is 81.1, 5.88 and 4 for

gQ-RDV, basic-AMRCC and enhance-AMRCC respectively. For all CH based RDV

techniques, RDV cycle length increases with the number of available channels, which

incurs higher ATTR and a lower normalized degree of overlaps. Therefore, one of the

design aspects is to hop on channels more often, which can provide higher QoS and

distribute the channels over the RDV cycle.
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4.4.3 Impact of Asymmetry

Under the asymmetric model, different users may have different cardinality of the

available channel set, which is defined by degree of asymmetry, β, where β = |C A|)
|C B| ;

| C A | and | C B | is the cardinality of the available channel set of users A and

B respectively. In this case, the ATTR and degree of overlap of ETQCH and gQ-

RDV protocols was considered. Basic AMRCC and Enhance AMRCC algorithms

were excluded from this analysis as they do not support an asymmetric channel view.

Fig. 4.7(a) exhibits the ATTR of ETQCH, gQ-RDV for β = 0.8 and β = 0.6. For both

cases, the number of common channel between users was 4. However, at each run

the common channels were selected randomly from the available channel set. Based

on Fig. 4.7(a), the ATTR of both protocols increased with degree of asymmetry, as

the node had to spend more time on the channels out of rendezvous facility. The

ETQCH protocol performed better than gQ-RDV. For instance, when the number of

available channels was 50, the ATTR of ETQCH was 52% and 60% less than gQ-RDV

at β = 0.8 and β = 0.6 respectively. Moreover, it became more severe with further

increases in the number of available channels. The same statistics were collected for

80 channels and show that ATTR reached 76% and 68% for β = 0.8 and β = 0.6

respectively. Figure 4.7(b) illustrates the comparison of degree of overlap between

the ETQCH and gQ-RDV protocols. It shows that with the increase in degree of

asymmetry, the number of overlaps increased. However, for both of the protocols,

the degree of overlap dropped continuously with the number of channels for the same

degree of asymmetry.
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Figure 4.7: Comparison of ATTR and degree of overlap when two users experience
asymmetric set of channels: (a) ATTR (b) Degree of overlap
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4.4.4 Impact of Number of Common Channels

The number of common channel between CR users plays an important role in min-

imizing ATTR. It is natural that two CR nodes should have at least one common

channel to establish communication. To make the communication more robust against

service interruptions due to sudden PU reappearance, the CR node should have guar-

anteed overlaps with all common channels. Therefore, the CR node should continue

channel hopping even if it achieves RDV in one channel, which requires at least two

transceivers at each node to maintain and update the RDV channels. In this sec-

tion, different CH protocol behaviors are analysed and compared with the proposed

ETQCH protocol. We consider that there are 40 channels in the system. The term

”degree of common channel”, θ refers to the degree of common channels between

users. These common channels can be arranged based on symmetric channel ranking

or asymmetric channel ranking. In symmetric channel ranking, two CR nodes observe

the same channel rank, otherwise it is asymmetric channel ranking. The impact of the

number of common channels with both symmetric and asymmetric channel ranking

is described in the following subsections.

Symmetric Channel Ranking

Figure 4.8(a) shows that the ATTR performance of ETQCH, gQ-RDV, Basic AMRCC

and Enhance AMRCC with degree of common channels θ varied from 0.05 to 1 for the

symmetric channel rank scenario. The ATTR for all of these protocols showed same

trend as the number of common channels. However, ETQCH outperformed when the

number of common channels was less than 50% and converged with gQ-RDV as it

increased further. The same behavior can also be observed in Fig. 4.8(b) for degree

of overlap with degree of common channel. For instance, when 27% channels were

commonly available, the normalized degree of overlap of ETQCH was approximately
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47 while it was 32.75, 1.82 and 1.61 for gQ-RDV, basic AMRCC and enhance AMRCC

respectively. In both AMRCC protocols, time slots and channels are not mapped

deterministically but rather are assigned more time slots for higher rank channels

in a biased pseudo random fashion. However, this bias cannot guarantee to achieve

RDV and incurs higher ATTR and lower RDV.

Asymmetric Channel Ranking

Figure 4.9(a) illustrates the ATTR behavior with asymmetric channel ranking. It

shows that overall ATTR was higher compared to the symmetric channel rank sce-

nario. In this scenario, it was considered that 50% common channels would have

the same order. As an example, two CR users had a total of 40 channels with 50%

common channels in between (i.e. both users had 20 common channels). Out of

these 20 common channels 50% i.e. 10 channels were in the same order in terms QoS.

Based on Fig. 4.9(a), the ATTR decreased with the increase in common channels.

However, the rate was significantly slower compared to symmetric channel rank due

to missed opportunities. In CH protocols, time slots assignment is based on channel

ranking; hence channels that are not common but have higher rank can occupy more

time slots. However, still ETQCH performed better compared to any other protocol,

especially in a worst case scenario when the degree of common channels was only

5%. The ATTR in the worst case (i.e.5% common channel) was 57.75 for ETQCH,

whereas it was 320, 198.34 and 299.19 for gQ-RDV, basic-AMRCC and enhance-

AMRCC respectively. Fig. 4.9(b) depicts the normalized degree of overlap for the

different protocols. The slope of all the considered protocols is very nominal up to

60% of common channels and exhibits a gradual increase thereafter. Performance of

the ETQCH algorithm was very close to that of gQ-RDV under the symmetric chan-

nel rank model. However, there was a significant performance gap between ETQCH

and gQ-RDV protocols, shown in Fig. 4.9(b), in terms of the normalized degree of
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overlap.
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Figure 4.8: Comparison of ATTR and degree of overlap in varying number of common
channels with symmetric channel rank: (a) ATTR (b) Degree of overlap
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Figure 4.9: Comparison of ATTR and degree of overlap in varying number of common
channels with symmetric channel rank: (a) ATTR (b) Degree of overlap
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4.4.5 Comparison with Non-Channel Rank CH Protocols

In this scenario, different non-channel rank based legacy CH protocols were considered

to compare the performance of the ETQCH protocol. All the protocols use symmetric

channel information in terms of the number of channels. All the protocols use random

channel selection to map the channels in a time slot, except the DRSEQ and SSB

protocols. For DRSEQ and SSB protocol channels are continuously visited based on a

channel index. In this section, number of channels varied from 2 to 40 and at each run

a simulation was performed to compute the ATTR. Fig. 4.10(a) illustrates the ATTR

performance of different legacy CH sequences. Due to the polynomial relationship

between ATTR and the number of channels, sequence RDV (SeqR) showed very high

ATTR compared to other CH protocols. Interestingly the rest of the protocols showed

a similar trend of ATTR progression with the number of channels. The zoom section

in Fig. 4.10(a) shows the difference in performance between the protocols. It shows

that ETQCH performed better than MMC. This is because ETQCH utilizes channel

quality information and has a shorter period of sequence period than MMC. ATTR

performance improves even more compared to MMC when the number of available

channels is increased, and surpasses the other schemes by a significant amount. It

is worth mentioning that channel ranking was performed based on PU activity and

channel fluctuation, which eventually reduced the probability of spectrum mobility.

As a result, significant performance could be observed for ETQCH.

Next, degree of overlap was measured to compare the performance of ETQCH

with existing non-channel rank based CH protocols. Figure 4.10(b) shows that the

performance of the ETQCH scheme outclassed other legacy protocols due to the inte-

gration of channel quality information in the CH sequence design. Moreover, the torus

quorum with extended diagonals facilitated in distributing the channel mapping over

the CH period, which minimised the performance gap caused by time asynchroniza-

tion. Nevertheless, with the number of available channels, it was obvious there was
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performance degradation. This is because the period of the CH sequence increased

with the number of channels and asynchronous behavior became more dominant. To

distinguish the performance of the different protocols, a close-up from 31 to 40 is

shown inside the figure.

Next, to evaluate the asymmetric behavior, the number of common channels (G)

was varied from 1 to 20 out of a fixed number of channels (i.e. M = 40) and the

ATTR for the protocols that supported asymmetric channel hopping was computed.

Fig. 4.13(b) shows that out of all the non-channel rank based protocols, SSB achieved

the nearest performance to ETQCH when G was more than 17. But ETQCH exhib-

ited prodigious performance when the number of common channels was decreased.

This is because ETQCH utilizes the channel ranking information together with chan-

nel availability and results in RDV more often in a CH period. However, SSB per-

formed better than the Jump Stay and MMC protocols due to shorter CH sequence

length.
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4.4.6 Performance Enhancement Using Channel Ranking

In this section, further investigation was performed to compute the impact of channel

ranking in CH sequence design. For this, JS and Enhance JS (EJS) protocols were

modified to integrate the channel ranking information. The random starting index

and channel stay patterns were replaced by a channel based on ranking. A CR node

always starts with the best channel from the list and if no RDV is achieved then it

uses the second best channel and so on. Moreover, further modification was made to

change the channel visit rate. In this simulation, the number of channels varied from

2 to 40 and the nodes always had 60% channels in same rank. Figure 4.12(a) and

Fig. 4.13(a) show that for both JS and EJS protocols respectively, ATTR performance

improved significantly. ATTR for the JS scheme with channel rank dropped by 20

time slots when there were 40 channels. The overall performance increased in the

range of 30% to 70% for the JS scheme. The same behavior was seen for the EJS

scheme and 25% to 57% of performance enhancement was achieved with channel

ranking. Same as before, the degree of overlap was measured and is illustrated in

Fig. 4.12(b) and Fig. 4.13(b) for both JS and EJS protocols respectively. Modified JS

and modified EJS outperformed JS and EJS with random channels. It is interesting

to observe the change in performance gap with number of channels for both modified

JS and modified EJS compared to JS and EJS respectively. In JS and EJS, the

starting index is randomly selected from a window of (1, p) where p is the smallest

prime number greater than the number of channels. The change in window size due

to the number of channels eventually reduces the probability of selecting the same

starting index between peer CR nodes. As a result, the CR nodes experience a smaller

degree of overlap with the increase in the number of channels.



111

Number of Channel
5 10 15 20 25 30 35 40

A
T

T
R

 (
tim

es
lo

ts
)

0

10

20

30

40

50

60

70

80
Channel rank = 0.6

ETQCH
JS
Modified JS

(a)

Number of Channel
5 10 15 20 25 30 35 40

D
eg

re
e 

of
 O

ve
rl

ap
 (

no
rm

al
is

ed
)

0

20

40

60

80

100
Channel rank = 0.6

JS
Modified JS
ETQCH

(b)

Figure 4.12: Performance comparison of Jump Stay and Modified Jump Stay proto-
cols: (a) ATTR (b) Degree of overlap
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4.5 Validation of Simulation Results

In this chapter MATLAB simulation was used to quantify the performance gain.

However, the credibility of the simulation results may questioned if the simulation

parameters were not correctly configured. Therefore model verification was an im-

portant part of the simulation study. The MATLAB simulation model presented in

this chapter was verified by comparison to the other simulation models and the cor-

rectness of the data relationship [78]. The simulation results presented in this chapter

were compared with the results reported by other scientists to ensure the correctness

of the simulation model [3, 29, 33–35, 39, 60, 61]. Moreover, the data relationship be-

tween different types of data, such as the number of channels with ATTR, number

of channels with degree of overlap, and ATTR with degree of overlap validated the

correctness of the simulation results.

4.6 Summary

In this chapter, the performance of ETQCH was presented and compared with the

existing channel ranked and non-channel ranked based CH protocols. To estimate the

degree of overlap, the expected quorum overlap size was formulated for symmetric

and asymmetric scenarios for both the ETQCH and gQ-RDV protocols. Analysis

shows that gQ-RDV cannot guarantee the degree of overlap in a asymmetric scenario

due to the different dimensions of the grid structure. Details of the simulation setup

and model assumptions were discussed in this chapter.

Simulations were performed to quantify the performance enhancement that can be

achieved by the ETQCH protocol. As ETQCH is a channel rank based CH protocol,

performance was analysed compared to existing channel rank based CH protocols.

It showed that ETQCH outperforms other channel rank based CH protocols. In
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the worst case scenario, when channels were not in order (α = 0), at least 50%

performance (i.e. ATTR) enhancement could be achieved using the ETQCH scheme.

Interestingly, all the protocols exhibited similar behavior with the number of available

channels. However, the ATTR increment rate of ETQCH with number of channels

was significantly smaller than for other protocols. For the degree of overlap, ETQCH

maintained a higher overlap ratio with the number of channels. For a system with 22

channels, the degree of overlap achieved by ETQCH was 91.1, whereas it was 81.1,

5.88 and 4 for gQ-RDV, basic-AMRCC and enhance-AMRCC schemes respectively.

Next, channel cardinality asymmetry was considered to analyse the performance com-

parison. Basic-AMRCC and enhance-AMRCC cannot be used while users experience

a different set of channels, hence only gQ-RDV was considered for the performance

comparison. The simulation results showed that ATTR of ETQCH was 52% and

60% less than that of gQ-RDV protocol for degree of asymmetry (β) = 0.8 and 0.6

respectively. Similar performance was observed for degree of overlap. Later on, the

impact of number of common channels was considered in evaluating the performance

comparison. This is an important parameter in an asymmetric channel scenario. The

results showed that for a higher degree of common channels gQ-RDV and ETQCH

presented better performance than basic-AMRCC and enhance-AMRCC. It is im-

portant to note that even in cases of θ > 0.6 onwards, the ATTR of the ETQCH

protocol was slightly better than that of gQ-RDV. When the degree of common

channel decreased, the performance of ETQCH improved marginally for symmetric

channel ranking and was prodigiously high for asymmetric channel ranking. Besides

the channel rank based CH sequence, a performance comparison was also performed

with non-channel rank-based legacy CH RDV sequences. In this context, the per-

formance of different protocols (e.g. JS, SeqR, DRSEQ, MC, MMC, EJS, and SSB)

was evaluated using number of available channels and number of common channels.

In both scenarios, ETQCH showed better performance in terms of ATTR and degree
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of overlap. Finally, the impact of channel ranking was evaluated by modifying the

JS and EJS protocols. The simulation results showed that almost 75% performance

improvement was achieved with modified JS and EJS, which utilized the channel rank

information to select the initial starting index.

In the next chapter, a cognitive radio MAC protocol is presented to capture

RTS/CTS collisions, PU activity and CRs which incorporate the proposed ETQCH

protocol for control channel establishment.



Chapter 5

CR-RDV: A Cognitive Radio
Rendezvous MAC Protocol

5.1 Introduction

In the previous chapter, an ETQCH RDV protocol was evaluated under different net-

work configurations and compared with existing CH based RDV protocols. A signifi-

cant performance gain was observed in the simulation. A successful RDV is not only

a mathematical concept to guarantee overlap between two CR users, but a medium

access issue to solve in multiuser ad-hoc environments. In the previous chapter, it was

assumed that channel probe packets were always received successfully when two users

were on the same channel at the same time. But in a multi-user scenario, channel

probing may not be successful due to simultaneous transmission. Moreover, CRAHNs

are prone to multi-channel hidden terminal problems, as neighbouring nodes may be

operating on another channel during channel negotiation. Thus, it is necessary to

have an integrated RDV and CRAHNs MAC protocol. In this chapter, a new MAC

protocol called CR-RDV MAC protocol is developed.

The remainder of this chapter is organised as follows. In section 5.2, a survey

of CR-MAC protocols is presented and the functional requirements for a new MAC

116
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protocol design are identified. Arising from this survey, three performance issues

are outlined in section 5.3: rendezvous collision, handshake collision and blocking

problem. In section 5.4, the CR-RDV MAC protocol is described to address the

identified issues in CRAHNs. The control packet exchange message sequence chart

(MSC) is presented in section 5.5. CR-RDV MAC protocol state machine is presented

in section 5.6. Finally, the chapter is summarized in section 5.7.

5.2 Cognitive Radio MAC Protocols: A Review of

the Literature

Medium access protocols (MAC) protocols for CRAHNs should provide an efficient

mechanism for the opportunistic sharing of wireless resources, high bandwidth utiliza-

tion and fairness in serving all stations. The MAC protocol for CRAHNs is similiar

to the multi-channel MAC protocol for traditional wireless ad-hoc networks except

for the following essential functional requirements:

• Channel Coordination: In CRAHNs, channel coordination is required to update

the surrounding radio information and share this information with neighbours.

In Chapter 3, a channel coordination/RDV scheme was presented for CRAHNs.

However, to accomplish the channel coordination, a CR node has to adopt a

reliable channel access method for channel probing. Moreover, the same coor-

dination is required for data transmission upon successful channel negotiation.

• Incumbent User Protection: One of the most essential requirements for a CR-

MAC protocol is to protect the PU’s transmissions under any circumstances.

Hence, a CR node should always be aware of PU activity in its vicinity and react

accordingly, either by handoff to another channel, changing the power level, or

resuming the transmission after the PU is finished.
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• Spectrum Efficiency : Due to the dynamic radio environment and intermittent

PU activities, the availability of the radio spectrum changes with time and

space. Thus, a CR node should always have updated spectrum usage informa-

tion to efficiently and opportunistically utilize the radio resources.

5.2.1 CRAHNs MAC Classification

Wireless MAC protocols for CRAHNs can be classified in different ways. For example,

based on the channel access method, CRAHNs is classified in three categories [79]: i)

random access, ii) time slotted, and iii) hybrid access. Random access MAC protocols

are fundamentally based on the CSMA/CA principle and hence synchronization is

not required. Examples of random access MAC protocols include SRAC-MAC [80],

HC-MAC [81], DOSS [82], and DCA-MAC [83] and [25, 84–100]. In random access,

data and control channels are considered in the same way, i.e. there is no sepa-

rate strategy for control and data channel selection. In a time slotted protocol,

the control and data channels are separated by time, hence they require network-

wide synchronization. Protocols that belong to this category include OSA-MAC [46],

and CR-ALOHA [84] and [101–109]. Hybrid protocols utilize both time slotted and

random access methods for control and data transmission respectively. Examples

of hybrid protocols include C-MAC [110], OS-MAC [44], Opportunistic MAC [111],

SYN-MAC [112] and POMDP based MAC [113].

Further, based on resource optimisation [114], MAC protocols for CRAHNs are

categorised in two main groups: i) direct access based (DAB), and ii) dynamic spec-

trum allocation (DSA). Protocols belonging to DAB optimise the use of network

resources at the local level during the handshake procedure [44, 49, 54, 76, 81, 82, 91,

94,110,112,115,116]. The computational cost and latency of DAB protocols is lower

than for DSA protocols because of its simple protocol architecture. DSA protocols
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utilize more advanced algorithms to achieve global optimisation [117–121]. Hence,

the performance of DSA is significantly better than the DAB scheme. However, pro-

tocols belonging to this class suffer from low scalability, high negotiation delay and

operational cost.

5.2.2 Representative MAC protocols

In the last 10 years, numerous MAC protocols have been developed for CRAHNs.

Table 5.1 lists the leading research works, assumptions considered for the protocol

design and the main concept in different columns for CRAHNs.

Cognitive MAC (C-MAC)

C-MAC [110] is a distributed multi-channel MAC protocol for CRAHNs. In C-MAC,

a CR node is equipped with a single half duplex radio transceiver which performs in-

band and out-band spectrum sensing during network-wide quiet periods. It is assumed

that each channel is organised in a logically divided recurring superframe structure

which has two parts: i) beacon period (BP), and ii) data transmission period (DTP).

The outcome of sensing information is exchange through beacons transmitted during

BP. It is also assumed that the nodes are synchronized to broadcast beacons without

overlapping across all the available channels. For synchronization and coordination

in different channels, a CR node periodically visits the common channel, called the

rendezvous channel (RC). However, the strong dependency on network-wide tight

synchronization is a performance issue in CRAHNs.

Multi-channel MAC Cognitive Radio (MMAC-CR)

In [91], the authors proposed a multi-channel MAC protocol for CRAHNs. It is

assumed that there is a network-wide CCC which is free of PU interference. CCC is

used for synchronization and control information exchange. To manage the available

spectrum information, this protocol uses two data structures: i) spectrum image of
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Table 5.1: Summary of CR MAC protocols

Name of the

Protocol

Access

Method

Number of

Radios
Rendezvous Synchronization Concept

HC-MAC [81] CSMA/CA 1 CCC No Optimal spectrum sensing to enhance spectrum utlization

DOSS [82] CSMA/CA 2 CCC No
Adaptively use an arbitrary channels and use busy tone

to solve hidden node problem

C-MAC [110] Hybrid 1 CCC Yes
Dynamic RC is used for channel negotiation and BC

is used to make RC robust against PUs activity

OSA-MAC [46] Time Slotted 1 CCC Yes
Predetermined window periods for coordinating the

choice of spectrum among the CR users

CR-CSMA/CA [25] CSMA/CA 1 CCC No
Three way handshaking using dedicated period for

channel sensing

su2007cognitive [85] CSMA/CA 2 - Yes
Utilize different sensing policies to identify the

free channels

CA-MAC [122] Time Slotted 2 Split Phase Yes
Reserve a data channel which is least common

to all member nodes

CUCB-MAC [103] Time Slotted 1 Spectrum Manager Yes
Channel are selected based on collision count

and channel ideality

WBMM MAC [109] Time Slotted 2 CCC Yes
A centralized spectrum broker is used with weighted

bipartite graph matching for spectrum allocation

SCA-MAC [90] CSMA/CA 1 - No
Statistical channel allocation and dynamically change the

spectrum range to search spectrum opportunities

COMAC [94] CSMA/CA >2 CCC -
Channel selection is based on SINR which is adjustable

based on PUs activity

MMAC-CR [91] CSMA/CA 1 - Yes CCC is used to exchange SIP and SCL channel data structure

CREAM-MAC [95] CSAM/CA 1 CCC No
Integrates the cooperative sequential spectrum sensing

and packet scheduling

SYN-MAC [112] Hybrid 2 Without CCC Yes
Time is divided into time slots and each slot represents

a particular data channel.

POMDP [113] hybrid 1 No CCC Yes
Utilize the partially observed Markov decision process

together with past spectrum usage history
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PUs (SIP), and ii) secondary user channel load (SCL) for channel usage by PUs and

SUs respectively. The operation of the protocol consists of four phases: i) beacon

contention, ii) scan result packet (SRP) phase i.e. after scanning the node tries to

send an SRP to initiate cooperative detection, iii) channel negotiation phase through

the handshake procedure based on CSMA/CA, and iv) data transmission. By using

a single transceiver an alternating control and data phase solves the multi-channel

hidden terminal problem, which is an energy efficient solution. However, protocol

performance strongly depends on synchronization and is limited by the availability of

a reliable control channel.

Cognitive Radio based Multi-channel MAC Protocol

Su and Zhang [85] proposed a multi-channel MAC protocol for CRAHNs which uti-

lizes different channel sensing policies and integrates sensing information for packet

scheduling. It is assumed that there are two radio transceivers, one that operates

on a dedicated control channel and another that is used for data transmission. This

protocol introduces two channel sensing policies: i) random sensing, and ii) negoti-

ation based sensing. It shows that if the number of SUs is higher than the number

of available free channels, the random sensing policy outperforms negotiation based

sensing and vice versa. Using the proposed sensing policies, a SU can efficiently de-

tect the unused spectrum for ongoing/upcoming data transmission. However, the

performance of the proposed protocol depends on the existence of a dedicated CCC,

which is not realistic in dynamic CRAHNs.

Statistical Channel Allocation-MAC (SCA-MAC)

To minimise the interference with PU transmission while using the unused/under-

utilized spectrum, a SCA-MAC is proposed in [90]. The operation of SCA-MAC

consists of three phases: i) environmental sensing and learning, ii) CRTS/CCTS ex-

change over control channel, and iii) data transmission and acknowledgement (ACK)
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over data channels. To reduce the interference with neighbouring nodes, an optimum

operating range is introduced whereby each node dynamically adjusts the spectrum

sensing range to find spectrum opportunities. Based on spectrum usage statistics, an

efficient channel aggregation is proposed to increase the successful transmission rate

and reduce PU interference.

Synchronized MAC (SYN-MAC)

To avoid control channel saturation and single point failure, a multi-channel MAC

protocol is proposed in [112] which does not need a CCC but an additional transceiver

is used to listen on the channel for the control message. SYN-MAC is a hybrid

access protocol where a control signal is exchanged in time slotted fashion and data

transmission is based on random access. In SYN-MAC, time is divided into timeslots

equal to the total number of channels, hence the dedicated radio is tuned to the

channel in accordance with timeslots to send/receive a beacon. However, this protocol

cannot guarantee PU protection as the arrival of PUs is only notified in specific

timeslots.

Cognitive Radio MAC (COMAC)

Hythem et al, [94] proposed a distributed CSMA/CA based MAC protocol without

any online interaction with primary radio networks. Each CR node maintains a list of

locally available channels and exchanges this information with the intended receiver to

select the set of data channels based on dynamically adjusted SINR. COMAC provides

a soft guarantee on PU performance without considering a predefined interference

power mask.

Cognitive Radio Enabled Multi-channel MAC (CREAM-MAC)

To overcome the multi-channel hidden terminal problem, CREAM-MAC integrates

cooperative sequential spectrum sensing at the physical layer and packet scheduling

at the MAC layer [95]. It is assumed that each SU is equipped with a single radio



123

transceiver that can dynamically utilize one or multiple channels to communicate

and has multiple sensors to simultaneously observe multiple channel activity. This

protocol utilizes a four-way handshake procedure i.e. RTS/CTS and CST/CSR to

prevent collision between CRs and PUs respectively.

Concurrent Access MAC (CA-MAC)

A concurrent access MAC protocol is proposed in [122], where multiple pairs can

transmit concurrently on multiple channels. To minimise collision, a communication

pair reserves a channel which is least common to all member nodes. For this, it uses

two channel data structures: i) sorted channel list (SCL) and ii) common channel list

(CCL). SCL is a global list to rank the channels based on availability to other nodes,

and CCL is local list to maintain the common channel between communication pairs.

CA-MAC also uses two radio transceivers - one for listening to the control signal and

the other for data transmission.

Cognitive Radio CSMA/CA (CR-CSMA/CA)

In [25], the authors proposed a CR-CSMA/CA protocol for both single and multiple

channel scenarios. However, for control message exchange it considers a network-wide

CCC. Moreover, it introduces a three-way handshake procedure called PTS/RTS/CTS

where PTS (prepare to send) is used to notify other nodes that the current time in-

terval is reserved for spectrum sensing. CR nodes that overhear the PTS packet will

update the network allocation vector (NAV) value accordingly. However, this extra

NAV value may prolong the false blocking problem.

Channel Usage and Collision Based MAC (CUCB-MAC)

Based on collision count and channel ideality, a CUCB-MAC protocol is proposed

in [103]. Moreover, it excludes the channel based on the probability that it will be

used by neighbouring PUs or SUs. However, this protocol assumes that there is a

central spectrum manager to disseminate the channel reallocation information in the
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network.

5.3 Performance Issues in CRAHNs MAC Proto-

cols

To achieve RDV, a CR node transmits an RTS packet and waits for a CTS packet.

Upon receiving CTS, RDV is established. However in CRAHNs, CTS may not be

received if RTS/CTS is lost in an error-prone wireless channel or there is a collision be-

tween different RTS/CTS packets. In this scenario RDV cannot be guaranteed, even

if the sender and receiver are on the same channel at the same timeslot. Therefore,

the current setting of the RTS/CTS mechanism has to be reviewed. In this section,

different performance issues in current RTS/CTS implementation are investigated

from a CRAHNs point of view.

5.3.1 Rendezvous Collision

Rendezvous collision refers to the problem when transmission from a CR node on a

channel in the CH sequence collides with another CR’s transmission. Let us consider

a scenario where two users CRA and CRB generate CH sequences based on local

spectrum sensing as {1, 2, 3, 4} and {1, 5, 6} for their corresponding receiver. It is

assumed that the CR nodes are not synchronized i.e. channel hopping depends on

packet availability in the queue. As depicted in Fig. 5.1, CRB starts channel hopping

4 timeslots before CRA and achieve rendezvous on channel 1 while CRA performs

channel probing in another channel. Thereby channel 1 becomes unavailable for

CRA. Since CRA does not perform sensing during or before hopping on a channel, it

will transmit an RTS on channel 1 and cause a collision. This is called RDV collision.

The probability of this event can be calculated as the probability that at least one of

the (n− 1) remaining CR users are in transmission on the same channel:
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Figure 5.1: Illustration of rendezvous collision. At the 8th timeslot, CRA hops on
channel 1 and transmits an RTS packet which collides with CRB transmission.

pr(collision) = 1− (1− τ)n−1 (5.1)

where τ is the probability of transmission at any random slot and can be defined as

ρs.
TTR

TTR+TData
.α

2
[123]. Here ρs = λs

µs
, α is the channel location correlation coefficient in

[0 to 1] and TData is the time to transmit unit data packet. However, α is very close

to 1 [124].

5.3.2 Handshake Collision

Upon achieving rendezvous on a CH sequence, a CR node has to contend for the chan-

nel. RTS/CTS/DATA/ACK is an optional four-way handshake mechanism by which

distributed coordination function (DCF) 802.11 is adopted to exchange the control

information [125]. The RTS and CTS packets are exchanged before data transmission

between a pair of source and destination nodes so that data frame collisions caused

by the hidden terminal problem can be minimized. An RTS packet comprises the

destination address and the expected data duration information. It is worth noting

that nodes which overhear the RTS refrain from transmitting for that period. Upon

receiving an RTS, the destination node responds with a CTS packet. Therefore, with

the aid of the RTS/CTS mechanism, other nodes within the range of both the source

and the destination defer from accessing the channel by setting a timer known as
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NAV. Problems arise when the RTS or CTS packet is not correctly received or col-

lides at the receiver or sender node respectively, known as (i) RTS/RTS collision and

(ii) RTS/CTS collision.

RTS/RTS collision is illustrated in Fig. 5.2 where two senders A and C hop on to

the same channel and simultaneously transmit an RTS packet to B and D respectively

for channel contention. It is assumed that they are not in sensing range and the

RTS messages collide as both nodes B and D are in transmission range of A and C.

Therefore, CR receivers in the overlap region cannot decode the RTS message and no

CTS reply will be sent. In this scenario, rendezvous cannot be achieved even though

the senders have hopped onto the same channel at the same time.

Figure 5.2: RTS/RTS collision due to simultaneous transmission on the same channel.

The RTS/CTS collision scenario is illustrated in Fig. 5.3 where the CTS packet

from user C collides with the RTS from user A. Even sense-before-access cannot

prevent this collision as both senders (A and D) are outside of each other’s transmis-

sion range. Hence, rendezvous between A-B cannot be achieved even though their

transmission is completely disjoint with C-D. The reason it is called ”disjoint” is

transmission from D will not interfere with reception of B from A and vice versa.

The handshake collision probability at the time t, between the senders, sender

and receiver, receiver and receiver in the overlap region is the same as the probability
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Figure 5.3: Illustration of RTS/CTS collision.

that the sender successfully achieves rendezvous with the receiver within the overlap

region. The probability of this event in the overlap region occurring during the time

t is Phandshake = t
ETTR

.

5.3.3 Blocking Problem

A CR node is said to be blocked if it is not allowed to transmit data at a given

time instant. Let us consider a scenario illustrated in Fig. 5.4 where user A wants to

transmit a packet to user B. Assume that user C is in the transmission range of both

users A and B. As a part of the channel contention process, user A transmits an RTS

packet to B and B sends back a CTS packet to A. Notice that the RTS and CTS

packets can be decoded by neighbouring nodes. All the neighbours that overhear

either the RTS or CTS update their NAV for that duration of time in which the

channel will remain busy and the nodes defer their transmission for the NAV duration.

This mechanism is known as virtual carrier sensing (VCS) and it effectively reserves

the channel for the ongoing transmission. However, it is possible that a CTS packet

is not initiated or not successfully transmitted due to unsuccessful reception of the

RTS packet, a channel error, RTS/RTS collision or RTS/CTS collisions. In all cases

transmission from A to B is not established and the neighbour’s users remain blocked.
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This scenario is illustrated in Fig. 5.4 for a single hop scenario. It is assumed that A, B

and C are in transmission range and A wants to transmit a packet to B. Fig. 5.4(a)

shows that RTS transmission from A to B is not successful but it is successfully

received by C. C will update the NAV value and defer the transmission based on the

duration field in RTS. Fig. 5.4(b) exhibits that RTS is received successfully by both B

and C. As B is the destination, it will reply CTS packet. It is assumed that the CTS

packet is successfully received at C but not at A. As the CTS reply from B to A is

not successful, the channel remain idle but wasted as C cannot use it as well. In both

cases, the channel contention process has failed and no actual data transmission takes

place. However, in a multi-hop scenario, the blocking problem also arises regardless

of whether transmission from A to B is successful or not. Fig. 5.5 illustrates the

propagation of the blocking problem. It is assumed that user C receives both the

RTS and CTS and updates the NAV value accordingly. Hence an RTS from user D

will not reply by C. Moreover, this RTS is also received by user E which updates its

NAV value. Hence any request from F to E will not reply by user E, even though

transmission from user F will not interfere with D or A-B’s transmission.

From the above discussion it is evident that a mathematical design of the ren-

dezvous CH sequence cannot guarantee that RDV will be achieved in a practical

scenario. For example, when a sender sends an RTS and no reply is received during

the listening period, the sender cannot confirm whether an RTS collision has hap-

pened or the sender and receiver are on different channels. If they are on different

channels, it is absolute that they will not have RDV. However, even for hops on the

same channel, but rendezvous collision, handshake collision, and the blocking problem

can render the result in an unsuccessful rendezvous.
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(a)

(b)

Figure 5.4: Illustration of single hop blocking problem.

Figure 5.5: Illustration of multihop blocking problem.

5.4 CR-RDV MAC Protocol

As discussed in chapter 3, the CRs use the ETQCH protocol for RDV to exchange

control information. ETQCH is a mathematical concept to achieve RDV and estab-

lishment of RDV depends on a successful channel probe packet or RTS/CTS exchange,
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which is a MAC layer issue. In section 5.2.2, different multi-channel CR-MAC proto-

cols are discussed and classified into three groups based on channel access: i) random

access, ii) time slotted, and iii) hybrid. Time slotted and hybrid protocols require

network wide synchronization, which is not feasible in CRAHNs. Therefore, a random

access based protocol is proposed in this section. The cognitive cycle of the CR-RDV

MAC protocol is shown in Fig. 5.6. The cycle consists of five major functionalities.

It starts with spectrum sensing to gather surrounding radio information. This infor-

mation is then analysed by the spectrum allocation unit and the channels are ranked

based on the channel ranking procedure discussed in Chapter 3. The outcome from

the spectrum allocation unit is forwarded to the RDV unit to exchange the infor-

mation with the intended receiver. Upon RDV establishment, the node decides on

the data channel to transmit the packets. To avoid a collision due to simultaneous

transmission on the data channel, a CSMA/CA with modified RTS/CTS handshake

mechanism is used by the spectrum sharing unit. If the current RDV channel is se-

lected as the data channel, the CR node will transmit instantaneously on the RDV

channel. Otherwise, DC is selected from the CTS frame. In this case, the sender has

to send an additional control packet to inform its neighbours regarding the new se-

lected data channel. If a PU appears on the serving data channel, spectrum mobility

is triggered to move the current data transmission to another available data channel

or backup channel.

5.4.1 Spectrum Sensing

Spectrum sensing is one of the most essential elements of CR ad-hoc networks. It

is used to exploit the unoccupied portion of the radio spectrum and includes both

the licensed and unlicensed spectrum. Moreover, it aims to forecast future idle times

in PU traffic to be used by CR transmission. The CR collects information about
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Figure 5.6: Cognitive cycle of CR-RDV MAC protocol

spectrum usage through spectrum sensing and stores this information in a channel

history database in a binary format. Hence, spectrum sensing involves two subtasks:

(i) PU behaviors, and (ii) sensing method.

The Primary Users’ Behaviors

It is considered that there are n licensed channels available in the network in which

PUs operate in an asynchronized manner. Moreover, it is assumed that the channel

usage patterns of the PUs follow an independent and identity distributed ON/OFF

renewal process [126]. An ON period can be considered as a time period in which

PUs are present. An OFF state indicates that the channel is currently vacant and can

be used opportunistically by SUs. The channel usage model is depicted in Fig. 5.7.

Suppose i is the channel index and X i
t denotes the number of channels i at time t
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such that:

X i
t =

1 if channel is ON (BUSY),

0 if channel is OFF (FREE).
(5.2)

Figure 5.7: Binary channel model [4].

For an alternating renewal process, let fTON (X) be the probability density function

(pdf) of the ON duration and fTOFF (X) be the pdf for the channel’s OFF duration.

Hence, the channel utilization µ is the expected fraction of time when the channel

stays in its OFF state:

µ =
E[TOFF ]

E[TON ] + E[TOFF ]
(5.3)

Since each licensed user arrival is independent, each transition follows the Poisson

arrival process. Hence the length of ON and OFF periods can be expressed using

an exponential distribution [4, 127] with pdf fX(t) = λX × e−λX tfor ON state and

fY (t) = λY × e−λY t for OFF state. Therefore, channel utilization µ in equation 5.3

can be written as:

µ =
λX

λX + λY
(5.4)

Where E[T iON ] = 1
λX

and E[T iOFF ] = 1
λY

are the rate parameter for exponential

distribution. E[T iON ] and E[T iOFF ] are the mean of distribution. Let PON(t) be the
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probability of channel i in ON state at time t and POFF (t) be the probability of

channel i in OFF state at time t. The probabilities of PON(t) and POFF (t) can be

calculated as:

PON(t) =
λY

λX + λY
− λY
λX + λY

e−(λX + λY )t (5.5)

POFF (t) =
λX

λX + λY
+

λY
λX + λY

e−(λX + λY )t (5.6)

Thus by adding equation 5.5 and equation 5.6, we can get

PON(t) + POFF (t) = 1 (5.7)

Hence, it is necessary to have a spectrum sensing process to gather statistical infor-

mation about PU activities in an effort to predict when the channel will be idle.

Spectrum Sensing Model

As mentioned in the previous section, each CR user only accesses the channel when the

channel is in the OFF state. However, detecting the ”OFF” state accurately is subject

to a sensing model employed in the CR system. There are several spectrum sensing

methods that can be used, such as energy detection [126, 128–135], cyclostationary

feature detection [126, 136–138], matched filter [139], waveform [140–142] and radio

identification [143]. In this thesis, the energy detection approach is considered for

its simplicity of implementation and its efficiency. Moreover, it does not require

knowledge of the PU’s signal features. The purpose of spectrum sensing in this thesis

is to identify the channel status and doesn’t impose any limit on the generalisability

of the result and conclusions of this thesis. However, in realistic situations, spectrum

sensing is imperfect and can be characterized by the probabilities of misdetection

(pmd) and false alarm (pfa). pmd represents the probability of falsely detecting an
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active PU as being idle, and pfa is for the probability of a CR detecting a PU when

the PU does not exist. The relationship between pmd and pfa for an energy detector

can be written as [144]:

pfa(ξ) = Q(
√

2γ + 1Q−1(1− pmd) +
√
τfsγ) (5.8)

where ξ is the sensing time, γ is the signal to noise ratio (SNR) of the PUs at the CR

receiver, fs is the channel sampling rate and Q(·) is the complementary distribution

function of a standard Gaussian variable. According to Eqn. 5.9, the accuracy of

spectrum sensing depends on sensing time (ξ), which can be derived from Eqn. 5.9

as:

ξ =
1

fsγ2
[Q−1(pfa)−

√
2γ + 1Q−1] (5.9)

Hence sensing time should be large enough to sense the channel with pmd = 0 and

pfa = 0. IEEE 802.22 standard specifies that [145] the required time for perfect

sensing is much larger than the slot duration Ts = 10ms. Optimal spectrum sensing

is out of the scope of this thesis.

5.4.2 Spectrum Allocation

Based on the gathered spectrum sensing information, each CR node creates two

channel lists: (i) available channel list (ACL) and (ii) channel occupancy list (COL).

The ACL is used by CR node i to keep the record of available channels and their

status at any time t. Algorithm 3 shows the pseudo code to find the available channel.

It considers the geographical constraints imposed by regulatory authorities to protect

pre-defined incumbent license users using the incumbent database. Moreover, the

CR utilizes the knowledge of previous scanning results to estimate the POFF (t) in

the current channel selection. The selection criteria for being an available channel is

shown in line 5 of the Algorithm 3 i.e. estimated OFF state duration has to be equal
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or greater than the minimum time required to send the smallest packet. In this case

priority goes to the license channels. If the CR is not successful in finding a license

channel, an unlicensed channel will be used and evaluated with the same conditions.

The data structure of the ACL consists of two sub-lists: (a) primary channel list

(PCL) and (b) secondary channel list (SCL). Both the PCL and SCL are constructed

based on a similar data structure. There are three fields for both lists:

• PCL/SCL.ch: channel index of the channel.

• PCL/SCL(ch).time: time PCL/SCL.ch has to be released.

• PCL/SCL(ch).rank: rank of the PCL/SCL.ch. The ranking of PCL/SCL.ch is

dynamically updated based on PU and CR activities.

Algorithm 3 Available Channel List with Proactive Channel prediction

1: Load:Licensed User Database

2: K = Number of Licensed Users (Protected by Regulation)

3: for i = 1 to N −K do

4: Calculate POFF (t)

5: if E[TOFF ] ≥ E[TMIN ] then

6: Avail ch list← Channel(i)

7: else

8: Avail ch list← Channel(unlicensed)

9: end if

10: end for

The COL is maintained by each CR node based on local observations and overhear-

ing neighbouring nodes. Nodes that are neighbours of the transmitter may overhear

and update the database by themselves. The data structure for the COL can be

described as follows:

• COL(i).node: represents the neighbouring node x of node y.

• COL(i).ch: the channel that is using by node x.



136

Table 5.2: Example of ACL data structure

PCL.ch

index
PCL.time PCL. rank

SCL.ch

index
SCL.time SCL.rank

ch 5 20ms 2 ch 2 10ms 1

ch 6 10ms 2 ch 3 15ms 3

ch 4 15ms 4 ch 1 25ms 2

ch 7 10ms 3 ch 8 10ms 4

Table 5.3: Example of COL data structure

COL(i).

node

COL(i).

ch

COL(i),

type

COL(i).

time

X 5 L 30ms

W 6 UL 25ms

Z 7 L 10ms

• COL(i).types: a licensed channel is indicated as L, or UL for an unlicensed

channel.

• COL(i).time: estimated duration of channel occupancy.

The COL is used for triangulation i.e. to identify the common neighbours of the

transmitter and receiver. It will also help to design the handshake procedure in order

to minimise collisions on both the control and data channels.

Upon receiving the ACL and the COL, the next logical step is to select: (i)

data channel (DC) (ii) backup channel (BC), and (iii) rendezvous channel (RC). The
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selection of the DC is determined by the receiver based on ACL received from the

transmitter and its own local sensing information. This is because interference and

decoding are handled by the receiver. In the case of PU re-appearance on the serving

data channel, a CR node must switch to the another channel to continue data transfer,

which corresponds to spectrum handoff. To minimise the interruption (delay) during

spectrum handoff, a BC list is considered in this protocol. The BC is selected like the

DC from the list of available channels from the transmitter and its own ACL. The

preference goes to an unlicensed channel only when a licensed channel is unavailable.

The RC is very important in maintaining the communication link and needs to be

updated very frequently, including when there is a change in ACL. The RC is used to

establish and maintain the RDV between the CR users. Hence, the availability of RC

will be checked frequently through fine sensing. If it is occupied, the CR node uses

the RDV radio to re-establish RDV. Moreover, anytime there is a change in ACL or

COL it has to be communicated to the receiver through the RC.

It is important to note that the proposed CR-RDV MAC utilizes both licensed

and unlicensed channels based on channel availability, which eventually speeds up

link establishment in cases of PU appearance on the current sensing channel. This

information is discussed in the following subsection.

5.4.3 Spectrum Sharing

In the previous sections, the spectrum sensing and spectrum allocation processes

were discussed to identify and classify the available spectrum. However, how to

share the sensing information among different CR nodes is a network architectural

issue. Thereby different spectrum sharing schemes are studied in [146] and the basic

comparison between centralized and distributed methods is discussed. In centralized

architecture, spectrum sharing is performed by CR users with the help of CR base
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station. In contrast to centralized architecture, the information is carried by the

CR node itself in a decentralized system. In this thesis, an ad-hoc environment is

considered. Therefore, a reliable control channel establishment procedure is required

to exchange or share the channel information that corresponds to the RDV prob-

lem. A detailed RDV protocol called ETQCH is discussed in Chapter 3. To achieve

RDV, each node follows the CH sequence based on the ETQCH protocol and carries

the control information in RTS/CTS packets. Therefore, the spectrum sharing pro-

cess discussed in this section includes two parts: (i) control packets format, and (ii)

handshake process.

Control Packets Format

The proposed CR-RDV MAC protocol utilizes the similar RTS/CTS control packet

format proposed in the MACA protocol [125]. Moreover, it introduces an additional

conditional control packet which is only sent if the serving channel is different to the

selected data channel, called the not-to-send (NTS) packet. The traditional RTS/CTS

scheme proposed in MACA mainly provides the handshake procedure for a single

channel environment. As CR is a multi-channel environment, the existing RTS/CTS

scheme is extended by integrating the channel information. Figure 5.8 shows the

fields in the RTS and CTS control packet. Every time a CR node jumps on a channel

during the RDV process, it sends an RTS packet which contains two additional fields

of two bytes longer than that of the basic RTS frame. The additional fields are ACL

and COL channel lists. In the basic RTS frame there are five fields, including frame

control (2 bytes), duration ID (2 bytes), receiver address (RA) (6 bytes), transmitter

address (TA) (6 bytes), and frame check sequence (FCS) (4 bytes).

A CR node that receives the RTS and is a valid recipient replies by CTS packet. The

packet format of CTS has three additional fields, each of which is one byte longer

than the basic CTS frame. The additional field contains the DC, BC, and RC for
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the transmitter. Hence, the CTS packet length duration is the sum of frame control,

duration of data packet, RA, DC, BC, RC and FCS length.

Now, if the current RC is not the same as the selected DC, the sender will send

an NTS packet to inform its neighbours regarding the new DC. The frame format of

NTS is the same as the CTS except the transmitter address is used instead of receiver

address.

Figure 5.8: Illustration of proposed RTS/CTS/NTS frame format.

Handshake Process

This is the process of facilitating the exchange of local view of spectrum usage between

the transmitter and receiver. As CRAHNs is a distributed multi-user multi-channel

environment, it is necessary to have a reliable handshake scheme to avoid collisions

during channel negotiation. The handshake process proposed in this thesis consists

of three subprocesses as follows: (i) channel access method (ii) backoff counter, and

(iii) network allocation vector.

i. Channel Access Method: In this thesis, CSMA/CA is considered for the channel

access method with some modification. The channel access process is started
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during RDV establishment in CRAHNs where the CR node wants to establish a

control channel to exchange control information prior to data transmission. To

do this, a CR node sends RTS/CTS based channel probing packets to the in-

tended receiver. Upon successful channel probing, data transmission, rendezvous

and backup channels are established.

ii. Backoff Counter: According to the CSMA/CA protocol, a CR node uses random

backoff after successful packet transmission. However, it is required to refine the

backoff procedure based on packet length in order to protect the incumbent

PU’s transmission and minimise packet error. Therefore, a CR node transmits

packets with variable length depending on the remaining time of the current

transmission, so that no concurrent transmission will take place. Hence, the

modifications are:

(a) Before each transmission, the CR node will evaluate the remaining time of

the transmission session (TR).

(b) If TR ≥ Tpacket; packet transmission will take place. Provided that Tpacket =

TRTS + T3SIFS + TCTS + TDATA + TACK .

(c) If TR < Tpacket; defer the packet transmission till the next slot is unoccupied

by PUs.

(d) To reduce the packet error, a CR node evaluates the remaining time after

each backoff value is counted. The backoff counting down process becomes

frozen when the remaining time is smaller than that of the packet size.

iii. Network Allocation Vector (NAV): CSMA/CA uses the NAV to indicate the

duration of data transmission. However, this NAV value causes a RTS blocking

problem in ad-hoc networks which is explained in section 5.3.3. In order to solve

this problem VCS is modified, which is called modified virtual carrier sensing

(MVCS) and the following amendments are made:
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(a) Upon overhearing the RTS packet, a CR node defers the transmission until

the data transmission is expected to begin.

(b) Perform the spectrum sensing on particular channel, if it is found

• Busy : continue deferral till end of data transmission.

• Idle: Access the channel immediately.

According to traditional VCS, the NAV value is (when current RC is the

same as selected DC):

TRTSV CS = T3SIFS + TCTS + TDATA + TACK (5.10)

TCTSV CS = T2SIFS + TDATA + TACK (5.11)

And based on MVCS, it becomes:

TRTSMV CS = T2SIFS + TCTS (5.12)

TCTSMV CS = T2SIFS + TDATA + TACK (5.13)

If the selected DC is different to the current RC, it will follow the same NAV

value of TCTSMV CS. The timing diagram of the proposed NAV modification is

illustrated in Fig. 5.9. It is considered that A has a data packet for B and

C is in transmission range of both A and B. In this case both MVCS and

VCS perform the same. Now consider that D has a data packet for C but

RTS/CTS exchange fails. However, the VCS mechanism causes node E to

defer any sort of transmission/response from the neighbours. MVCS is the

solution to prevent this situation by shortening the NAV (RTS) and sensing

the channel to update the channel status. If the channel is found busy, it

continues to defer or otherwise responds or initiates data transmission.

Now, consider a network scenario shown in Fig. 5.10 to describe the spectrum sharing

process of CR-RDV MAC. The transmission ranges of the PUs are shown as a dotted
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Figure 5.9: Timing diagram for modified virtual carrier sensing.

circle. It is assumed that A wants to transmit a data packet to B. User A follows

the standard CSMA/CA protocol with a 4 way handshake mechanism for channel

contention. Since C is within the transmission range of A and B, it will receive

both the RTS and CTS packets and become blocked. Assume the channels are error

free. Therefore RTS from D to C will not be replied to. Similarly E will not reply

to F’s RTS packet as it is blocked by D’s RTS packet. And this blocking problem

propagates through the network. It is assumed that there are 6 licensed channels

and 4 unlicensed channels available in the system. All the PUs are distributed in the

network and their channel usage is listed in table 5.4. According to CR-RDV MAC,

each CR constructs the ACL and COL during the spectrum sensing process. The

outcome of spectrum sensing is presented in table 5.5, provided that the channels are

listed according to channel rank.
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Table 5.4: Channel Usage by PUs

PU PU1 PU2 PU3 PU4

Channel 2 3 4 1

Figure 5.10: The transmission range of A, B, C,D, E and F are shown in circle with
different colors.

For further explanation, it is considered that there are two simultaneous data trans-

mission attempts from A to B and D to C. To send a packet from A to B, the node

can use the traditional RTS/CTS or modified RTS/CTS handshake method. For a

single channel network scenario, either method of RTS/CTS gives the same result.

However, in multi-channel CRAHNs, communicating nodes have to decide on both

the control and data channel. It is also assumed that there is a packet to transmit

from D to C. Based on RTS/CTS transmission success, two cases can be observed:

Case 1 : An RTS from A to B is successfully received and B replies with a CTS

packet. If the RTS packet from A to B was overheard by C, there would be an
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Table 5.5: Channel Observe by CRs

Node ACL COL

A L3, L4,L5,L6,U1,U2,U3,U4 L1,L2

B L2,L4,L6,U1,U2 L1,L5,U3,U4

C L2,L3, L4,L6,U1,U3 L1,L5,U2

D L3,L5,L6,U2,U4 L1,L2,U1

E L1, L2,L4,L6,U1,U2,U3 L3,L5

F L1,L3,L6,U2,U4 L5,L4

RTS-RTS collision at node C due to simultaneous transmission from D, and C will

not reply to D’s RTS.

Case 2 : An RTS from A to B is not successful due to channel error, or an RTS

from A to B is successful but CTS from B to A is in collision. Both of these relate

in failure to channel establishment. As node C is in the transmission range of node

A, it will receive the RTS from A and defer the transmission for the entire duration

even though A and B are not using the radio resource.

Using modified RTS/CTS cannot avoid case 1, as it is due to concurrent transmission.

However, it can prevent the false RTS blocking for nodes E and F . As C is blocked

due to A′s and B′s transmission, no CTS will be received by D. The RTS from D

is also received by node E, which eventually blocks the communication between E

and F . In this context, the MVCS can solve this issue by allowing node E to serve

the channel after TRTSMV CS time to evaluate the deferral period. If the channel is busy

it will continue deferral or otherwise initiate communication with node F. For case

2, the same MVCS can improve the performance by deferring the transmission only

for TRTSMV CS duration and sensing the channel. If the the channel is free it follows the
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backoff procedure, otherwise deferral continues. The next section provides the flow

of information during the MAC process.

5.5 Message Sequence Chart (MSC)

In this thesis, the traditional RTS/CTS based handshake [125] method is used with

the integration of some additional fields such as ACL, COL, DC, BC, and RC. To

establish communication, the nodes exchange RTS/CTS packets with the intended

receivers. Fig. 5.11 depicts the MSC for two scenarios with and without reappear-

ance of the PUs on the serving DC. The MSC is really important in studying the flow

of information and influence of strategies based on overhearing information. Here,

the purpose of RTS/CTS is to serve as a channel probing packet to establish RDV

between the intended communicating devices. In this thesis, two radio transceivers

are considered. One is used for data transmission and the other is to maintain RDV,

channel updates and any other changes in the radio environment during data trans-

mission. The topology of the scenario is shown in Fig. 5.10. It is assumed that A has

data to send to B, D has data to send to C and F has data to send to E. The simul-

taneous transmission of A and D to B and C are considered respectively. According

to IEEE 802.11 CSMA/CA, both A and D sense the channel to be idle for DIFS

time and select a random backoff. As A and D are outside each other’s transmission

range, the RTS of the nodes cannot be overheard. The entire communication follows

the following message exchange:

i. A and D both send RTS to receivers B and C respectively. The RTS of node

A: ACLA = {L3, L4, L5, L6, U1, U2, U3, U4} and COLA = {L1, L2}. For node

D: ACLD = {L3, L5, L6, U2, U4}; and COLD = {L1, L2, U1} additional fields

compared to traditional RTS/CTS.
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ii. The RTS from A is received by B and can be overheard by C, which causes

collision with RTS from D to C. Hence C will not reply to any CTS.

iii. The RTS from D is also received by E the NAV value is updated as TRTSMV CS =

T2SIFS + TCTS.

iv. Upon receiving the RTS from A, node B checks its own ACLB and COLB to

decide on DC, BC and RC. For B, the DC, BC, and RCs are {L4}, {L6, U2}

and {U1} respectively. Neighbouring nodes which can overhear node B can

update the ACL and COL.

v. Upon receiving the CTS from B, node A matches the current RC with the DC

field in the CTS. If both of them are the same, node A starts data transmis-

sion immediately. Otherwise, the selected DC will sense using the fast sensing

method [76] and, if it is free, an additional control packet NTS will transmit

before the data transmission is initiated.
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(a)
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(b)

Figure 5.11: Message sequence chart for modified RTS/CTS handshake to es-
tablish communication between A to B and F to E. (a) Without PUs (b) With
PUs.

vi. If no PUs reappear on the serving DC, the CR node continues to use the DC

for the entire data transmission which is shown in Fig. 5.11(a) for A and B’s
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transmission.

vii. Figure 5.11(b) illustrates the scenario of intermittent PU appearance on the

sensing data channel. In this case, node A pauses the current transmission and

senses the channel from DC. If there is no channel available to serve as DC in

the DC list, it senses and selects a channel from the BC list. If the channel

from the BC is free, data transmission will resume on the new channel which is

L6 in this case.

viii. Now for node E, which has previously received RTS from D and updated the

NAV value according to the MVCS method. After expiring the NAV value node

E senses the channel to evaluate the channel status. If the channel is sensed

to be free and receives an RTS from F , the CTS will reply to initiate the data

transmission on the selected DC.

5.6 Protocol State Machine

Figure 5.12 illustrates the different states of the CR-RDV protocol, MAC process

and transmission condition between the states. The entire protocol behaviour can be

divided into two parts based on functionalities: i). Transmitter and ii). Receiver.

The two states init and idle are common for both transmitters and receivers. The

init state is used for variable initialization, attributes received from the upper layer

and NAV. The entry and exit conditions of the states are designed as follows:

5.6.1 Transmitter

IDLE STATE: In the idle state, a node waits for incoming data, either from its

own upper layer or from the receiver. If the data is coming from its own upper layer,

the transmission of the idle state is triggered to the channel sensing state. After
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successful data reception, the node becomes idle if there is no other data to transmit.

Moreover, a node in this state can overhear the CTS packet from other nodes and

update the NAV value.

Channel Sense: To initiate the data transmission, a CR node first establishes RDV

with its intended receiver. Hence a CR has to perform channel sensing to gather the

channel state information. Moreover, channel sensing is performed if the DC channel

is different to the RDV channel. In the case of a PU appearing on the current serving

DC, the CR node has to switch the channel from DC to BC. Before resuming the

transmission on BC, the BC has to be sensed using the fast sensing method.

Backoff State: The purpose of the backoff state is to reduce the collision probability

in distributed ad-hoc networks. After sensing the channel is idle for DIFS time, a

random amount of time is chosen by each node independently to further sense the

channel. If the channel is sensed to be idle after the expiry of the backoff time, the

CR node initiates the RTS packet and transmits to send RTS state.

Send RTS: In this state, the RTS is sent to the intended receiver after the backoff

expires. The RTS frame contains two additional fields, which are ACL and COL as

explained under spectrum sharing. The successful transmission of RTS can only be

confirmed by CTS reply. However, CTS failure and RTS failure are treated as RTS

failure as it is not possible to identify whether the CTS has not been received due to

unsuccessful RTS or CTS transmission. The transition to send RTS is followed by

the wait CTS state.

Wait CTS: Transition to wait CTS happens after sending the RTS packet. In this

state, the CR node waits for the CTS packet from its intended receiver. There are

two transitions possible from wait CTS based on successful CTS reception. If the

CTS is received within the waiting time, a transition will occur from wait CTS state



151

to send data state if the serving channel is the same as DC, otherwise it transits to

send NTS state. In contrast, if the timer expires and no CTS is received or it has

collided with another RTS/CTS transmission, wait CTS transits to backoff state and

doubles the contention window.

Send NTS: Upon receiving CTS and finding that the current serving channel is not

the same as the selected DC, the NTS packet is transmitted to inform of the change.

Upon successful transmission of NTS, the state transits to send DATA state.

Send Data: In this state, data is transmitted on the selected data channel. Based

on the selected data channel it has two transitions. If the selected DC is the same

as the current RC, the data transmission will continue. Otherwise it will select a

channel from the DC and sense it before transmitting on the DC.

Wait ACK: After successful data transmission on the selected channel, a CR node

reaches wait ACK state and waits for an acknowledgement (ACK) from the intended

receiver. If the ACK is received successfully and there are no other packets to send, it

will transit to idle state and reset the contention window (CW ). On the other hand,

if an ACK is not received before the timer expires, the CR node transits to backoff

state and transmits the data pack again.

MOVE: Due to a PU appearing on the current DC, a CR node has to select another

DC from the DC list. If the list is empty, it will select a DC from the BC list. Channels

in the BC list are arranged based on channel ranking. Hence, a channel from the head

of the BC list is selected as the new DC and senses the channel using the fast sensing

method. If the channel is sensed to be busy, the second channel will be selected from

the BC list and will perform the same sensing operation until a new DC is selected.

However, it may happen that all the channels from the BC list are occupied either

by PUs or CR nodes. In this case, a channel from the RC is used as the DC. The
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CR node initiates the RDV process immediately and updates the DC, BC and RC

lists. If none of the channels is found idle, the transmission will pause and perform

spectrum sensing.

Figure 5.12: State transition diagram for CR-RDV MAC protocol

5.6.2 Receiver

Usually a CR node stays in the idle state and receives an RTS packet which expects

to eventually receive a data packet. The receiving mode operation of a CR node is

described as follows:

Send CTS: Upon receiving the RTS packet, a CTS replies on the current DC after

SIFS time. In this state, a CTS packet is formed with three additional fields, namely
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DC, BC, and RC. DC is formed by comparing ACL in the RTS packet and its own

channel sensing outcome. If the current channel is the best channel for both sender

and receiver, data communication will continue on the current DC. Otherwise the

sender will switch to the proposed DC in the CTS. After CTS transmission, there is

a state transition to wait data state to receive the data.

Wait Data: In this state, a CR node sets up a timeout timer for the data reception

waiting time. Based on the timer expiration, two state transitions can be observed. If

a data packet is received before the timeout timer expires, it will transit to the RCV

Data state. Otherwise it is assumed that data transmission failed due to collision and

goes back to idle state for a new RTS to be received.

RCV Data: If the data packets are received before the timeout timer expires, a CR

node is reached in RCV Data state. In this state, the node starts to receive data on

the DC. Due to intermittent PU appear on sensing the DC may interrupt the current

data transmission. To reduce the service interruption, a CR node transits to MOVE

state to select the DC from the BC list and resume the data transmission on the new

DC. After successful data transmission, it transits to send ACK state.

MOVE: The switch state on the receiver side behaves the same as on the transmitter

side. In this state, it performs fast before selecting a channel from the BC to serve

as the DC on sudden PU appearance.

Send ACK: The last state of the protocol state machine is send ACK to acknowl-

edge free data reception. It also include the missing packet information in the data

transmission. No matter whether ACK is received or not, a state transition to idle

state occurs. If ACK is received successfully, the transmitter starts the DCF proce-

dure again. Otherwise it is assumed that data transmission has failed and the CR

node starts to retransmit the data packet.
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5.7 Summary

In this chapter, a distributed multi-channel random access CR-MAC protocol called

CR-RDV MAC was proposed. The proposed protocol utilizes both licensed and un-

licensed channels to initiate and maintain communication in an ad-hoc environment.

To exchange the control information, the RDV process is integrated with the CR-

RDV MAC protocol. The channel sensing information is exchanged through modi-

fied RTS/CTS. The ACL and COL data structures are embedded in the RTS packet.

Based on ACL and COL, CTS replies with DC, BC and RC information where DC

is used for data transmission, BC is a list of backup channels in case of PU reap-

pearance on the current DC, and RC is used for the RDV process. Moreover, the

traditional backoff procedure is redefined based on packet length in order to protect

the incumbent PU transmission. To avoid concurrent transmission with PUs, a CR

node transmits the packet with a length that is determined by the remaining time in

the current transmission. At the last stage, to protect the blocking problem due to

unsuccessful transmission from neighbouring nodes, the traditional VCS is modified

by introducing sensing after RTS time, and if it is found free, the node will initiate the

transmission or otherwise continue the deferral to protect the ongoing transmission.

Hence, it can minimise the RDV, handshake collision and blocking problems. In the

following chapter, the performance of the CR-RDV MAC protocol is evaluated using

both mathematical analysis and simulation.



Chapter 6

Performance Evaluation of
CR-RDV MAC Protocol

6.1 Introduction

In Chapter 5, a literature review on the design and performance improvement of

CRAHNs protocols was presented. Based on this information, a novel CR-RDV MAC

protocol was also proposed to mitigate the service interruptions due to intermittent

PUs and consequently enhance overall network performance.

Although various MAC protocol performance models have been extensively stud-

ied [113, 147–149] in the context of CRAHNs, the approach taken in this research

is simple and does not change the existing Bianchi model significantly, so the same

model can be used without major changes. Moreover, none of the existing protocols

consider performance issues regarding link establishment i.e. performance fluctua-

tions due to the RDV process. Therefore, in this chapter a joint analytical model

is proposed to capture both transmission probability and RDV success using a two-

dimensional Bianchi model and an absorbing Markov model respectively.

The remainder of this chapter is organised as follows: the proposed analytical

model is described in detail in section 6.2. It consists of three major subsections to

155
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explain saturated throughput, packet drop probability and mean packet delay. An

absorbing Markov chain model is presented to analyse the probability of capturing

channel access (i.e. RDV success) in the throughput analysis subsection. The per-

formance of the CR-RDV protocol is evaluated via simulation in section 6.3. This

section also has three subsections in which the simulation and analytical results are

compared. An additional subsection is included in the simulation section to compare

the performance of the CR-RDV protocol with the channel rank based CH RDV

process using the same CR-RDV MAC process. The implementation aspects of the

CR-RDV are discussed in section 6.4, and the chapter concludes with a brief summary

of the main findings in section 6.5.

6.2 Markov Model for CR-RDV MAC Protocol

In this section, an analytical model is proposed to evaluate the performance of the

CR-RDV MAC protocol under saturated load conditions. To simplify the mathe-

matical model, the following assumptions are made:

(i) Finite number of stations

(ii) Saturated load i.e. there is always a packet in the transmission queue

(iii) Channel is error free

(iv) No hidden terminals

(v) Packets are destroyed only through collisions exceeding the retry limit

(vi) Packets are of equal length

The proposed model also takes into consideration the RTS/CTS handshake (four-

way)-based channel access schemes. Developing a Markov model to evaluate the DCF
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performance of wireless networks was first shown in the Bianchi model [24] under

saturated loads with ideal channel conditions. Unfortunately the Markov models

developed for 802.11a/b/g are not substantial enough to explain CR-RDV MAC

behaviour, which has distinct features such as modified backoff and virtual carrier

sensing based on remanning time after each transmission.

The operation of the CR-RDV protocol consists of two phases: i) RDV phase,

and ii) data exchange phase. When a CR node wants to transmit a packet, it first

exchanges the control information through the RDV process. In the RDV phase, a CR

node follows the CH sequence according to ETQCH protocol discussed in chapter 3.

During RDV, the CR node sends an RTS packet to the intended receiver. If the

RTS is successfully transmitted and the intended receiver is listening to the same

channel as the RTS is sent on, a CTS will reply to the sender. The fundamental

access method of the CR-RDV is called the distributed coordination function (DCF),

which is based on carrier sense multiple access with collision avoidance (CSMA/CA).

For a CR node to transmit, it senses the medium to determine if another CR is in

transmission. According to the DCF, there must be a minimum time gap in order

to identify contiguous frame sequences. Therefore, a transmitting CR must ensure

that the medium is idle for this period before attempting to transmit. If the medium

continues to be busy, the CR defers until the end of the current transmission. After

deferral, or prior to transmitting again immediately after a successful transmission,

the CR selects a random backoff interval and decrements the backoff interval counter

while the medium is idle.

Let b(t) and s(t) be the stochastic processes representing the backoff counter and

backoff stages at time t respectively. Hence, according to the DCF, the b(t) value is

decremented at the start of every idle slot and a contending station wins the channel

when it reaches zero. After successful transmissions, if the STA has more data to

send a new value will be set for b(t). As the counter value of k = b(t) is chosen
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to be uniformly distributed over k ∈ [0, CWi], where CWi stands for the contention

window size, there is a chance that two STAs end up with the same b(t) values and

will transmit data simultaneously. This is called a collision. In order to avoid further

collisions, the collided STAs will generate new b(t) values determined by:

CWi =

2iCWmin; 0 ≤ i ≤ m,

2mCWmin = CWm; i > m
(6.1)

Where CWi is an initial size for the contention window and m is the maximum

number by which the contention window can be doubled. In this model, m is used

to resemble the maximum backoff stage. If the maximum is reached, the backoff

exponent is fixed at maximum. The two-dimensional process (s(t), b(t)) is analyzed

with an embedded Markov chain (in steady state) at the time instants at which

the channel state changes. To avoid packet overlap with PUs in an asynchronous

environment, the backoff counter for all CRs is frozen if the remaining time to end

of the slot is Tpacket − 1 and resumes at the next slot unoccupied by PUs. Let (i, k)

denote the state of this process. At each stage the CR is described by i, k where

i stands for the backoff stage and k stands for the backoff delay, which takes any

value in the range of [0, CWi − 1]. Hence, with a homogeneous backoff counting

down process with modified embedded points, the transmission probability τCR can

be calculated by directly applying the result of the Markov chain model for IEEE

802.11 DCF in [24].

τCR =
2(1− 2pf )

(1− 2pf )(CW + 1) + pfCW (1− (2pf )m)
; (6.2)

Here pf denotes the total frame failure transition probability from one stage to

another. A frame can fail due to simultaneous transmission of multiple users, or

although the frame was sent successfully the receiver was not on the same channel.

Frame failure due to simultaneous transmission can be written as pc = 1− (1− τ)n−1,
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which means at least one of the (n− 1) remaining stations transmit with tagged CR

station. Here n denotes the number of CRs in the current channel. The success of

the frame transmission is ps = (1− τ)n−1 i.e. (n− 1) CR nodes are not transmitting.

However, this will not guarantee that the packet is received by the receiver, as the

receiver may be in the another channel, which is called RDV failure. Thereby frame

failure due to failed RDV is pfr = ps(1 − prdv); where prdv is the RDV probability,

which is equivalent to 1
ATTR+1

. Hence, the total frame failure probability can be

written as:

pf = 1− (1− τ)n−1 + (1− τ)n−1(1− 1

ATTR + 1
)

= 1− 1

ATTR + 1
(1− τ)n−1

(6.3)

6.2.1 Throughput Analysis

The saturation throughput of CRs can be defined as the ratio of the total available

time for CRs unused by PUs to the whole time used for transmitting packets suc-

cessfully. Let PtCR be the probability that at least one CR transmits a packet in a

randomly selected time slot with probability τCR and PsCR is the conditional prob-

ability that an occurring packet transmission is successful. Hence, for n CR density

per channel with N PUs in the system:

PtCR = PtP (1− (1− τCR)n) (6.4)

PsCR =
(1− φτP )NnτCR(1− τCR)n−1

PtCR
(6.5)

Here, PtP = 1 − (1 − φτP )N is the probability that PU initiates transmission in

a randomly selected slot and follows the same access method as the CR [150]. φ

denotes the load on the primary networks. Hence, the transmission probability τP

can be expressed using the Bianchi model:

τP =
2(1− 2pP )

(1− 2pP )(CW + 1) + pPCW (1− (2pP )m)
(6.6)
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The term pP refers to collision probability that at a randomly selected time two or

more PUs will initiate transmission, which is PtP (1−P1p). P1p denotes the probability

that exactly one PU will start transmission on the channel, which can be expressed

as:

P1p =
NφτP (1− φτP )N−1

PtP
(6.7)

Let S denote the normalised saturation throughput for the CRAHNs, which can

be defined as a ratio of successfully transmitted payload size over a randomly chosen

slot duration.

S =
PtCRPsCRPCCA · L

(1− PtCR)σ + PtCRPsCRPCCA · TS + PtCR(1− PsCRPCCA)TC
(6.8)

where PCCA is the probability of capturing channel access, which represents the chan-

nel contention on the RDV channel. The calculation of PCCA is presented in the next

subsection. σ is the backoff slot duration, TS is the average time that the channel is

captured for successful transmission and TC is the average time that the channel is

captured by a CR node which collides with other CR transmissions or is unable to

capture the channel for successful transmission. Hence the data burst duration TS

and TC are given as:

TS =



TDIFS + TRTS + TCTS + T3SIFS + TDATA + TACK ;

current RC = DC

TDIFS + TRTS + TCTS + T4SIFS + TDATA + TACK + TNTS;

current RC 6= DC

TDIFS + TRTS + TCTS + T3SIFS + TDATA + TACK + TMOV E;

current RC = DC and PU appeares

TDIFS + TRTS + TCTS + T4SIFS + TDATA + TACK + TNTS + TMOV E;

current RC 6= DC and PU appears

(6.9)
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TC = TRTS + TDIFS (6.10)

Now, to evaluate successful channel access on the RDV channel, another prob-

ability measure is considered, called capture the channel access probability (PCCA).

A CR node may achieve RDV based on the CH sequence but be unable to capture

channel access as multiple CR nodes are achieving RDV on the same channel.

Probability of Capturing Channel Access

It is assumed that each slot subdivides in M number of minislots at n steps as

1 ≤ kn ≤ M . A CR node initiates the transmission if the remaining time is higher

than the packet transmission time Tp. If it is higher than Tp, a packet will transmit

otherwise transmission will be deferred till the next available slot. Thus the effective

time for attempting the transmission is (T−Tp+σ), which is equivalent to (M−kp+σ).

Then kn can be represented as a discrete time Markov chain model with two absorbing

states (e.g. transmission and defer) and M − kp + σ transient states i.e. {kn : n =

0, 1, 2, ...,M − kp, t, d}. The one step transition probability is given by:

P =

[
Q R

0 I

]
(6.11)

where Q is a (M − kp + σ) × (M − kp + σ) matrix representing the probability of

transitioning from one state to another and R is for transitioning from one transient

state to either of the absorbing states. Let pidle, pt, pfc denote the probability of idle,

true and false collisions by the tagged CR in each backoff minislots with the duration

of tidle, ttc, and tfc respectively. Here

• pidle denotes the probability that no CR transmits a packet in the minislot of

duration tidle = σ

• ptc = 1−pidle−nτ(1−τ)n−1 denotes the probability that there is a true collision

in the minislot of duration ttc = trts +DIFS and finally
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• pfc = (n − 1)τ(1 − τ)n−2(1 − prdv) denotes that transmission is successful but

unable to achieve RDV with the duration of tfc = trts + trtsMV CS +DIFS

In each backoff minislot from 0 to M − kp, the CR will reach either of the absorbing

states based on the remaining time. If the remaining time is higher than the Tp and

the tagged CR successfully transmits the RTS packet, then it will reach transmission

state with the following probability:

pt = nτ(1− τ)n−1 (6.12)

In contrast, if the remaining time is not higher than Tp, the CR node will fall into

defer state with the following probability:

pd =



pd1 = (n− 1)τ(1− τ)n−2prdv;

for X ∈ [0,M − kp − kfc]

pd2 = (n− 1)τ(1− τ)n−2prdv + pfc;

for X ∈ [M − kp − kfc,M − kp − ktc]

pd3 = pd2 + ptc;

for X ∈ [M − kp − ktc,M − kp]

pd4 = 1− pt;

for X = M − kp

(6.13)

The primary parameter of the absorbing Markov chain model is the quantity Nij,

called the fundamental matrix, which is the mean number of times the process is in

the transient state j before reaching an absorbing state, given that it starts in the

transient state i. It is assumed that at jth backoff minislot the tagged CR reaches

the absorbing state ”t” i.e. Sk = j; (0 ≤ j ≤ M − kp) from the initial state S0 = 0.
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Hence, the fundamental matrix can be written as:

N0j =

M−kp∑
k=0

Qk

= ([I −Q]−1)oj

(6.14)

It is worth noting that the tagged CR user reaches the absorbing state if it is not

absorbed by either of the absorbing states prior to the jth backoff minislot. Hence

the probability of capturing channel access is given by:

PCCA =

M−kp∑
j=0

P j
CCA

=

M−kp∑
j=0

Pr{Sk = j, E
{t}
X=j|E

{t,d}
X<j = 0, S0 = 0}

=

M−kp∑
j=0

N0j pt

j−1∏
k=0

(1−N0k(pt + pd))

(6.15)

6.2.2 Packet Drop Probability

The packet drop probability is the probability that a packet is dropped when the

retry limit is reached. Moreover, a packet may be dropped when the sending queue

is full. Hence, the total packet drop probability is the sum of both of these events.

Packet Drop Due to Retry Limit

A packet is found in the last backoff stage m if it encounters m collisions in the

previous stages and it is eventually discarded or dropped. Thus, the packet drop

probability due to reaching the retry limit can be written as a function of the last
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backoff stage:

Pdrop =
bm,0
b0,0

pf

= pmf .pf

= pm+1
f

= [1− (1− pf )(1− τ)n−1]m+1

(6.16)

Packet Drop Due to Queue

Let us consider the M/M/1/K queue system, where there are K frames in the system

shown in Fig. 6.1. Now, by using one of the balanced equations, the steady state

probability can be written as

Figure 6.1: M/M/1/K Queue Model

λ(1− pdrop)p0 = µp1

p1 =
λ(1− pdrop)

µ
p0

p1 = ρp0; where, ρ =
λ(1− pdrop)

µ

Similarly it can be shown that

pn = ρnp0; n = 0, 1, 2, .....K

K∑
n=0

pn = 1⇒ p0 =
1− λ(1−pdrop)

µ

1−
(
λ(1−pdrop)

µ

)K+1

Note that not all the frames arriving at the queue enter the queue, because frames are

not allowed into the queue when there are already K frames in the queue. Therefore,
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the frames are dropped with probability

Pk = ρkp0

=

(
λ(1− pdrop)

µ

)K
·

1− λ(1−pdrop)

µ

1−
(
λ(1−pdrop)

µ

)K+1

(6.17)

Thus, the total probability of packet loss is

Ploss = Pdrop + PK

= [1− (1− pf )(1− τ)n−1]m+1 +

(
λ(1− Pdrop)

µ

)K
·

1− λ(1−Pdrop)

µ

1−
(
λ(1−Pdrop)

µ

)K+1

(6.18)

6.2.3 Mean Delay

The delay D can be defined as the time elapsing from the instant the frame is inserted

in the MAC buffer to the time in which it is successfully transmitted by receiving

an acknowledgement for this frame. From this definition, it is obvious that delay is

associated with two factors: a medium access delay due to the number of contending

stations, and a queueing delay for load conditions and frame processing rates at the

queue. So, the average delay is

Davg = DMAC +DQ

MAC Delay

The MAC delay for a successfully transmitted packet is defined to be the time interval

from the time the frame is at the head of the MAC queue ready for transmission until

an acknowledgement for this packet is received. As per [151], the average MAC delay

is given by

E[DMAC ] = E[X]E[slot]
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Here E[X] is the average number of slots spent on a successful transmission. Let STA

be in the i backoff stage and have a channel access probability of ci. The average

number of slots utilized by the STA in the i backoff stage is (CWi + 1)/2, i ∈ (0,m)

and the probability that the frame reaches the backoff stage i and is not discarded is
pif−p

m+1
f

1−pm+1
f

, i ∈ (0,m). Hence,

E[X] =
m∑
n=0

[
(pif − pm+1

f )((CWi + 1)/2)

1− pm+1
f

]
E[slot] = (1− ptCR)σ + PtCRPsPstoTs + PtCR(1− PsPsto)Tc

E[DMAC ] =
m∑
n=0

[
(pif − pm+1

f )((CWi + 1)/2)

1− pm+1
f

]
· (1− ptCR)σ + PtCRPsPstoTs

+ PtCR(1− PsPsto)Tc

(6.19)

Queueing Delay

By using Little’s formula [152], the expected time spent in the queue (i.e.queueing

delay) can be calculated as

DQ =
E[N ]

λ(1− Pdrop)
(6.20)

Here E[N ] is the expected number of packets in the queue given by

E[N ] =
K∑
n=0

nPn =
K∑
n=0

nρnP0

= ρP0
d

dρ

(
1− ρK+1

1− ρ

)
= ρP0

(
1− ρK+1 − (1− ρ)(K + 1)ρK

(1− ρ)2

)
=

(
ρ(1− ρK+1)− (1− ρ)(K + 1)ρK+1

(1− ρ)(1− ρK+1)

)
E[N ] =

(
ρ(1− (K + 1)ρK +KρK+1)

(1− ρ)(1− ρK+1)

)
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Now, using equation 6.20, DQ becomes

DQ =

(
ρ(1− (K + 1)ρK +KρK+1)

(1− ρ)(1− ρK+1)

)
× 1

λ(1− Pdrop)
(6.21)

Therefore the mean delay is given by

D =
m∑
n=0

[
(pif − pm+1

f )((CWi + 1)/2)

1− pm+1
f

]
· (1− ptCR)σ + PtCRPsPstoTs + PtCR(1− PsPsto)Tc

+

(
ρ(1− (K + 1)ρK +KρK+1)

(1− ρ)(1− ρK+1)

)
× 1

λ(1− Pdrop)
(6.22)

6.3 Simulation Results

The performance of CR-RDV was studied using both analytical and simulation models

using a MATLAB-based simulator, as discussed in Chapter 4. The network topology,

number of CRs, PUs and channels were considered, the same as before. However, the

CR-RDV required some amendments in order to implement the proposed MAC. For

this, T −RTS and T −CTS were changed to (192 + 192
r∗

) and (192 + 136
r∗

) respectively

to integrate the channel status in the control packet. Moreover, selection of the DC

was notified to the neighbours, and a new control packet called NTS was introduced

having the same duration of CTS. The time required to move from one channel to

another was 40µs [76]. Finally, channel contention was integrated in the study as

both the RDV and data channels may encounter collisions.

Three widely used performance metrics were considered in this study: (i) satura-

tion throughput, (ii) packet drop probability, and (iii) mean delay. The results are

given as a function of the number of CRs to evaluate multi-user channel contention,

the number of available channels, and PU traffic load, since PU behaviour is the most

significant event impacting on CRAHNs performance. To evaluate the effectiveness

of the proposed protocol, both versions MVCSCR − RDV and V CSCR − RDV
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were compared, where MVCSCR − RDV amends all the proposed changes and

V CSCR−RDV follows the same RDV protocol (i.e. EQTCH) with basic CSMA/CA

parameters. For the benchmarking, all the results are compared with CSMA/CA pro-

tocol. Moreover, some of the existing channel rank-based CH RDV protocols were

integrated with the proposed MAC protocol to compare the performance of the pro-

posed CR-RDV MAC protocol based on the ETQCH RDV mechanism.

To validate the results, both the analytical and simulation results are presented

for each of the metrics. In this chapter, the performance enhancement achieved by

CR-RDV MAC protocol is quantified using analytical and simulation methods. The

outcomes of the analytical model are validated through operational validity [78] by

comparing with simulation results. The same approaches as in Chapter 4 are used to

validate the correctness of the simulation results.

6.3.1 Saturation Throughput

Figure 6.2 shows the saturation throughput of the proposed MAC as a function of the

number of CRs for both MVCS and VCS schemes. The maximum number of available

channels that can be used by the CR nodes is 20. However, this number significantly

changes based on PU activities. Here, the traffic load (φ) for PUs is 0.5. One can

observe that in both cases throughput initially increases with the number of CRs, but

further increments of network size significantly reduce the network throughput. After

the maximum throughput is achieved at 7 for both MVCS and VCS, the throughput

decreases as the number of CRs increases. This is very obvious in wireless networks, as

collision probability increases with network size. However, it is observed that the slope

of the throughput degradation is steeper for VCS compared to MVCS. On average,

the CR-RDV MAC with MVCS exhibits 25% higher throughput than VCS. Collision

and false blocking are the dominant factors causing this difference in performance.
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In MVCS, a CR node defers transmission only for RTS time and senses the channel

again, and if it is found free it initiates the transmission, or otherwise continues to

defer. Hence, the insertion of an additional sensing period inside the NAV eventually

enhances network performance significantly, especially in dense networks. The results

for both the analytical and simulation models are closely matched to each other.
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Figure 6.2: Saturation throughput as a function of number of CRs with PU traffic
load = 0.5

Next, CR-RDV protocol performance is evaluated with a varying number of chan-

nels. Obviously, increasing the number of channel results in an increase in throughput

for both the MVCS and VCS schemes as shown in Fig. 6.3. However, MVCS performs

better compared to VCS as it can effectively suppress the increased trend of channel

access delay with every increment in channel number. Moreover, it minimises the

access delay in the case of false blocking due to unsuccessful RDV from a neighbour’s
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node. The results show that approximately 30% performance enhancement can be

achieved by adopting a MVCS scheme.
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Figure 6.3: Saturation throughput of CRs as a function of number of channels.

Fundamentally, the performance of CRAHNs is greatly impacted by the activity

of PUs in the vicinity. This is because a channel that is occupied by a CR should

vacate if a PU appears on that channel. In this situation, to maintain and continue

current communication a CR node has to find another free channel. Figure 6.4 depicts

the saturation throughput of the CR-RDV MAC for both MVCS and VCS schemes

as a function of PU traffic load φ, where φ = λ
Cµ

. C is the number of PUs. The

result shows that as the PU traffic load increases, the throughput decreases gradually

for both VCS and MVCS. However, there is a sharp drop in throughput when φ is

above 0.5, which is the critical arrival rate of a PU’s packet. It is worth noting that

there is a significant performance gap between MVCS and VCS schemes due to their
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underlying channel access methods. In MVCS, a channel is only accessed if it is free

and the remaining slot time is sufficient to transmit the data packet. This provides

an extra protection against collision with PUs. Moreover, in MVCS neighbours using

the NTS control frame, the neighbour’s nodes are informed prior to data transmission

in order to avoid further collisions on the data channel, which is different to the RDV

channel.
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Figure 6.4: Saturation throughput of CRs as a function of PU load, φ.

The main conclusion that can be drawn from the above discussion is that CR-

RDV with MVCS is significantly better than that of VCS, especially under medium

to high network size and PU traffic loads.
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6.3.2 Probability of Packet Drop

The probability of packet drop refers to packet drops due to unsuccessful transmission

from sender to receiver. A packet may drop due to (i) retry limit, and (ii) queueing

capacity. As the number of CRs increases, the node density per channel is increased

and causes more collisions. After a collision, the CR node increases the contention

window and retries the packet transmission. A packet is dropped if it is not trans-

mitted successfully after maximum retry. Figure 6.5 provides a visual depiction of

the above mentioned behaviour. The result shows that increasing the retry limit can

significantly reduce the probability of packet drop. However, it always increases with

the number of CRs. It also depicts that CR-RDV with MVCS exhibits 30% better

performance than that of VCS.
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Figure 6.5: Probability of packet drop as a function of CRs for both m =5 and 7.

Figure 6.6 illustrates the probability of packet drop versus the number of available
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channels. It is obvious that packet loss decreases as node density per channel decreases

with an increase in the number of channels. The result shows that the probability

of packet drop decreases with the number of channels and becomes mostly flat after

30. This part of packet loss mainly results from queueing capacity. It also shows

that there is a performance gap of 20% between MVCS and VCS when the number

of channels is below 15 and the gap gradually develops with the number of channels.
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Figure 6.6: Probability of packet drop of CRs as a function of number of channels.

Figure 6.7 shows the impact of PU traffic load on packet drop. One can observe

that for both cases the probability of packet drop remains constant when PU traffic

is below 0.5. A significant rise in packet drop is observed for PU traffic loads above

0.5. This is because the PUs become more active in the network and mostly have a

packet to transmit. This causes the primary networks to become saturated. Hence,

Ptp becomes large and hinders opportunity for CR users.
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Figure 6.7: Probability of packet drop of CRs as a function of PU load, φ.

From the above analysis, it can be concluded that packet drop is highly influenced

by the number of retry limits used in the MAC protocol and PU activity. Moreover,

CR-RDV with MVCS significantly reduces packet drop probability due to intermittent

PU activity.

6.3.3 Mean Delay

Mean delay is the summation of delay associated with accessing a channel and the

time a packet has to wait in the queue before being served. Fig. 6.8 depicts the change

in mean delay with the number of CRs. The delay increases for both cases as the

network size grows and causes a high number of collisions. The results show that

MVCS and VCS experience mostly the same delay in a small size network. As the

network size increases, VCS experiences on average 42% higher delay than that of the
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MVCS scheme of the CR-RDV protocol due to true collisions and the false blocking

problem. In a dense network a large number of CRs attempt to access the channel,

which leads to a high number of collisions and retransmission attempts and results

in longer delays. However, the overhead of the MVCS scheme is slightly higher than

VCS because of having an additional control packet (i.e. NTS), introduced by the

MVCS scheme to mitigate the false blocking problem.
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Figure 6.8: Variation of mean delay as a function of number of CRs.

Figure 6.9 illustrates mean packet delay versus number of channels. In this case,

delay is mostly injected from the RDV process as ATTR increases with the number

of channels. Moreover, MVCS shows better performance than VCS which is approx-

imately 48%.
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Figure 6.9: Variation of mean delay as a function of number of channels.

The impact of PU activities on CR performance in terms of delay in transmitting

a packet is shown in Fig. 6.10. It shows that packet delay increases with PU traffic

load as CRs experience more channel switching. Moreover, as PU load increases,

the number of available channels for CRs decreases and consequently there is more

delay due to channel contention. In addition to that, the CR node experiences longer

delays in capturing channel access on the RDV channel. The results show that VCS

experiences 45% higher delay when PU load is under 0.5 and more than 75% when

the load goes over 0.5. To evaluate the efficiency of the proposed CR-RDV protocol

against PU appearance, the operating curve is shown in Fig. 6.11. According to [153],

the lower the curve, the better the protocol. One can observe that CR-RDV with

MVCS outperforms VCS as it requires less time to perform the handshake procedure.
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Figure 6.11: Operating curve for CR-RDV MAC protocol.

The main conclusion is that CRs using CR-RDV with MVCS have substantially

lower mean delay than CRs using VCS, especially in the context of high PU loads,

number of channels and network size.

6.3.4 Comparison with Channel Rank based CH MAC Pro-
tocols

In the previous subsections, a detailed comparative analysis was presented using dif-

ferent network settings. From the above studies it can be concluded that CR-RDV

with MVCS has the potential to improve network performance by efficiently utilising

network resources.

Since there is no other protocol that can be used for comparative analysis, the

same MAC protocol with different channel rank-based CH methods was presented in

Chapter 4. Fig. 6.12 depicts saturation throughput versus number of channels for
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the different CH based MAC protocols. Obviously increasing the number of channels

leads to increased throughput for each of them. However, CR-RDV with ETQCH

outperforms gQRDV, Basic AMRCC, Enhance AMRCC in average 25%, 80% and

45% respectively. The dynamic updating of the CH sequence used in ETQCH fa-

cilitates maintenance and re-establishment of RDV in cases of PU appearance. In

contrast, the other protocols only eliminated the channel that was claimed by the

PUs and resulted in a progressively shortened CH sequence. This shortened sequence

encountered more RDV collisions and control channel saturation problems. Fig. 6.13

shows the probability of capturing channel access with PU load for the different CH

based MAC protocols. It shows that PCCA is a monotonically decreasing function

with PU load. One reason is that every increment of PU load causes CRs to achieve

RDV on the same channel with higher probability which increases RDV collisions,

ptc. This means that nodes may achieve RDV but may not capture channel access

due to multiple CRs achieving RDV on the same channel.
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Figure 6.12: Saturation throughput as a function of number of channels.
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Figure 6.13: Impact of PU activity on successful RDV channel access

6.4 Implementation Aspects

The CR-RDV MAC protocol is easy to implement and provides a low cost solution

for improving the performance of CRAHNs. Fundamentally, the CR-RDV MAC pro-

tocol considered a CR with two radio transceivers, where radios are used for both

sensing and transmission. With the advances in current technology, an additional

radio transceiver is a cost effective solution in helping to reduce the number of failed

transmissions and time due to collision and channel access respectively. The mecha-

nism of detecting PU activity, slot synchronization, packet transmission and reception

can be implemented by CARMEN [154] based IEEE 802.11 wireless devices. Promis-

ing SDRs such as GNU radio and USRP can be used to implement channel selection

and CH algorithms. The packet format of CR-RDV has to be modified based on the
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proposed frame format in Chapter 5 and can reuse some of the source code used in

the 802.11.

6.5 Summary

In this chapter the performance of CR-RDV MAC was investigated in a saturated

transmission scenario for single hop multi-user CRAHNs based on the ETQCH RDV

scheme. An analytical model jointly with bi-directional Bianchi model and an ab-

sorbing Markov model was used to analyse the protocol’s performance. Finally, the

model was validated by MATLAB based numerical and simulation studies.

The simulation studies show that CR-RDV using MVCS is an effective solution to

mitigate intermittent PU appearance because of the insertion of an additional sensing

period to evaluate channel occupancy. In CR-RDV, both licensed and unlicensed

channels are utilized based on channel ranking to explore transmission opportunity.

Through the simulation, it was observed that MVCS with CR-RDV can increase

throughput by up to 80% compared to VCS. This is due to the integration of modified

RTS/CTS and RTS/CTS/NTS handshake methods in the MVCS scheme. In low

dense networks both VCS and MVCS mostly showed behavior; however, a significant

performance difference could be observed as the network size grew. Moreover, CR-

RDV with MVCS exhibited more than 75% and 65% better performance than the

VCS scheme for packet drop probability and mean packet delay respectively.

The performance of the CR-RDV MAC protocol was further investigated using

existing channel rank-based CH RDV schemes which utilise the CR-RDV MAC pro-

cess. The analysis results showed that the RDV scheme is a key processes that has

significant influence on MAC performance. For example, CR-RDV with ETQCH

achieved up to 25%, 80% and 45% better performance than gQRDV, Basic AMRCC

and Enhance AMRCC protocols respectively.
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Next, in Chapter7, the implication for system planning and deployment are dis-

cussed.



Chapter 7

Implications for System Planning
and Deployment

7.1 Introduction

Rendezvous in CRAHNs is one of the most important processes in initiating commu-

nication in CRAHNs. The primary objective of this thesis was to develop techniques

to achieve RDV in CRAHNs for improved system performance and deployment. This

chapter provides a set of recommendations for system planners based on analysis of

the results presented in the previous chapters.

In section 7.2 an evolutionary path for the deployment of a CR technology is

presented. The CRAHNs deployment issues in dense, large and PU-active wireless

environments are discussed in section 7.3. Possible future research directions are

identified and discussed in section 7.4.

7.2 An Evolutionary Path for Adopting CR Tech-

nology

Recent studies have shown that CR technology can be used to solve the spectrum

scarcity and spectrum under-utilisation problems [8]. Fig. 7.1 shows an evolutionary

184
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path for adopting CR technology in wireless networks and the complexity associated

with each level. The idea of CR technology was inherited from different radio access

technologies (RATs) using different protocols coexisting in the same band provided

they did not interfere with each other. To achieve coexistence, different levels of

cognition were applied based on the surrounding radio environments. The first co-

existence technique was introduced in the WiMAX network (i.e.IEEE 802.16.2). It

had a minimum cognition level that used power spectral flux density values to notify

other broadband operators [155]. Later on, 802.15.1 standards introduced a dedicated

communication link between 802.15.1 and 802.11b networks to exchange the control

information so that they could negotiate a spectrum band in a collaborative way.

For non-collaborative scenarios, different clear channel access schemes were also in-

troduced. This was more complex than the previous approach that had been used in

802.16.2, as the performance of coexistence depended on channel sensing and energy

detection methods. Hence, complexity in achieving coexistence increased as higher

levels of cognition were used. It is obvious that this higher level of cognition enhanced

spectrum utilisation.
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Figure 7.1: An evolutionary path of various coexistence techniques with different
levels of cognition

The first cognitive radio standard was introduced in 802.22 to facilitate coexistence

with the TV band whereby customer premises equipments (CPEs) could use the un-

used TV space. Previously, different coexistence techniques were used to share radio

resources where there were no issues of proprietorship. Therefore existing coexistence

techniques could not be directly applied to the recent concept of CR technology,

where CR nodes do not have the right to access licensed channels during ongoing

transmission among licensed users. They can only use a licensed channel if it is free.

This requires a higher level of cognition capability to identify the unused radio spec-

trum and vacate the channel upon reappearance of a licensed user. However, with

the advancement of technology, a higher level of cognition may be achieved, but the

deployment of such technology has become an issue in ad-hoc networks.
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7.3 Deployment of CRAHNs

Ad-hoc wireless networks are attractive for mainly two main reasons: i) time, and

ii) cost in deploying and maintaining the networks. However, deploying CRAHNs

is a new challenge, even for experienced system planners, due to features that are

distinct from traditional ad-hoc networks. In traditional ad-hoc networks, network

initialisation time is almost negligible due to its relatively fixed channel assignment

strategy. In CRAHNs, the initial link establishment consumes significant time due

to different channel statuses being observed by different nodes. Spectrum mobility

due to PU reappearance results in changes in channel usage in the network. More-

over, in dense and large networks, resource sharing becomes a significant performance

issue for CRAHNs. This thesis has investigated the above-mentioned design issues

and challenges in CRAHNs. Throughout this study, it has been found that RDV

establishment in CRAHNs has a notable impact on overall CRAHNs performance

in different network scenarios. This section provides some practical guidelines for

deploying CRAHNs in dense, large and PU-active environments.

Dense Network Scenario

Node density is a critical parameter to be considered when deploying CRAHNs. In

an ad-hoc network, node deployment strategies can be deterministic or random based

on application. A deterministic strategy is widely used when the number of nodes in

the network is small. As network grows, it is very hard to follow the deterministic

node deployment strategy and consequently random deployment is used. No matter

what strategy is used, network performance degrades significantly with a high number

of users. In this thesis, uniform node distribution was used. Analysis of the results

in section 6.3.1 shows that throughput degraded about 57% as the number of CRs

increased from 2 to 20. In addition to throughput, packet drop probability and mean

delay also increased, as described in section 6.3.2 and section 6.3.3. The results
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presented in Chapter 6 confirm that node density has a dramatic effect on system

performance.

Large Network Scenario

The term ”large” is used in terms of network resources, especially the number of

channels in the network. In contrast to traditional ad-hoc networks, the number of

channels is higher in CRAHNs as it can utilise the unlicensed spectrum as well as the

licensed spectrum if it is free. Increasing the number of channels in CRAHNs reduces

the node density per channel, thus helps to improve channel contention. The results

show that throughput increased dramatically with the addition of further channels.

However, for system planners it is important to know that the more the channels

there are in the system, the more time a node has to spend on the RDV process,

which is shown in subsection 4.4.2. This is because the length of the CH sequence

is increased with the number of channels and results in higher delay. The results

in section 6.3.3 confirm similar behavior and show that about 8ms delay is injected

into the system when the number of channels is increased from 5 to 40. To deploy

CRAHNs in a large wireless network, system planners should consider the number of

channels to be used in building the CH sequence to minimise mean delay.

High PU active Networks

Prior to deploying CRAHNs, a system planner has to ensure the protection of PU

transmissions. Hence, it is necessary to quantify the performance fluctuation due to

PU activity in the vicinity. This thesis has investigated the impact of PU activity

for CRAHNs. The results of the analysis from section 6.3.1 show that there is about

83% drop in throughput with the increase in PU load from 0 to 0.5 (note that the

maximum is 1). Further increases in the PU load do not affect performance a lot, as

the CR node mostly utilises the unlicensed spectrum at this stage. This throughput

degradation is only due to collision among CR users and other unlicensed devices
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Table 7.1: Impact of network parameters on RDV process in CRAHNs

Change in Performance

Low to Medium Medium to High

Number of CR

Throughput 10% 57%

Packet Drop 15 17% 30%

Mean Delay 6% 25%

Number of Channel

Throughput Very High Low

Packet Drop 40% 18%

Mean Delay 7% 72%

PU Load

Throughput 83% 30.6%

Packet Drop 15% 25%

Mean Delay 60% 35%

operating in that spectrum.

Table7.1 summarises the results of evaluating the impact of various network configu-

rations on the RDV process in CRAHNs. Here except for throughput, the rest of the

metrics show increasing function with the corresponding increase in input.

7.4 Recommendation for Future Developments

The aim of this thesis was to provide an efficient RDV establishment mechanism in

an asynchronous asymmetric radio environment. Based on the proposed RDV mech-

anism, a MAC protocol was discussed to enhance system performance in distributed

CRAHNs. However, there are some research issues that could be investigated in the

future.
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RDV extension for multi-hop CRAHNs

The thesis has focused on RDV establishment and performance estimation for CRAHNs

in single hop networks. The assumption of a single hop network helped to simplify

the analytical and simulation model. However, wireless ad-hoc networks in real en-

vironments use mostly multi-hop communication. Some RDV protocols exist for

multi-hop communication that consider piece-wise single hopping for multi-hop com-

munication [57, 60]. Hence, it is desirable to develop an RDV process for multi-hop

networks which can increase network connectivity on the RDV channel.

Extension of ETQCH protocol for mobile CRAHNs

The thesis investigated CRAHNs by assuming that CR nodes are stationary at all

times. To apply the proposed RDV sceme in a real environment, one of the con-

cerns is the mobility of a CR node. Designing a CH sequence to establish RDV in

mobile CRAHNs is still an open research challenge. The development of a robust

RDV scheme where ATTR and node mobility are jointly optimised for better system

performance is a logical extension to the work presented in chapter 3.

Development of an energy constrained RDV scheme

The thesis has focused on establishing RDV while minimising the mean time to achieve

RDV and maximising the degree of overlaps. However, the performance of wireless

ad-hoc networks is heavily influenced by the energy consumption of the adopted

protocols [156,157]. In this thesis, a homogeneous duty cycle is assumed in the entire

network. The development of an RDV scheme with guaranteed RDV in all available

common channels for a heterogeneous duty cycle setting for different nodes would be

an important extension to this research.

Extension of PU behavior in CR-RDV MAC protocol

This thesis investigated the performance of the CR-RDV MAC protocol by assuming

the same access scheme for both PUs and CRs. This assumption essentially simplified
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the analytical models for performance analysis. In reality, different primary networks

have different access methods that limit the performance of CRAHNs. Although some

protocols have been developed to facilitate the coexistence of PUs and CRs based on

heterogeneous access methods [158, 159], a complete framework to study the impact

of PU access methods on CRAHNs performance could be a useful contribution.

7.5 Summary

In this chapter the deployment of CRAHNs in different network environments was de-

scribed to provide concrete guidelines for system planners. First, a brief development

history of CR technology was presented. The development trend shows that system

complexity increases with the level of cognition, which helps the system planner to

adopt the correct level of cognition. Detailed guidelines were derived from the analysis

of the results presented in chapters 4 and 6. The guidelines outline three factors that

influence the system performance of CRAHNs: CR node density, network size, and

PU activity. With CR node density, system performance changes dramatically due to

collisions. It is interesting to observe system performance in relation to network size.

As network size grows, the number of channels increases, so more CR nodes can be

accommodated in the system, but the CR node has to spend longer achieving RDV.

Finally, recommendations for future research were identified, which include ex-

tension of the RDV scheme for multi-hop networks, integration of node mobility and

energy consumption, and a MAC protocol with different PU activity models.
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Conclusions

In cognitive radio ad-hoc networks, CR users coexist with PUs and continuously

monitor their activity to identify the spectrum holes. When two or more nodes

want to communicate with each other, it is essential to establish RDV so that they

can exchange the control message on the available spectrum holes that are common

between them.

The thesis has focused on quantifying the key performance-limiting factors of the

RDV process in CRAHNs. In dynamic distributed networks, the RDV process is quite

challenging due to spatial and temporal variations in channel availability. While there

are several factors affecting the performance of the RDV process, asymmetric channel

information, degree of common channels and spectrum sharing processes are the most

significant. To achieve RDV and to improve system performance, a channel ranking-

based CH sequence was developed in this study and investigated through simulation

to quantify the performance gain achieved over existing CH protocols. However, the

RDV process without an efficient MAC protocol does not guarantee channel access

in multi-user CRAHNs. The performance of CRAHNs with a novel MAC protocol

was studied through the use of both analytical and simulation models. This thesis

has made a number of original contributions, which are reported in chapters 3 to 6.

A summary of the contributions is outlined below.

192
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Rendezvous is the very first step in establishing communication in CRAHNs. Sev-

eral research works were presented in the literature that considered RDV based on

CCC. Due to the dynamic radio environment, RDV on a predetermined CCC can-

not be guaranteed. Moreover, existing CH-based schemes suffer from high ATTR

and a low degree of overlap due to random channel selection in CH sequence design.

To overcome these problems, this thesis developed a simple but effective CH proto-

col, ETQCH, based on channel ranking. ETQCH utilises an extended torus quorum

structure and rotation closure property to achieve and guarantee RDV on available

common channels. The quorum selection and channel mapping are decided according

to channel ranking. Moreover, to protect the incumbent PU transmissions, an adap-

tive CH sequence update procedure was introduced. The performance of the ETQCH

protocol was evaluated using the MATLAB simulation package.

Simulations were conducted to measure well-known performance metrics for RDV

problems, such as ATTR and degree of overlap under various network configurations.

The analysis results showed that ETQCH could offer a significant performance gain

over other channel rank-based protocols such as gQRDV, basic AMRCC and enhance

AMRCC. In the worst case scenario (when sender and receiver observed channels

with different rankings), ETQCH reduced the ATTR by at least 50%. Moreover,

the change in ATTR with number of channels was significantly lower than for other

protocols. For degree of overlap, ETQCH achieved 10%, 85.22% and 87% better re-

sults than gQRDV, basic AMRCC and enhance AMRCC respectively for the system

with 22 channels. In an asymmetric scenario, similar performance gain was also ob-

served. For example, ETQCH achieved up to 52% and 60% less ATTR than gQRDV

for degree asymmetry of 0.8 and 0.6 respectively. ETQCH performs better because

more time slots are allocated to the channels with higher rank, which increases the

probability of RDV. Moreover, the ETQCH protocol dynamically updates the CH

sequence by replacing the channel claimed by a PU with either the best channel from
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the list or the channel that previously achieved RDV.

Cognitive Radio ad-hoc network is a multi-user environment, where multiple CR

users are contending for the same channel on which to establish RDV. Hence, it

is necessary to have an efficient MAC protocol to facilitate channel contention and

spectrum sharing. In Chapter 5, a distributed multi-channel CR MAC protocol, CR-

RDV, was developed based on the random access method. The CR-RDV protocol

is an extension of the CSMA/CA protocol, but CR-RDV modifies two components.

First, the traditional VCS scheme is modified by adding a sensing period right after

RTS. In the CR-RDV protocol, a CR node transmits a packet if the channel is found

free after RTS time, otherwise it continues to defer transmission until the end of VCS.

This strategy can reduce performance degradation due to false blocking. Secondly,

the packet transmission policy is modified based on the remaining channel availability

time. A CR node transmits the packet if the remaining time of the channel ”OFF”

period is greater than the required packet transmission time, otherwise it will defer

the transmission to the next available free slot. By adopting this strategy, a CR node

can avoid concurrent transmission with PUs and provide additional protection for PU

transmissions.

Moreover, the way the CRs negotiate or select the RC, DC and BC, with or

without the presence of PUs, is one of the most important features of the CR-RDV

protocol. The RC is established through the ETQCH protocol. If the RC is the best

channel for both sender and receiver it can serve as the DC. Otherwise, a list of DCs

is constructed based on negotiation between sender and receiver. Besides that, a list

of BCs is also constructed as a counter measure against service interruptions due

to intermittent PUs. Both the DC and BC are negotiated prior to the actual data

transmission.

In Chapter 6, the performance of the CR-RDV protocol was investigated through

both analytical and simulation studies. The results obtained showed that CR-RDV
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with MVCS increased the performance of CRs by 80% compared to VCS. This is

not only due to the insertion of additional sensing in the NAV, but also the modified

control packets used for the handshake process. Moreover, the results show that the

ETQCH RDV protocol is another important tool in driving the superior performance

of the CR-RDV MAC protocol over other CH-based protocols. This is due to the

dynamic updating of ETQCH in cases of sudden PU appearance. In addition, every

increment of PU load results in higher probability of RDV collision, as CRs tend to

achieve RDV on the same channel.

The work presented in this thesis has provided the basis for system planners to

design and analyse CRAHNs. The results indicate that this work can be used to

estimate RDV performance in dense, large environments that have a high degree of

PU activity.

Finally, a number of recommendations relevant to the ongoing development of the

RDV scheme and MAC protocol have been suggested. Extension of the RDV protocol

for energy constrained multi-hop mobile CRAHNs has been identified as an area for

future research together with different PU activity models.

In light of the results reported above, it can be said that RDV is the most im-

portant component in establishing and enhancing the performance of CRAHNs by

dynamically updating the CH sequence based on channel availability and channel

ranking in both the licensed and unlicensed band.
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Appendix A

Additional illustration for
Extended Torus Quorum System

(a) (b)

Figure A.1: (a) Case 1 (b) Case 2
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Figure A.2: (a) Case 31 (b) Case 32

(a) (b)

Figure A.3: (a) Case 41 (b) Case 42
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Figure A.4: (a) Case 43 (b) Case 51

(a) (b)

Figure A.5: (a) Case 52 (b) Case 53
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Figure A.6: (a) Case 61 (b) Case 62

(a) (b)

Figure A.7: (a) Case 71 (b) Case 72
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Figure A.8: (a) Case 8 (b) Case 91

(a) (b)

Figure A.9: (a) Case 92 (b) Case 101
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Figure A.10: (a) Case 11 (b) Case 12


