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Abstract 

Smart toys are a growing portion of the children’s toy market. They offer a unique and 

personalised play experience via the use of onboard sensors, internet connectivity, and 

innovative technology. International research has shown that the smart toy environment can be 

insecure and vulnerable to cyberattacks and can place children at risk. Smart toy security and 

privacy must be understood to protect children; however, to date, the literature has not 

addressed this in the New Zealand context.  

To address this gap in the literature, this study investigates whether smart toys pose any security 

or privacy risks to New Zealand users. It asks, what common security and privacy impacting 

vulnerabilities are found in smart toys currently available for purchase by New Zealanders? 

Furthermore, what levels of privacy and security concern and awareness do New Zealand 

parents and guardians have regarding smart toy use?  

An anonymous online survey targeting New Zealand parents/guardians was designed. A total 

of 394 respondents answered 32 questions to determine their levels of concern and awareness 

around the privacy and security of smart toys. A security testing methodology was also used to 

assess a collection of smart toys to determine if they contained security or privacy vulnerabilities.  

Analysis of survey responses showed a high average level of concern of New Zealand 

parents/guardians (M = 8.26, SD = 1.7) around the security and privacy risks of using smart 

toys. The survey also revealed a low overall level of awareness regarding security and privacy 

risks when using smart toys, with participants answering an average of 14.5 out of a possible 30 

(SD = 5.66) questions accurately.  

Analysis of the results from the physical security testing of a selection of smart toys showed 

insufficient authentication weaknesses, including unauthenticated Wi-Fi connections, 

unauthenticated Bluetooth pairing, and weak or no password use. Insecure data transfer was 

demonstrated, with some toys using no encryption for communication. Insufficient privacy 

protection weaknesses including the unreasonable collection of personally identifiable 

information, a lack of parental control mechanisms, and the use of non-random device identifiers, 

were also present.  

Based on these results, it can be concluded that smart toys pose security and privacy risks to 

New Zealand users, and that greater focus should be placed on educating parents and 

guardians about the potential risks these products pose and how to mitigate them. Smart toy 

manufacturers and legislators should additionally consider addressing the high levels of concern 

seen regarding these issues by focusing on safer smart toy design and strengthening existing 

privacy legislation for children’s products. 
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Chapter 1: Introduction 

1.1 Background and Motivation 

Smart toys are a growing phenomenon that bridge physical and online play environments 

through the use of internet connectivity and a variety of onboard sensors that capture, process, 

and respond to user input. New technology features found in smart toys such as voice 

recognition, motion detection, and location awareness enhance the play experience by enabling 

the toys to be more interactive than traditional toys. Internet connectivity also allows the smart 

toys to generate and deliver personalised content to create unique play experiences. Many 

smart toys interact with a dedicated mobile companion application via Wi-Fi or Bluetooth to 

provide real-time game feedback and download regular new content (Pickering, 2017). 

Smart toys are proving popular with consumers and the industry is experiencing explosive 

growth, with forecasters believing the market will grow by 28% between 2020 and 2025. Fuelling 

this growth is the continual development of new technologies such as machine learning and 

artificial intelligence, the use of cloud data processing and storage, and a greater awareness 

that technology can provide unique learning opportunities (Mordor Intelligence, 2020). 

Smart toys are a subset of the greater trend of connecting all consumer devices to the internet 

coined the Internet of Things (IoT). As such, smart toys currently suffer from many of the same 

challenges that the IoT faces. Standards and protocols for secure operation are immature, and 

at times, inconsistent. Additionally, manufacturers face technical challenges when attempting to 

design and deliver secure IoT consumer products, such as the inability to use traditional security 

mechanisms due to the resource constraints inherent in smaller, cheaper devices (Lindqvist & 

Neumann, 2017). 

Recent discoveries of privacy and security impacting vulnerabilities in smart toys overseas have 

resulted in various organisations warning the public to be cautious when using them. One smart 

toy has been banned from use in Germany due to its covert surveillance abilities (BBC, 2017b), 

and others have been labelled dangerous due to the ease in which a hacker can take control of 

the toys to steal data, present objectionable content, or spy on their users (Tung, 2017).  

In recent years, smart toy companies have also suffered large-scale data breaches, exposing 

children’s personal information and potentially putting them at risk from crimes such as identity 

theft (Federal Trade Commission [FTC], 2018). This current situation has led to growing 

international concern around how smart toys companies use the data these toys collect and 

whether children’s security and privacy is adequately protected. 

Whilst there is a large body of research describing the security and privacy issues faced in the 

general IoT environment, investigations around the security and privacy risks of smart toy use 

are in their infancy. North America currently dominates the smart toy market; however, the Asia-

Pacific region is expected to be the fastest-growing sales region for these products in the next 

five years (Mordor Intelligence, 2020). Despite this projected growth in the region, no research 
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has yet been conducted in the New Zealand market to uncover whether the dangers seen in 

overseas products are found here.  

If insecure smart toy products are currently available for purchase by New Zealanders, the 

security and privacy of New Zealand children may be at risk from attacks such as those seen 

internationally. These attacks could lead to personal data loss or misuse, denial of access, 

location stalking, and device hijacking. Determining whether smart toys pose any risk in New 

Zealand could assist in deciding whether the growing international concern applies to the New 

Zealand context, and whether any steps need to be taken by either the industry or New Zealand 

consumers to enhance the safety of these products. 

Many smart toys look similar to traditional plush toys and the technology embedded within them 

is very new. Because of this, many New Zealand parents and guardians may be unaware of the 

abilities the toys have and any issues surrounding their use. Technology literacy is an important 

influencing factor of digital safety (Tomczyk, 2019). Therefore, understanding whether New 

Zealand parents and guardians have sufficient knowledge of the potential risks these products 

pose and how they can be used safely, could contribute to the limited body of knowledge that 

exists in this area to date. This understanding could also indicate whether developing training or 

awareness strategies to combat any risk is necessary. 

Personal motivation for investigating this area comes from being a parent to a wildly curious 

toddler and the inherent protective instinct to keep him safe from harm. Parent coffee group 

conversations often focus on the somewhat bewildering pace of technological change faced 

today, whereby two-year-olds instinctively navigate smartphones and demand internet 

entertainment. Personal observation has led to my suspicion that many parents and guardians 

are concerned about the welfare of their children in a fully connected world; however, lack the 

detailed knowledge and tools to fully determine whether their concern is justified, what the risks 

might be to their children, and how they might prevent them. 

Ensuring the security and privacy of smart toys is imperative, as they are used primarily by 

vulnerable members of our society who must be protected from any future risks the rapidly 

changing online landscape holds. Therefore, the objective of this research is to investigate 

various factors that may glean insights into the privacy and security situation of smart toys in 

New Zealand, and determine whether they pose any risk to New Zealand users. 

This study examines how concerned New Zealand parents and guardians are about smart toy 

privacy and security, and measures the current level of awareness they have around these 

issues. It also inspects a range of smart toys available for purchase by New Zealand parents 

and guardians for technical vulnerabilities, and determines whether they pose any security or 

privacy risks.  

The primary research question and supporting sub-questions this study aims to answer are as 

follows:  
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Question 1. Do smart toys pose a security or privacy risk to users in New Zealand? 

Sub-question 1. What level of privacy and security concern do New Zealand parents and 

guardians have regarding smart toy use? 

Sub-question 2. What level of privacy and security awareness do New Zealand parents and 

guardians have regarding smart toy use? 

Sub-question 3. What common security and privacy impacting vulnerabilities are found in smart 

toys currently available for purchase by New Zealanders?  

Further, a hypothesis to analyse the relationship between smart toy privacy and security levels 

of concern, and smart toy privacy and security levels of awareness is proposed. 

Hypothesis 1. A higher level of participant concern around smart toy privacy and security risks, 

will correlate to a higher level of participant awareness around these risks.  

1.2 Research Approach and Findings 

To answer these research questions, two appropriate and effective methodologies were derived 

and are presented in Chapter 3. Each method focused on deriving empirical data for analysis 

and review. 

Firstly, an anonymous online survey was developed to gain data concerning New Zealand 

parent’s and guardian’s level of concern and awareness of smart toy risks. The first section of 

the survey was designed to identify current levels of concern around the privacy and security 

risks of smart toys, and the results demonstrated very high levels of concern from all participants 

around both security and privacy risks.  

The survey then measured levels of awareness around smart toy security and privacy using 

questions in five areas of knowledge, including smart toy technical capabilities, smart toy security 

and privacy risks, smart toy company data procedures, data protection and privacy law, and 

personal protection strategies. The results from this section of the survey found that awareness 

levels overall were low.  

Secondly, several smart toys were physically evaluated to determine if they used sufficient 

security and privacy controls to mitigate any common risks. A repeatable security testing 

methodology was used to investigate three potential technical areas of vulnerability in the toys, 

including insufficient authentication, insecure transport, and insufficient privacy protection. The 

research proved that vulnerabilities in each of these areas could be found in smart toys available 

for purchase by New Zealanders. 

1.3 Thesis Structure 

The thesis consists of six chapters. This chapter introduced the thesis topic and provided some 

background information on the origin of the topic and the current state of research in this area. 

The motivation for conducting this study was outlined and the importance of this research was 
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emphasised. The chapter then presented the methodology used in this study and the high-level 

findings obtained. 

Chapter 2 provides a literature review covering four main areas: the IoT, IoT security, smart toy 

security and privacy, and user awareness and risk. This chapter begins by outlining the evolving 

IoT, including new technologies being developed for use within the IoT and the various 

architectural models proposed to describe the environment.  

A review of security within the IoT then highlights that traditional security aims such as 

confidentiality, integrity, and availability are still primary concerns; however, there are many new 

challenges identified that make satisfying these goals difficult. Areas of challenge identified in 

the literature and elaborated on include heterogeneity, trust management, resource constraints, 

encryption, authentication and access control, device management, scale, and standardisation. 

Smart toy security and privacy research studies that outline recent security incidents, including 

data breaches and the discovery of specific smart toy vulnerabilities, highlight the current risks 

in this space. Literature is presented that describes both the security and privacy challenges 

faced by smart toy manufacturers and the progressive technology proposed to address those 

challenges.  

Chapter 2 concludes with a review of various literature that relates user awareness to levels of 

technology risk. The literature review revealed gaps in the current body of knowledge, including 

a lack of New Zealand focused investigation and a limited array of studies specifically targeting 

smart toys.  

Chapter 3 identifies the main research question and sub-questions this study aims to answer to 

address the gaps in the current body of knowledge. This chapter then describes the two 

approaches selected for this research and the process of derivation from similar studies and 

relevant industry methodologies.  

Chapter 4 presents the findings obtained from executing both research methods. Firstly, the 

results from the online survey conducted are described, starting with demographic findings and 

followed by the findings around participant level of concern and participant level of awareness 

of smart toy security and privacy issues. This is followed by the findings from the physical testing 

of a selection of smart toys. The findings in each of the three areas of vulnerability tested are 

presented.  

Chapter 5 analyses the findings from Chapter 4 and relates them to the main issues described 

in the literature review to answer the research questions posed by this study. This chapter also 

describes the implications of the findings, along with recommendations for improving the security 

and privacy of the smart toy environment.  

Chapter 6 concludes by summarising the findings and providing an overview of possible future 

research areas, which, if undertaken, could further advance the overall knowledge of smart toy 

security and privacy.  
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Chapter 2: Literature Review 

2.1 Introduction 

Many recent studies highlight the importance of understanding the impact that the pervasive 

connectivity of the IoT has on our daily lives (Kliarsky, 2017; Rivas, 2017). Smart toy use is one 

aspect of the IoT where this impact, particularly in the areas of security and privacy, becomes 

especially important to understand, as smart toys are primarily used by children who may not 

have the ability to protect themselves in this environment (Tang & Hung, 2017). 

This chapter reviews the relevant literature available on smart toys and the broader IoT 

environment they operate within. The objectives of this review are to outline the current 

understanding of smart toy privacy and security, and identify any gaps in the existing body of 

knowledge that warrant investigation. The critical issues faced in providing a secure and private 

experience for smart toy users which led to the formation of the main research questions for this 

thesis are also presented.  

The review consists of five main sections. Section 2.2 discusses the general IoT environment 

focusing on current literature that describes the architecture of the IoT and outlines the new 

technologies found in this environment. Section 2.3 discusses the security goals and the 

challenges seen when attempting to secure devices in the IoT, and also includes literature that 

investigates the smart home environment where IoT consumer products such as smart toys are 

found. 

Section 2.4 focuses specifically on research pertaining to smart toys. This section describes the 

current understanding of these products, relevant security incidents faced by the smart toy 

industry, and the known privacy and security challenges apparent in smart toys. Recent research 

into possible solutions to the challenges faced in this area is then discussed. 

Section 2.5 considers literature relating to user awareness and technology risk, and finally, 

Section 2.5 concludes the literature review. 

2.2 The IoT 

2.2.1 Overview 
Due to its relative infancy and broad scope, no single agreed definition exists for the IoT. Misra, 

Maheswaran, and Hashmi (2017) chose to define it as “a paradigm that considers pervasive 

presence in the environment of various things, that through wireless and wired connections are 

able to interact and cooperate with other connected things to create seamless communication 

and contextual services, and reach common goals” (p. 6). The Oxford Dictionary, however, 

defines it more simply as “the interconnection via the Internet of computing devices embedded 

in everyday objects, enabling them to send and receive data” (“Internet of Things”, 2019). Bassi, 

Europe, and Horn (2008) describe it as “a world-wide network of interconnected objects uniquely 

addressable, based on standard communication protocols” (p.6 ). However, current literature 

highlights that the use of standard protocols remains a challenge today (Laplante, Voas, & 
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Laplante, 2016; Nguyen, Laurent, & Oualha, 2015; Raza, Seitz, Sitenkov, & Selander, 2016). 

Despite the number and varied content of IoT definitions, the definitions generally include the 

idea of diverse systems—devices or “things” interoperating, and the concept of connecting and 

communicating with other available devices within range.  

The things that make up the IoT can be divided into four categories. The first comprises personal 

computers, servers, switches, routers, and other traditional information technology  equipment. 

The second comprises of supervisory control and data acquisition systems, medical machinery, 

and other operational technology. The third includes smartphones and tablets, and the fourth 

contains single-use consumer devices such as fridges, automobiles, and toys (Stout & Urias, 

2016). The devices in each category may have sensors that monitor and collect numerous types 

of data from their environments, and connect and communicate with each other and the internet 

at any time (Alaba, Othman, Hashem, & Alotaibi, 2017). 

For businesses, there are vast benefits of adopting IoT technology, such as improved 

performance, enhanced customer experience, and accelerated growth. IoT devices can aid 

companies in reducing risk by enabling new ways of working, such as protecting inventory and 

equipment in large and remote areas using combined technologies such as radio frequency 

identification (RFID) and wireless sensor networks. IoT technology is already implemented in a 

wide variety of industries such as transport, health, agriculture, and infrastructure, and it is 

estimated that businesses which extensively implement IoT technology will be 10% more 

profitable by 2025 compared to those who do not (Tankard, 2015). 

For the consumer, the IoT allows daily life to become more connected with consumer goods 

such as home appliances, wearables, toys, physical locks, and video surveillance. These 

consumer goods are distinguished by their ability to communicate through the internet via 

smartphones and other mobile devices. Example benefits of this smart connectivity include 

connected medical devices allowing at-risk patients to more effectively manage their health, and 

smart energy meters in the home allowing consumers to be more energy conscious (FTC, 2015). 

IoT development has been fuelled by technical innovation in areas such as wireless sensors and 

nanotechnology-based architectures. Many researchers anticipate explosive growth in the IoT 

and point to research by Gartner, who predicts that the number of connected devices will reach 

50 billion by 2020 (Gartner, 2013). This predicted growth will lead to IoT architectures handling 

the interactions of billions of objects, and as attacks against IoT devices and systems may be 

responsible for more than 25% of the total identified enterprise attacks, each of these 

interactions will need to be secure (Roman, Zhou, & Lopez, 2013).  

The vast and varied application of the IoT is driving more pervasive connectivity and opening 

our daily lives to potential new threats. Many common and previously simple devices now 

contain computing capability, and are used by consumers who may have little knowledge around 

the risks these new functionalities can bring into their home environments (Rivas, 2017). This 

new threat exposure, combined with the predicted explosive growth, increases the importance 

of understanding the inherent threats and risks of the IoT (Kliarsky, 2017).  
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The FTC identifies three potential security risks to consumers from the use of the IoT: the 

unauthorised access and misuse of personal information, the facilitation of attacks on other 

systems, and risks to personal safety. Connected devices may collect, store, and transmit vast 

amounts of personal data, and as highlighted by the FTC, the IoT generates potential privacy 

risks from the long-term collection of personal data such as an individual’s habits, health, 

financial account numbers, and geolocation. Data collection is of concern if the data is then 

misused in future decision-making processes such as in employment, insurance, or finance 

suitability (FTC, 2015).  

The risk of a compromised IoT device facilitating attacks on other systems is now also a reality, 

and a new area of literature has started investigating the use of IoT devices in botnets. 

Kambourakis, Kolias, and Stavrou (2017) describe how poorly protected IoT devices have 

become “low hanging fruit” for hackers who harness their large numbers to conduct powerful 

denial-of-service (DoS) attacks, spam, and fraud. They reviewed the success of using IoT 

devices in botnets by focusing on a recent attack called “Mirai”, which managed to take remote 

control of half a million IoT devices and disable hundreds of high-profile websites such as Twitter 

and Netflix for hours. Their research uncovers why the IoT provides such a fertile ground for 

hackers; however, does not talk in detail about solutions. Bertino and Islam (2017) take this 

discussion one step further by exploring solutions, and conclude that preventing botnet 

infections through techniques such as antivirus software, intrusion prevention systems, and 

firewalls is the best defence. Both researchers agree, however, that this is challenging in a world 

of poorly configured IoT devices and that threats will only increase in complexity over time. 

Security of the IoT is also heavily related to the safety of the individual. Interference in an IoT 

network, whether malicious or not, can cause serious harm by interrupting the operation of 

devices such as pacemakers and cars. In the home, data shared between smart devices may 

contain information relevant to a user’s safety—such as whether their front door is locked. When 

unprotected, devices such as televisions, cameras, and baby monitors can send data such as 

captured audio and video streams over the internet and threaten user safety. Therefore, 

securing these devices and the confidentiality of this data is paramount (Rivas, 2017). 

The problems with IoT device security have been demonstrated by many researchers. In one 

IoT study by Hewlett Packard, 70% of the devices tested by Hewlett Packard were found to be 

“vulnerable to attack” (Hewlett Packard Enterprise, 2014) and many consumer goods have also 

been found to be susceptible. Research has shown that implantable medical devices such as 

pacemakers and insulin pumps can be remotely hacked and tampered with (Tankard, 2015), 

and successful attacks have also been conducted against numerous IoT consumer devices 

including the My Friend Cayla doll, LG refrigerator, Nest, Belkin Smart Plug, smart light bulbs 

and smart televisions (Stout & Urias, 2016).  

However, securing these devices can be challenging, as many IoT devices have power, 

memory, computation, and storage constraints that make traditional security mechanisms 

unsuitable. The countermeasures used against cyberthreats today may be ineffective or 

inefficient for the IoT because of the limited available computing power, many interconnected 
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devices, and varied communication protocols and hardware being used (Rivas, 2017). New 

solutions are required to resolve the inherent security and privacy challenges the IoT faces. 

However, IoT research remains in its infancy. No standards for secure design or implementation 

are universally agreed, and many proposed solutions to the challenges faced by a rapidly 

expanding IoT are still untested (Liu, Yang, Zhang, & Chen, 2015). 

2.2.2  IoT Architecture 
As yet, there is no single established and agreed IoT reference architecture. Various researchers 

and organisations have proposed models, with the simplest and most commonly referenced 

being the three-layered model as shown in Figure 2.1 (Alaba et al., 2017; Pallavi & Smruti, 2017; 

Radovan, Golub, & Daimler, 2017; Stout & Urias, 2016). 

 

Figure 2.1. IoT architectural layers. Adapted from “Review: Internet of Things security: A survey”, by F. 
A. Alaba, M. Othman, I .T. Hashem, & F. Alobaiti, 2017, Journal of Network and Computer Applications, 

88, pp.10–28. Copyright (2017) by Elsevier. Adapted with permission from Elsevier.  

The three-layered model may be described as follows: 

The perception layer includes devices or things that capture information including dynamic data 

from the surrounding environment. As the devices at this level are vulnerable to a variety of 

attacks, the physical protection of any device, as well as authentication and data provenance, 

are security considerations. For example, sensor nodes suffer from DoS, jamming, and Sybil 

attacks. Radio frequency identification tags are vulnerable to DoS, repudiation, eavesdropping, 

counterfeiting, and spoofing attacks. ZigBee is susceptible to packet manipulation, hacking, 

Killer Bee and key exchange vulnerabilities; and Bluetooth suffers from threats such as DoS, 

bluesnarfing, bluejacking, and eavesdropping. This layer is most often connected to the network 

layer via wireless technology (Alaba et al., 2017).  
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The network layer performs data transmission and includes functions such as device 

addressing, packet forwarding, and routing and security protocols. It also acts as the 

communication layer between devices in the perception layer and any cloud storage. Attacks at 

this level may include man-in-the-middle (MITM), DoS, or distributed denial-of-service (DDoS) 

attacks, traditional network security threats, counterfeiting, and IPv6 application vulnerabilities. 

Security at this layer consists of a wide variety of rapidly evolving standards and technologies 

(Radovan et al., 2017). 

The application layer involves data analysis, processing, and presentation. These activities may 

occur in locations such as in the cloud or on a smartphone application. Security considerations 

at this level include authentication challenges, access control, and information disclosure (Stout 

& Urias, 2016). 

Whilst the most commonly used model, the three-layered architecture is criticised for its 

simplicity. Researchers such as Sethi and Sarangi (2017) believe this model is not detailed 

enough to base IoT research on, and suggest alternatives such as a five-tier architecture. A five-

tier architecture contains the three standard layers seen above, and adds a layer for processing 

that encompasses middleware and a layer for the business that encompasses management 

functions. A five-tier architecture is also supported by Shahid and Aneja (2017); however, in this 

case, the network layer is called the data exchange layer and performs data transmission, and 

a fourth layer called the information integration layer purports to clean and transform the data 

collected for use by the application layer. 

Another architectural model that utilises five layers is service oriented architecture (SOA). As 

software developers are moving towards using service oriented programming for the interaction 

of heterogeneous devices, an effective SOA method for the IoT is being explored in the literature. 

Kumar, Mouli, and Kumar (2017) conducted a survey on research papers that utilised some form 

of SOA architecture in the IoT, and determined that while most examples provided better 

efficiency of service, they all lacked robust security features. This is likely due to the high 

resource consumption that security services demand and that IoT devices lack. This research 

did not propose a solution for the resolution of this issue and remains an open and active area 

of research. 

Another recent trend is to describe the IoT in terms of a fog or edge architecture. Proponents of 

this type of architecture believe the traditional view does not support the unique volume and 

connectivity needs of the IoT, and an edge model that supports more pre-processing of data in 

edge devices is necessary (Green, 2004). Whilst a distributed architecture such as the fog model 

allows IoT applications to have greater response times and a higher quality of service, 

challenges remain with its implementation, particularly in the area of resource management 

amongst the nodes or devices (Lin et al., 2017). Security and privacy issues are also still a 

significant challenge in the fog or edge IoT environment. Lin et al. (2017) created a 

comprehensive survey of these security challenges, and described threats and identifying 

possible mitigations at each architectural layer; however, the difficulties with deploying the 

suggested security mechanisms into the complex IoT environment were not discussed. 
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Ray (2016) conducted a survey attempting to consolidate recent research focused on various 

IoT-oriented architectures, and concluded there was a diverse array of domain-centric 

architectures proposed. Ray (2006) also found that these architectures are in danger of 

becoming silos, which will prevent the overarching goal of interoperability which is key to the 

success of the IoT moving forward. By categorising the research in domains, Ray (2006) 

naturally highlighted the differences in the proposed models, but did not discuss the potential 

areas of interoperability, which if conducted, may have offered different insights. In response to 

a similar concern that vertical and isolated solutions have emerged in the IoT architectural space, 

The European Lighthouse Integrated Project (IoT-A) developed an IoT reference model, 

architecture, and set of fundamental building blocks intended to lay the foundation for a 

ubiquitous IoT (Bauer et al., 2013). Whilst heralded a success by its supporters, the numerous 

versions of IoT architectures still being proposed and described in literature today demonstrate 

the wide-ranging scope of the IoT concept. This makes defining a single reference architectural 

model challenging, and suggests that there is still some way to go before the idea of a standard 

description is accepted.  

2.2.3 IoT Technologies 
The IoT is powered by a wide range of technologies that must work collaboratively across varied 

environments which are often geographically diverse, prompting the importance of robust, 

secure, and reliable communication. 

Communication technologies used within the IoT include well-known technologies such as 

wireless fidelity (Wi-Fi), Long-Term Evolution (LTE), and second, third, and fourth generation 

(2G/3G/4G) cellular technology. Applications that require high data rate transfer over long 

ranges can use these existing standard networks; however, this covers little of the IoT 

environment. More commonly, IoT networks differ from traditional networks, in that IoT devices 

are deployed on low-power and lossy networks (LLN) which have constraints such as low 

processing power, energy, and memory. This means that satisfying security and privacy 

requirements in the IoT environment requires the development of new protocols and standards 

to manage the unique challenges (Radovan et al., 2017). 

IoT devices generally communicate using either a radio frequency (RF) signal or via an internet 

gateway, and can connect to the internet either through the Internet Protocol (IP) stack or via 

non-IP communication channels; however, each method has challenges to overcome. The 

traditional IP stack is complex and resource-hungry which does not suit most IoT devices. Non-

IP communication channels such as Bluetooth, RFID, and near-field communication (NFC) are 

limited in their range. All RF protocols are also vulnerable to signal interception (Alaba et al., 

2017). These challenges have prompted researchers to modify, adapt, and develop new 

protocols for secure communication, and some of the leading technologies now used in the IoT 

and the challenges they face are outlined next. 
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2.2.3.1 IEEE 802.15.4  

Various protocols are currently used in the IoT environment to obtain communication security, 

and at the physical layer, many WSNs use IEEE 802.15.4. Created by the Institute of Electrical 

and Electronics Engineers (IEEE) and maintained by the IEEE 802.15 working group, IEEE 

802.15.4 is a technical standard for low-rate wireless personal area networks that provide 

security services such as data confidentiality, data authenticity, and protection against replay. 

However, threats against this protocol exist, such as unencrypted ACK frames, NULL security, 

and no timed frame counters (Alaba et al., 2017). 

2.2.3.2 ZigBee 

ZigBee is a protocol that is based on the IEEE 802.15.4 standard. It is robust, highly secure, 

scalable, and works at 2.4GHz requiring low data rates of 250Kbps within a 100m range.  

It satisfies the low-power RF communication requirements of IoT devices using a wireless mesh 

technology, but is only suitable for short-term communication (Radovan et al., 2017). 

2.2.3.3 Z-Wave 

Z-Wave is similar to ZigBee in that it supports short-term communication at low cost and with 

low energy and reliability. While it is a simpler architecture to implement than ZigBee, it is 

severely limited in the number of nodes it can include in the network (Lin et al., 2017).  

2.2.3.4 6LoWPAN  

6LoWPan refers to IPv6 low-power wireless personal area networks. Designed by the Internet 

Engineering Task Force (IETF), it can use multiple frequency bands across multiple platforms 

and allows almost every connected device to have a unique IP address. It is an IP which allows 

small devices with limited processing power (such as those commonly found in the IoT), the 

ability to transmit wirelessly, and its advantages include easier connectivity with legacy 

architectures, low-power needs, and ad-hoc self-organisation. 6LoWPAN networks must 

connect to the internet via a gateway containing protocol translation support between IPv4 and 

IPv6 to communicate with all other IP-based devices on the internet (Radovan et al., 2017). 

2.2.3.5 Datagram transport layer security (DTLS)  

Transport Layer Security (TLS) protocol is the recommended choice in many IETF security 

standards to provide communications security over a network; however, it is not suitable for 

resource-constrained environments that do not operate over Transmission Control Protocol 

(TCP) such as the IoT. DTLS, which is an implementation of TLS over UDP, has been proposed 

as its replacement for these circumstances, and has now been widely adopted in the IoT 

(Nguyen et al., 2015). Challenges arise, however, when using DTLS in an IoT network, as DTLS 

requires the key establishment process to succeed which is usually achieved via the use of 

X.509 certificates and a public key infrastructure. Unfortunately, many IoT devices are too 

resource-constrained to support this key establishment method, leaving only non-scalable 

https://en.wikipedia.org/wiki/IEEE_802.15
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options such as the use of pre-shared keys, which is unmanageable in many vast IoT 

implementations (Raza et al., 2016). 

2.2.3.6 Constrained Application Protocol (CoAP) 

In the application layer of an IoT environment, CoAP is used as the messaging protocol for 

communication rather than HTTP (Hypertext Transport Protocol) as HTTP is too complicated. 

Constrained Application Protocol modifies some HTTP functions to enable IoT device interaction 

but relies upon DTLS for its security. Therefore, a secure implementation is dependent on 

resolving any DTLS issues (Sethi & Sarangi, 2017). 

2.2.3.7 Bluetooth Low Energy 

Bluetooth Low Energy (BLE) originated in the Bluetooth version 4.0 core specification and was 

designed especially for small chunks of data. Working at 2.4GHz, it conserves energy by using 

small bursts of RF communication within a range of 50–150 metres at 1Mbps. Bluetooth Low 

Energy technology uses adaptive frequency hopping technology, enabling it to transmit reliably 

even in ‘noisy’ RF environments such as those found in the home and industrial settings 

(Townsend, Akiba, & Davidson, 2014).  

After recognising that initial (now referred to as legacy) BLE standards had security concerns, 

subsequent versions such as Bluetooth 4.2 introduced new security models including BLE 

Secure Connection Only mode. Bluetooth Low Energy Secure Connection Only mode uses a 

Federal Information Processing Standard (FIPS)-compliant elliptic-curve Diffie–Hellman (ECDH) 

algorithm for key generation and a new pairing procedure for key exchange (Townsend et al., 

2014). 

Whilst ideal for IoT devices that have severe resource constraints, Kliarsky (2017) highlights that 

when trying to implement security mechanisms such as intrusion detection in an IoT network, 

using new RF communication protocols such as BLE can present additional challenges as they 

often require specialised tools that are still developing and immature. 

2.2.3.8 Wireless Sensor Networks 

Wireless sensor networks (WSN) are groups of independent nodes that communicate wirelessly 

over limited bandwidth and frequency, and the IoT often integrates them with RFID in systems 

such as food tracking and healthcare (El Mouaatamid, Lahmer, & Belkasmi, 2016). Whilst a key 

component in the IoT environment, there are numerous known challenges when trying to secure 

WSNs. For example, along with being susceptible to standard wireless security attacks, they are 

additionally unable to deal with traditional cryptographic mechanisms due to severe resource 

constraints, including low processing power and limited memory. Sharma, Bala, and Verma 

(2012) presented an overview of proposed cryptographic schemes for use in WSNs, and 

described and compared known symmetric, asymmetric, and hybrid models. No single method 

was suggested as ideal, and applying the appropriate method for each network remains a 

challenge. 
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2.2.3.9 Radio Frequency Identification 

Radio frequency identification allows data to be stored and retrieved remotely using tags or 

transponders and readers or transceivers. Tags attached to IoT objects hold data that a reader 

then gathers via two-way radio transmission, enabling the tracking of individual objects. Used 

as a contactless method for identifying and tracking objects in the IoT, it has benefits such as 

small size, low cost, and durability; however, is only applicable for short-range use as it supports 

data transfer via radio signals (Lin et al., 2017). 

2.2.3.10 Near-Field Communication 

Near-field communication is a short-range wireless communication technology based on RFID 

and allows two NFC-enabled devices to transfer data over a minimal distance. Often used in 

smartphones, it allows two-way communication and can be used to secure transactions such as 

payments. As proximity is a requirement for data transfer, it is limited in its application (Sethi & 

Sarangi, 2017). 

2.2.3.11 Wi-Fi HaLow (IEEE 802.11ah) and IEEE 802.11ax 

Based on the IEEE 802.11ah standard, Wi-Fi HaLow is a relatively new low-power variant of Wi-

Fi that has the advantage of not only consuming less power, but also operating over a greater 

range than traditional Wi-Fi making it suitable for the IoT. Operating in the 900Mhz frequency 

means it is slower than traditional Wi-Fi, but can penetrate objects that block 2.4GHz and 5GHz. 

This makes it useful in IoT scenarios where devices are beyond traditional Wi-Fi reach. Wi-Fi 

HaLow, however, is still subject to interference and uptake has been slow in the IoT world. This 

slow uptake is due to the need for special access points and many countries not assigning it a 

spectrum. IEEE 802.11ax is even newer and may become more popular as it delivers some of 

the same benefits as Wi-Fi HaLow such as low-power and complexity. IEEE 802.11ax does not 

require unique access points as it still operates on standard Wi-Fi frequencies. However, it does 

not have as long a range, and it remains to be seen which technology proves more popular long-

term (Chasker, 2017).  

2.3 Securing the IoT 

There is an abundance of literature discussing security in the IoT. Many authors agree that as 

with traditional information technology security, security in the IoT may be defined as the 

provision of various basic security services including confidentiality, integrity, authentication, 

non-repudiation, authorisation, availability, and privacy (El Mouaatamid et al., 2016; Misra et al., 

2017; Radovan et al., 2017).  

Confidentiality ensures that data can only be accessed and understood by authorised users 

while in transmission or at rest. Man-in-the-middle attacks seek to breach confidentiality by 

capturing, transmitting, and sometimes altering data transmitted between legitimate network 

devices. The wireless communication channels of many IoT networks are vulnerable to this kind 

of attack. Encryption techniques may assist in hindering MITM attacks by protecting parts of the 
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data stream; however, implementing traditional encryption in an IoT environment can be 

challenging (El Mouaatamid et al., 2016). 

Integrity assures that system and information resources are accurate, consistent, and 

trustworthy over their lifecycle and that data cannot be accessed, modified, or changed in transit 

or at rest by unauthorised entities (Misra et al., 2017). Attacks against data integrity are 

increasing in the IoT environment and can include message alteration and fabrication. The use 

of hash functions and digital signatures are one line of defence against this kind of attack 

(Yaqoob et al., 2017). 

Authentication services ensure that data, communications, and transactions are genuine and 

that all parties are whom they claim to be. Authentication controls are essential in the IoT 

environment, as weak or no authentication can allow unauthorised access to data and possibly 

allow a malicious attacker to change or alter a device function and endanger individual safety. 

Attacks against authentication in the IoT include impersonation where an attacker pretends to 

be an authorised user, and the Sybil attack where an attacker may use many different identities 

simultaneously (Misra et al., 2017). 

Non-repudiation is strongly linked to authentication and identity management, and seeks to 

prove an entity’s participation in a specific data exchange and allow traceability of unique 

actions. Traditional non-repudiation techniques include the use of digital certificates with a 

certificate authority. A lack of non-repudiation controls and strong auditing functions can allow 

the malicious manipulation of actions or data in the system (El Mouaatamid et al., 2016). 

Authorisation is the process of allowing someone to do or have something and ensures that 

entities can only perform functions that they are authorised to do. Insufficient authorisation can 

include a lack of role-based access controls which may lead to data loss, theft, or corruption 

(Open Web Application Security Project [OWASP], 2014a). 

Availability aims to ensure that data and resources are always available to authorised users. 

Attacks against availability in the IoT include traditional attacks such as DoS, DDoS, buffer 

overflow and flood attacks. Jamming attacks, where a communication channel is blocked by 

introducing noise are also a significant threat to IoT networks. IoT networks often consist of small 

nodes with limited resources that prevent the use of  traditional anti-jamming methods (El 

Mouaatamid et al., 2016).  

Privacy is similar to confidentiality, in that the aim is to ensure private information is not leaked 

or stolen, but also includes the concepts of data inference and unauthorised use of data. Privacy 

is of great concern in the IoT environment, and a threat to privacy may involve the exposure of 

sensitive data to unauthorised entities or the inference of personal information from the gathering 

of data over time (Misra et al., 2017). As many IoT devices communicate primarily via a wireless 

connection to the internet, they are vulnerable to attacks against privacy such as eavesdropping, 

skimming, replay, and traffic analysis (Yaqoob et al., 2017). 
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2.3.1 Unique Challenges to Privacy and Security in the IoT Environment  
Recognised as currently one of the most important advancements in the information technology 

arena, the new technology and paradigm of the IoT brings a set of unique challenges for 

addressing network security and privacy. Characteristics such as its heterogeneity, resource 

constraints, scale, and environment, along with the challenges of privacy, standardisation, and 

user awareness are discussed in the following sections. 

2.3.1.1 Heterogeneity 

A vital benefit of the IoT is its versatility and applicability in a wide range of environments. This 

versatility is due in large part to IoT systems containing a wide range of heterogeneous devices 

and technologies, and often an IoT network will contain a combination of both low resource 

devices and very powerful devices. For example, in a smart home, power usage sensors that 

can only conduct simple actions may connect and communicate with smart TVs that perform 

complicated computations (Sha, Wei, Yang, Wang, & Shi, 2018).  

The heterogenic nature of the IoT means that a wide range of operating systems (OS) and 

communication technologies must interoperate making traditional security solutions often 

inapplicable. Many resource-constrained devices cannot use traditional IP-based security 

solutions such as IPsec, SSL, and SSH, and solutions that may work for one OS such as 

Android, may not work for Windows-based devices in the same network. This diversity leads to 

differing levels of security throughout the IoT, and the least secure device determining the overall 

network security (Sha et al., 2018).  

2.3.1.2 Trust Management 

An area made additionally challenging due to the heterogenic nature of the IoT is that of trust 

management. The concept of trust is an idea that combines aspects such as confidence, 

dependability, reliability, and integrity of an entity, and the management of trust is essential in 

any network to promote user acceptance (Yan, Zhang, & Vasilakos, 2014). Whilst required for 

interoperability, establishing trust is challenging in the IoT environment, where many 

heterogeneous networks connect via the internet and interaction occurs between devices with 

differing security standards and trust criteria (Yaqoob et al., 2017). 

In addition to the characteristic of heterogeneity, managing trust is complicated in the IoT by 

factors such as the high mobility of devices, identity challenges, and temporary relationships 

formed between devices. Peer-to-peer or ad-hoc networks typically struggle with the issue of 

trust and are also commonly used in the IoT, and therefore this challenge is inherited (Sha et 

al., 2018).  

The importance of trust management in the IoT is recognised within the literature. Yan et al. 

(2014) surveyed over 35 articles discussing trust management in the IoT and proposed a set of 

trust management goals including reliable data collection, user privacy protection, system 

security, data communication and transmission trust, and identity trust. They also proposed a 

research framework for further work. Sha et al. (2018) highlighted an end-to-end security 
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architecture that supports trust management in the IoT by utilising new protocols such as 

6LoWPAN to allow end devices to manage security. Sato, Kanai, Tanimoto, and Kobayashi 

(2016) additionally suggested managing trust in an “area”, rather than establishing trust for an 

individual device. An area could contain the devices, the network that connects them, and the 

control and data service clouds. 

Each of the authors cited describe unique ways to approach trust management in the IoT; 

however, each system still poses open challenges that need resolving before widespread use 

in the IoT landscape is possible. As highlighted by Sicari, Rizzardi, Grieco, and Coen-Porisini 

(2015), judging the success of the proposed methods is also difficult, as many approaches to 

trust management, including those mentioned, do not include evaluation methodologies or 

metrics. 

2.3.1.3 Resource Constraints 

To achieve speed to market and low cost, many IoT devices are built with extremely limited 

capabilities and contain constraints such as low computational ability, limited power, and 

restricted memory. As traditional security solutions often cannot work within these constraints, 

the range of available security mechanisms for use in the IoT is narrower than that of a traditional 

network (Sha et al., 2018). These device constraints create specific challenges in the IoT in 

areas such as encryption, key distribution and management; authentication and access control; 

and device management. These constraints are discussed in the following sections. 

2.3.1.4 Encryption and Key Distribution/Management Challenges 

Encryption is essential to securing the confidentiality of most wireless communications; however, 

many IoT devices are unable to utilise existing secure encryption protocols and standards as 

the devices are not powerful enough. Most IoT devices cannot use traditional asymmetric 

encryption algorithms due to their limited computational capabilities, and many others such as 

basic sensors cannot even support symmetric algorithms such as Advanced Encryption 

Standard (AES) or Data Encryption Standard  (Misra et al., 2017). The IoT requires encryption 

mechanisms that are less resource-intensive and faster, but which offer the same level of 

security as traditional trusted methods. However, research to develop secure, lightweight 

encryption, decryption, and digital signature schemes is seen to be in its infancy (Yaqoob et al., 

2017). 

Most lightweight cryptographic solutions are based on symmetric-key cryptography, and require 

the sharing of symmetric keys to all devices which is troublesome to implement. Nguyen et al. 

(2015) studied various key pre-distribution schemes required for using symmetric cryptography 

in the IoT, and concluded that whilst they require low computational complexity, they have many 

disadvantages including low scalability, vulnerability against node attacks, and high 

communication complexity. Attempting to solve some of these challenges, Raza et al. (2016) 

proposed a key management architecture using symmetric keys called Scalable Security with 

Symmetric Keys (S3K), that enables the use of DTLS with either pre-shared symmetric keys or 

raw public keys established during the DTLS handshake. Scalable Security with Symmetric Keys 
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promises flexibility and scalable key establishment in a resource-constrained environment, but 

is still in the proof of concept phase. 

An alternative to symmetric cryptography is public key cryptography. However, not all smart 

devices have public keys that come with a digital certificate for authenticity, and asymmetric key 

schemes generally require a lot of computational capability and energy. Key distribution and 

management are also challenging, as traditional schemes such as the Diffie–Hellman algorithm 

and the use of a trusted certificate authority rely upon resource-hungry asymmetric algorithms. 

This leads to IoT devices using pre-shared key mode (PSK) or raw public key mode, which both 

require the pre-provisioning of keys on each object making them unscalable models that are not 

ideal for the IoT (Yaqoob et al., 2017). 

Despite the challenges of using asymmetric mechanisms, there is still research being conducted 

to make them applicable to the IoT environment, and if successful, they could offer scalability, 

high resilience against node capture, and require low memory resources. Salami, Baek, Salah, 

and Damiani (2016) believe elliptic curve cryptography could provide a solution to the 

implementation of asymmetric cryptography in the IoT, as it has small key sizes and requires 

limited computational and memory resources. They proposed a lightweight encryption scheme 

based on identity that also requires no public certificates which goes some way towards 

resolving key management challenges; however, remains theoretical at this stage. Identity-

based cryptography schemes such as this, whereby the key is kept in escrow by a key 

generation centre (KGC), have also been shown to be prone to key-escrow attacks which can 

compromise the KGC and impersonate an authorised user (Nguyen et al., 2015).  

Finally, attempts to secure data at rest or in transit by using traditional protocol-based encryption 

mechanisms may be insufficient to protect the IoT where end-points are susceptible to 

modification. Additionally, numerous older or substandard IoT devices still lack any encryption 

capabilities at all, despite standards bodies starting to require this for interoperability (Stout & 

Urias, 2016).  

2.3.1.5 Authentication, Access Control and Intrusion Detection 

When verifying IoT data, the identity of the sending device and the integrity of the data must be 

sound; however, authentication mechanisms are often limited by the resource constraints of the 

devices. Often IoT devices do not support strong authentication standards such as 802.1X (Liu, 

2015), and most IoT devices can only handle symmetric based authentication at best—ruling 

out secure traditional authentication mechanisms such as digital signature-based schemes. The 

use of Kerberos, a network authentication protocol utilised by Microsoft Windows, is also not 

suitable for most IoT environments as it works on IP-based protocols and does not scale easily 

to suit the vast scope of IoT networks (Sha et al., 2018).  

Alrababah, Al-Shammari, and Alsuht (2017) surveyed available lightweight authentication 

protocols that are suitable for use in the IoT, finding that most protect against attacks such as 

masquerading, replay, and forgery by using techniques such as message authentication codes 

(MAC) hashes, timestamps, or asymmetric encryption. No single technique discussed can be 
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applied to all circumstances, and many of the stronger methods surveyed are unsuitable for the 

most resource-constrained networks. This suggests that brand new standardised solutions are 

still required. 

The resource constraints of IoT devices also means that using security mechanisms such as 

access control and intrusion detection systems is challenging, as these solutions often require 

more computational power than is available. In the IoT environment, information such as the 

granularity of access and the location of the requester becomes essential to include in access 

control policies; however, the significant resource constraints of the devices prohibit the use of 

a complex access control mechanism (Roman et al., 2013). Traditional solutions such as role-

based access control (RBAC) protocols require vast policy libraries that cannot be stored in the 

memory of IoT devices. Gusmeroli, Piccione, and Rotondi (2013) describe that both attribute-

based access controls and RBAC mechanisms are ineffective for the scale of the IoT, are not 

suitable for a consumer scenario, and struggle to satisfy the critical principle of least privilege. 

Building on earlier research, they proposed a capability-based access control system that uses 

a “capability” or token of authority, that when held by a process, grants the ability to interact in 

specific ways. This system is more suitable for a consumer environment; however, it still relies 

upon X.509 certificates which limits its use to IoT devices powerful enough to handle RSA 

encryption. This solution would need extending to use alternative standards such as elliptical 

curve cryptography (ECC) if it was to be suitable for the entire IoT environment. 

In the IoT, intrusion detection may be required in a traditional IP network or a low-power wireless 

personal area network (LoWPAN). In a traditional TCP/IP environment, there are many 

resources available for intrusion detection systems (IDS); however, deploying IDS in the IoT is 

often constrained by RF limitations and distance (Alaba et al., 2017). The LoWPAN RF 

communication protocols found in the IoT such as BLE can also require specialised tools that 

are still developing and are immature. For example, in a survey of 18 intrusion detection research 

papers, Zarpelão, Miani, Kawakani, and de Alvarenga (2017) found that most papers proposed 

new IoT IDS solutions for 6LoWPANs; however, solutions have not yet been explored for other 

IoT technologies such as BLE or Z-Wave leaving a significant gap. 

2.3.1.6 Device Management 

Traditional computing devices and networks have rich interfaces to manage them. However, IoT 

devices often do not have the ability for rich (if any) user interaction due to their inherent resource 

constraints and design features. Many do not have any space for a keyboard or screen, and 

these limitations can make the configuration of devices difficult. In the consumer market, 

additional challenges can arise as a result of these limitations when attempting to provide 

consumers with information and choice around data collection, security, and privacy policies 

(FTC, 2015).  

Solutions such as using voice to input data where traditional mechanisms such as keyboards 

are impossible have been proposed in the literature, and voice control technologies are 

becoming a new normal in some IoT consumer goods. However, in response to strong concerns 
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around the use of captured voice data from smart devices, California recently introduced a 

statute regulating the collection and use of voice data from smart televisions. The introduction 

of this regulation suggests that there are still many privacy concerns and risks with devices that 

record and process voice conversations, and using this solution would bring another set of 

challenges that are yet to be overcome (Silvestro & Black, 2016).  

Other suggestions made by the FTC include introducing privacy options and configuration 

choices at the point of sale or affixing Quick Response codes on devices. However, these 

solutions are limited in their applicability, and it is acknowledged that giving end-users easily 

configurable privacy and security settings may be impossible for all IoT devices (FTC, 2015). 

One additional new solution to this problem without having to replace or upgrade the capability 

of legacy IoT devices uses Blockchain Connected Gateways as mediators between the IoT 

device and the user. This research, while promising, does not appear to have been tested in a 

commercial setting (Cha, Tsai, Peng, Huang, & Hsu, 2017).  

The resource constraints inherent in many IoT devices also mean they are often impossible to 

update, and applying security patches to any discovered vulnerability is impossible. Other IoT 

devices circumvent this constraint by allowing automatic updates to occur remotely over the 

internet, but this is not ideal, as communication channels may be insecure and end-users may 

be unaware of the activity (Lindqvist & Neumann, 2017). The lack of secure update mechanisms 

and rich user interfaces to manage devices means that satisfying privacy and security 

requirements remains an ongoing issue for the IoT. 

2.3.1.7 Scale and Environment 

The large scale of the IoT also contributes to the unique security challenges it faces. Interaction 

between billions of devices can increase the cost of any security deployment, and many 

connected devices increase the available attack surface. One compromised device can open 

the door for a malicious intruder into an entire network (Sha et al., 2018). 

Physical protection of devices also becomes more challenging in the IoT construct due to the 

large number and distributed nature of these devices. Risk of unauthorised access via an 

available USB port is higher than in some traditional networks, as many IoT devices reside in 

public areas (Yaqoob et al., 2017). 

Additionally, consumer IoT devices are often located in personal living spaces such as 

bedrooms, bathrooms, cars, and even attached to the human body. This uniquely personal 

environment brings security and privacy risks to the foreground of the discussion.  

2.3.1.8 Privacy 

The vast amount of personal data being collected by IoT devices in all aspects of our lives has 

introduced unique privacy risks. Research by Sha, Alatrash, and Wang (2017), found that IoT 

devices such as utility meters can reveal personal habits such as when and how often a person 

takes a shower and when they are at home. The ubiquitous nature of IoT devices also creates 

new challenges around preserving location privacy and preventing personal information 
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inference. IoT data exchanges may be observed, allowing personal data that an individual may 

wish to remain private such their location, to be inferred (El Mouaatamid et al., 2016). 

There has been much research on data inference in social networks, and while this is not a new 

issue, the increase in personal and rich metadata contributed by the IoT has escalated the risk 

of inference attacks. In research by Sun and Tay (2017), the privacy in an IoT network is 

categorised into “data privacy” which refers to the protection of raw data from a single node, and 

“inference privacy” which refers to preventing a central processing centre from making any 

unauthorised statistical inferences. Sun and Tay (2017) proposed a solution for maintaining both 

kinds of privacy by studying various privacy metrics in the literature and implementing a 

nonparametric optimisation framework. This framework places the responsibility for ensuring 

unauthorised inference does not occur on the network provider or supplier. In contrast to this, 

Torre, Adorni, Koceva, and Sanchez (2016) presented the concept of an adaptive inference 

discovery service. This service assists user-driven data management by supporting a user to 

identify risks and configure data sharing permissions via a personal data manager. Researchers 

have proposed multiple additional privacy enabling technologies such as those mentioned; 

however, commercial adoption of these solutions remains low (Geneiatakis et al., 2017). 

Many IoT services are based upon extensive data mining and analysis, which by its very nature 

intrudes upon user privacy. Finding a balance between providing advanced personalised and 

contextually aware services, while preserving privacy, remains an open discussion area for the 

IoT (Yan et al., 2014). Sha et al. (2018) discussed how satisfying both privacy and security needs 

in the IoT could be a challenge as these ideas are often in conflict. For example, to achieve 

strong privacy, functions such as identity need to be weak and the tracing of information limited; 

whereas effective security mechanisms such as authentication and firewalls demand strong 

identity management and full audit capability. As yet, solutions for achieving this balance have 

not been widely addressed by the research community. 

2.3.1.9 Standardisation 

The lack of a comprehensive and proven security model, including agreed standards, is a crucial 

challenge facing the adoption and acceptance of the IoT; however, achieving standardisation is 

proving difficult (Misra et al., 2017). The different devices, OS, and hardware that the IoT 

contains and the varied implementations of the architecture pose a challenge. For example, 

some IoT environments utilise machine-to-machine communication and never extend data 

beyond the local area network, whereas others rely on cloud processing and storage. Each 

environment requires different technologies and protocols (Stout & Urias, 2016). 

Additionally, the fast development and growth of new IoT devices mean that standards for these 

technologies do not always exist, or if implemented, are not always well tested. This is of most 

concern in the consumer market where cheaper devices are created quickly for home use 

(Radovan et al., 2017). 

The development of standard protocols for security and communication is necessary to ensure 

trust in the IoT, to limit the amount of protocol translation occurring between traditional networks 
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and IoT networks, to avoid the use of protocols that are not suited for resource-constrained 

devices, and to ensure safe interoperability. Efforts to standardise security protocols in the IoT 

have begun by organisations such as The Open Mobile Alliance who are looking at machine-to-

machine management, and the IETF who are investigating the use of DTLS and authentication 

and authorisation in resource-constrained environments such as the IoT. These efforts have a 

long way to go before current challenges are resolved and consistency is achieved (Raza et al., 

2016). 

Although many standards are evolving for the IoT environment, including device, 

communication, network, and application standards, the work to ensure that these standards 

are interoperable is only just beginning. The National Institute of Standards and Technology 

(NIST) have recently released Special Publication (SP) 800-183 that could go some way towards 

helping the various current, evolving, and future standards for the IoT to interoperate. It defines 

the core activities of an IoT network as sensing, communication, and computation, and describes 

a set of primitives and elements that make up the IoT system (NIST, 2016). Lindqvist and 

Neumann (2017) believe that the IoT will become a highly contentious space if governments, 

standards bodies, and manufacturers do not actively coordinate their efforts to resolve the 

outstanding issues around privacy and security. The consistent use of the NIST basic definitions 

may begin the process of standardising IoT language and facilitate the blending of existing 

standards to support this coordinated effort. 

Whilst not a standardisation body, OWASP is another organisation that has recognised the need 

for a collaborative approach to securing the IoT, and leads a specific online IoT project intended 

to support consumers, developers, and manufacturers to use and create secure IoT systems. 

Regular publication of a “top 10 things to avoid” list highlights the current and most prevalent 

security issues faced by the IoT (OWASP, 2014a).  

Security models and protocols for developing IoT devices are not the only areas where 

standardisation is required to ensure security. The testing of these products and environments 

should also be conducted in a standardised and repeatable fashion as part of a full development 

lifecycle to build secure systems (OWASP, 2014b). Several organisations, including the 

OWASP, recognise this and have developed security testing guides, methodologies, and 

frameworks to assist manufacturers and researchers in consistently evaluating the security of 

products.  

The OWASP Testing Guide aims to promote a defined and consistent approach to testing web 

applications. It defines a testing framework that utilises tools and techniques for inclusion at all 

stages in the systems development lifecycle (SDLC). At a high level, it conducts testing in two 

phases: Phase 1 is a passive mode, whereby the primary task is information gathering; and 

Phase 2 is an active mode, whereby tests in 11 subcategories such as authentication testing 

and cryptography are performed (OWASP, 2014b). It details how to test for controls in these 

subcategories and identifies possible testing tools. As this guide focuses on web application 

testing, it does not cover all aspects of IoT device controls and therefore cannot be considered 

a full methodology for IoT security testing. 
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The Open Source Security Testing Methodology Manual (OSSTMM) is another proposed de 

facto standard for security testing that may be adopted by IoT developers (Institute for Security 

and Open Methodologies, 2009). This method defines the scope of testing into three parts: the 

communications security channel, the physical security channel, and the spectrum security 

channel. It is then broken down into much more granular areas and describes a large set of test 

actions. This methodology focuses heavily on communication analysis and data flow, and whilst 

comprehensive, it is not easy to follow and does not provide ample support for the creation of 

detailed test plans (Prandini & Ramilli, 2010). Using this methodology would require an IoT 

developer to be very experienced in order to create IoT device and system-specific procedures 

from this generic material, and cover a wide range of possible scenarios in the complex 

heterogenic IoT environment.  

The NIST has also released both a security testing methodology (NIST, 2014), and a technical 

guide to information security testing and assessment (Scarfone, Cody, Souppaya, & Orebaugh, 

2008). These methodologies and guides are technology-neutral and quite broad in scope—

making them adaptable for use in the IoT. The NIST describes that the use of several 

methodologies may be necessary to achieve specific outcomes for any given scenario (NIST, 

2014) however, highlight the lack of a single security testing methodology suitable for obtaining 

consistent, repeatable results across the IoT development landscape. 

Each of the individual security and privacy challenges faced in the IoT environment discussed 

in Section 2.3.1 such as heterogeneity, resource constraints, weak encryption, authentication, 

access control mechanisms, and a lack of standardisation, require research to develop new 

solutions for the IoT to succeed and thrive. 

2.3.2 The Smart Home Environment  
One growing area of application for IoT technology is within the home. Referred to as either the 

“smart home” or “connected home”, these living spaces utilise a range of networked devices to 

deliver various digital services. The smart home brings everyday “things” such as refrigerators, 

televisions, and toasters online. Sensors and networking capabilities are used within the smart 

home to collect and share large amounts of personal data, and enable the delivery of context-

aware, customised, and highly personalised services (McAfee, 2016). 

Balancing the traditional security goals of confidentiality, integrity, and availability with functional 

goals such as the delivery of tailored, context-aware services in a smart home is proving a 

challenge. There are many examples in the literature of smart home security breaches, that 

when combined, show an immediate need for new solutions to the potential security and privacy 

vulnerabilities inherent in this environment.  

Fox-Brewster (2015) described seven baby monitors that were compromised using simple 

hacking techniques; Munro (2016) provided detailed instructions on how a commercial Wi-Fi 

kettle can be hacked allowing further access into a home Wi-Fi network; and Michele and 

Karpow (2014) conducted a proof of concept attack against a Samsung smart television, 

showing how additional smart features contained within home devices increase the possible 
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attack surface. Chothia and de Ruiter (2016) suggest that the security quality of consumer off-

the-shelf IoT devices, such as those contained in a smart home, is so poor that they should be 

used in the classroom as learning opportunities for penetration testing. They proposed and 

successfully tested a cybersecurity education course outline based on this premise. 

In addition to device vulnerability, risks in the smart home network can be found due to a lack of 

user awareness and technical skill. In the smart home, users are expected to manage a vast 

number of devices from multiple vendors. The scale of this network can be similar to that of a 

medium company. Home users, however, do not have the assistance of security tools such as 

those found in an enterprise environment; furthermore, they may not have the knowledge, skill 

or additional support to manage all of these devices thoroughly (Rafferty, Farkhund, & Hung, 

2017). 

Home users can also lack awareness around the capabilities of the connected devices as they 

appear similar to traditional home appliances. Users have also been seen to have higher levels 

of trust in everyday items such as home appliances, and may not fully understand the 

consequences if their security is breached (Canonical, 2017).  

This increasingly complex smart environment is where the popular IoT consumer product, the 

smart toy, is often found.  

2.4 Smart Toy Security and Privacy 

2.4.1 Smart Toys 
Various definitions are used to describe smart toys. Some authors differentiate between smart 

toys and connected toys, and define a smart toy as a toy containing embedded electronics that 

adapt to user actions and process data from sensors, and a connected toy as a toy that can 

connect to internet systems and other devices to enable data collection, processing, or sharing 

(Alonso et al., 2016). Other authors such as Tang and Hung (2017) focus on the use of 

networking to enhance the functionality of a traditional toy in their definitions. 

For this research, a smart toy is defined as a physical toy that can connect to the internet and 

other devices for data collection, processing, and sharing, and may contain embedded 

electronics to process data from a variety of sensors. Examples of smart toys include Mattel’s 

smart doll “Hello Barbie” which uses interactive voice response to communicate with the user 

and connects to the internet via Wi-Fi to transmit the recorded conversations; CogniToys Dino 

which connects to a backend database allowing it to listen and answer to questions by voice; 

and Furby Connect which connects to the internet exclusively through a Bluetooth connection 

using an associated smartphone or tablet application (Alonso et al., 2016; Taylor & Michael, 

2016). 

A smart toy often contains many of the same technologies found in any other commercial IoT 

devices, such as wireless connectivity (often IEEE 802.11 Wi-Fi or Bluetooth); cloud-based data 

collection, storage, and analysis; an edge node containing sensors; and a human interface. 

Some smart toys even include elements of artificial intelligence. They utilise technology such as 
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GPS, cameras, microphones, video recorders, and various other sensors to gather valuable 

context data to provide specific and relevant content to the user (Pickering, 2017). 

The merging of the internet and toys defines a subset of the IoT coined “The Internet of Toys”, 

and it is an area that is fast gaining in popularity. The smart toy market was estimated to be 

worth 5 billion US dollars globally in 2017 and is set to increase, with Juniper Research (2018) 

forecasting that smart toy sales will reach $15.5 billion in hardware and application content 

revenues by 2022. 

This growth in the popularity and use of smart toys is leading to concerns around the lack of 

security features built into the toys and the risk of security and privacy threats they bring. As the 

users of smart toys are generally vulnerable children, the privacy and security requirements of 

these devices are considered even more critical than other IoT devices (Tang & Hung, 2017).  

2.4.2 Security Incidents 
An increasing amount of research is being conducted on smart toy security ,and this has resulted 

in security vulnerabilities reported in several smart toys. The My Friend Cayla doll sold by 

Genesis Toys is one example of a product that has been controversial, with hackers 

demonstrating they could make the doll quote foul language instead of her usual conversation 

(Taylor & Michael, 2016). As the doll does not require authentication when pairing with other 

devices, any device within a 50-foot range can access the doll’s microphone and voice control 

functions. The United Kingdom’s National Cyber Security Centre also recently demonstrated 

how the hacked doll could then be used to unlock a voice-controlled smart lock within the home 

(Mills, 2017).  

Research conducted in Germany on toys including the My Friend Cayla doll and i-Que robot 

reviewed the type and method of data transmission used by the toys, and investigated whether 

an unauthorised user could connect to the toys and obtain data. They found that by using free 

applications from the Google play store, both the My Friend Cayla doll and the i-QUE robot could 

be used as recording devices and conduct two-way communications (Forbrukerradet, 2016). As 

a result of such research, The Federal Network Agency (Bundesnetzagentur) in Germany 

concluded that the My Friend Cayla doll amounted to a “concealed transmitting device” which 

are illegal in Germany. Regulators have encouraged parents to destroy the dolls, as selling or 

buying a banned surveillance system can lead to a jail sentence of up to two years (BBC, 2017b). 

Denning, Matuszek, Koscher, Smith, and Kohno (2009) found that two children’s robots 

(Wowwee Robosapien V2 and Erector Spykee) transmitted plain text login credentials and did 

not encrypt transmitted video files, thus leaving the devices open to eavesdropping and/or 

manipulation. The researchers then demonstrated various scenarios where these vulnerabilities 

could be used for malicious purposes. More recently, an investigation into the Furby Connect 

toy has found multiple security issues such as poor Bluetooth security and insecure firmware 

updates (Tung, 2017). 

The companies associated with smart toy technologies have also been found to be susceptible 

to attacks. In 2017, hackers accessed the database of Spiral Toys, the company that produces 
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the talking smart toys called CloudPets. The compromised CloudPets’ database contained email 

addresses, passwords, and voice recordings from children. This information was held for ransom 

by cybercriminals attempting to extort money from the victims. The breach affected more than 

800,000 people (BBC, 2017a).  

The children’s toy company, VTech, also suffered a high-profile data breach in 2015 involving 

the leaking of over 6 million database records containing children’s names, genders, birthdates, 

photographs, and chat logs associated with parents addresses, passwords, and secret question 

information (Taylor & Michael, 2016). Subsequently, in the first case of its kind involving 

children’s privacy and smart toys, the company settled charges brought against them by the 

FTC who alleged the company collected personal information from children without consent. It 

also accused VTech of not securing the data it had collected with reasonable steps, such as 

implementing IDS or taking sufficient measures to protect data transmitted and stored by the 

company. In addition to the above-noted lack of security measures, it is alleged that while VTech 

claimed in its privacy policy to encrypt all captured data, it did not (FTC, 2018). 

In November, 2015, a United Kingdom consumer watchdog requested that any smart toys with 

proven privacy or security issues be either made secure or removed from sale. Included in this 

list were the i-Que Intelligent Robot, My Friend Cayla, Toy-Fi Teddy and CloudPets (Tung, 

2017). In 2019, an online search showed that many retailers were still selling the toys; however, 

Amazon, Target and Walmart have finally responded to the concerns and recently removed 

CloudPets from their shelves. 

Alonso et al. (2016) researched a variety of smart toys to identify their connection methods and 

consent processes. They identified the following steps that companies could take to safeguard 

data: conduct independent security audits; become involved in a bug bounty programme; 

determine when local vs remote processing and third-party sharing is appropriate and mitigate 

risks for the selected approach; implement strong encryption standards (HTTPS/TLS); do not 

use hardcoded or default passwords; prevent unauthorised firmware updates; and keep up to 

date with industry norms for device updating and sharing of risk information. These points 

provide a starting point from which companies can progress further to ensure security is built 

into their products. 

The toy industry has been prompted by recent events to start considering these topics and have 

responded in various ways. ToyTalk, a producer of Hello Barbie, a connected doll which has 

been the subject of much controversy due to its ability to record, transmit, and store online 

conversations held with a child, have implemented one of the suggestions from the above 

research by developing a bug bounty programme to discover security flaws in their products. 

Mahmoud (2018) however points out in his study that the doll still contains known vulnerabilities 

such as broadcasting open hotspots and enabling unauthorised pairing, despite ToyTalk being 

aware of these design issues. 

Even after large-scale data breaches, some toy companies still fail to strengthen their security. 

For example, VTech revised their terms and conditions of its user agreement by shifting more 
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responsibility for data leaks onto parents, rather than increasing the security of the product after 

its major data breach in 2015. The limitation of liability agreement now states: “You acknowledge 

and agree that any information you send or receive during your use of the site may not be secure 

and may be intercepted or later acquired by unauthorised parties” (VTech, 2015, para. 17). 

This summarised research into the vulnerabilities of smart toys, combined with recent significant 

data breaches and a lack of adequate response from impacted toy companies, suggests that 

securing the privacy and security of smart toys may not be straightforward.  

2.4.3 Smart Toy Security and Privacy Challenges 
Early research into smart toys found many privacy and security related issues. As these toys 

are part of the broader IoT environment, many of the same challenges exist when trying to 

secure them for safe consumer use, such as resource constraints and lack of standardised 

protocols. However, as smart toys are used primarily by children, specific privacy and security 

challenges around securing children’s data, implementing parental control mechanisms, and 

gaining informed consent are additionally heightened to protect some of society’s most 

vulnerable.  

2.4.3.1 Data Privacy 

One area of concern for consumers is that of data privacy. As children represent a profitable 

portion of the consumer market, corporate researchers like to collect both usage and personal 

data to conduct targeted marketing campaigns. Technical advances in voice recognition and 

other sensing technologies have allowed smart toys to evolve to collect, share, and process a 

vast array of information that may be used to profile a child and enable this form of marketing. 

Data privacy can, however, become a concern if marketers use the information collected for 

undisclosed or unwelcome purposes (Tang & Hung, 2017). 

Additionally, sensitive data gleaned such as location information, videos, pictures, and names 

may also present an opportunity for child exploitation. The Federal Bureau of Investigation (FBI) 

has been monitoring child safety and smart toys for some time. Toys that include microphones 

with the ability to record and collect conversations (including personal information about a child 

or family which may then be combined with information gleaned from the internet such as user 

account details) have led to them expressing concerns around both privacy and physical safety 

(FBI, 2017). 

Research into the risks of using general IoT devices is a growing field, with many studies looking 

at identifying and mitigating the security risks of these products. Rafferty, Hung,  et al. (2017) 

used threat modelling to identify privacy risks associated with the use of dynamic smart home 

devices such as smart toys. They used Microsoft’s STRIDE model and OWASP’s list of IoT 

attack surface areas to identify privacy threats. The research identified device-specific threats 

such as firmware extraction and malicious updates; web interface threats such as weak or 

default passwords, cross-site scripting, and SQL injection; and communication threats such as 

interception and eavesdropping. Whilst not specific to smart toys, the research results apply to 

the smart toy device. 
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Whilst Rafferty, Hung, et al.’s (2017) research focused on demonstrating a framework for 

identifying privacy threats, Butler, Huang, Roesner, and Cakmak (2015) attempt to resolve 

privacy threats by investigating the privacy-utility trade-off in remotely teleoperated robots. The 

researchers reduced the quality of visual information captured and transmitted by a home robot 

in an attempt to preserve the end user’s privacy while not reducing the robot’s performance. The 

study found that sacrificing a small amount of utility could significantly improve privacy, and is a 

demonstration of how solutions to the privacy challenges faced in an IoT world can be found. 

Another privacy risk associated with the use of smart devices is identity fraud or theft. 

Opportunities exist for child identity fraud if enough personally identifiable information (PII) is 

gathered from the interception of devices such as smart toys. A report released in 2018 by 

Javelin Strategy and Research, states that over one million children were victims of identity fraud 

in 2017 and that children’s identity theft is growing. Children’s data is worth more on the black 

market than adults, and as such, is in high demand, suggesting that targeted attacks on 

children’s data will continue to grow (Mahmoud, Hossen, Barakat, Mannan, & Youssef, 2017). 

Specific research on the data privacy risks of smart toys is more limited than that of general IoT 

device research. However, Mahmoud (2018) researched several smart toys to expose any 

potential PII leakage and any weak security measures. Techniques such as network traffic and 

Bluetooth analysis, code analysis, and smartphone app reverse engineering were used to 

assess the PII collected and transmitted by the smart toys, including PII transmitted to third 

parties such as advertising and analytic services. Mahmoud’s (2018) study found that the smart 

toys collected excessive unique identifiers and sent data to unauthorised entities highlighting the 

ongoing privacy and security risks inherent in these toys. However, as this research was 

conducted on a minimal array of toys, further research would be required to conclude that large 

privacy and or security threats exist for consumers. 

2.4.3.2 Regulation/Legislation 

Mechanisms exist to protect children’s data and include the Children’s Online Privacy Protection 

Act of 1998 (COPPA). COPPA provides strong legal protection over children’s data, including 

enforcing requirements to obtain verifiable parental consent, to provide notice, minimise data 

collection, and maintain reasonable data protection processes. COPPA applies to all modern 

toys that connect to the internet. However, it is unclear at this time whether it applies to toys that 

employ non-internet forms of communication such as short-range communication via Bluetooth, 

ZigBee, or Z-Wave technologies (Alonso et al., 2016). No literature was found that investigated 

the specific security and privacy risks of IoT devices utilising these new technologies, and this 

area could present a new opportunity for research. 

Moini (2017) discussed the legal gaps within children’s privacy legislation, highlighting that 

current COPPA legislation does not enforce mandatory reporting of suspicious speech or video 

found by any company collecting this data. As such, suspected child abuse or neglect that may 

be disclosed by a child talking to their doll may be ignored. Additionally, children over 13 years 

old may still be considered vulnerable; however, are not covered by legislation such as COPPA. 
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Jones and Meurer (2016) questioned whether even stronger safeguards and standards should 

apply to products marketed for children, in particular, around the areas of data collection, 

storage, and sharing. They stressed that because of the intimate nature of the information that 

can be shared by children interacting with toys, stronger data sharing regulations should be 

warranted. Voicing similar concerns, more than 18 privacy groups filed privacy-related 

complaints with the EU (European Union) and the FTC concerning smart toys in 2016 (Kshetri 

& Voas, 2018). 

The American toy industry via the Toy Industry Association has raised concerns that if children’s 

data is controlled or regulated too heavily, companies may no longer be able to innovate and 

supply customised experiences. Imposing tight restrictions may mean they cannot collect the 

data required to improve the content and personalise their toy offerings (Tang & Hung, 2017). 

In New Zealand, the toy industry has regulations in place for toy safety; however, these 

regulations do not specifically cover privacy issues in the context of smart toys (Commerce 

Commission New Zealand, n.d.) and as this as a new issue for retailers, they primarily use self-

regulation, knowledge, and judgement to determine whether a toy will be sold locally (S. 

Holdsworth, personal communication, May 15, 2018). 

In New Zealand, the New Zealand Privacy Act 1993 covers legislation around the collection of 

data and “controls how ‘agencies’ collect, use, disclose, store and give access to personal 

information” (Office of the Privacy Commissioner, 2013, para. 1). The Act outlines a set of 12 

information privacy principles to be followed, which is similar in approach to comparative 

European data protection laws (Office of the Privacy Commissioner, 2013). The Act applies to 

any information about an identifiable living individual (Office of the Privacy Commissioner, 2013), 

and therefore encompasses any data collected from or about a child. However, there are no 

specific or additional safeguards specified for children’s data. 

Whether the Act protects a New Zealand consumer from possible unlawful or insecure data 

practices, may depend on whether the company is considered to be an agency that is “operating 

in New Zealand”. If an overseas company had little relationship with New Zealand, it is unlikely 

the Act would apply to that company, and any toy purchased from such a source would not have 

to comply with New Zealand legislation (Office of the Privacy Commissioner, personal 

communication, October 25, 2018). As many consumer products, including smart toys, are now 

purchased online from a store or manufacturer located in any part of the world, consumers 

should be made aware of this risk. 

The EU General Data Protection Regulation (GDPR) has been introduced to strengthen data 

protection laws in the EU in response to concerns that vulnerable consumers such as children 

need to be protected. It strengthens requirements in areas such as “request for consent”, which 

it states must be given in an intelligible and easily accessible form, with a clear purpose for data 

processing identified (European Commission, n.d.). Stronger legislative requirements such as 

these around clear identification of data usage have prompted research to be undertaken in the 

areas of privacy policies and parental consent and controls. 
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2.4.3.3 Privacy Policy Research 

Many smart toy privacy policies outline their information usage and disclosure practices; 

however, these policies are often not easily located, read, or understood (Tang & Hung, 2017). 

When conducting a survey on children’s web applications, the FTC found that only around 45% 

of the applications contained direct links to privacy policies (Cohen & Yeung, 2015). Alonso et 

al. (2016) pointed out that companies often only post privacy policies on their websites, where 

parents who set up a toy and interact with it over a smartphone or tablet application may never 

see it. 

In response to concerns that existing mechanisms to present online privacy policies to 

consumers have been ineffective, Kelley, Bresee, Cranor, and Reeder (2009) developed a 

privacy label that uses visual representation techniques similar to those on nutrition labels to 

show how a company collects, uses, and shares any personal information. Kelley et al. (2009)  

found that users could find important privacy information faster using this label, and therefore 

had a better experience when using the website. This early research was limited to website 

policies, and did not discuss mobile applications or IoT devices where information display has 

now become commonplace. 

After identifying that there was no comprehensive framework available that focuses on the 

evaluation of smart toys privacy policies, Mahmoud et al. (2017) developed a set of 17 privacy-

sensitive criteria in five categories for evaluating privacy policies. They used the criteria to 

assess several smart toys and found weaknesses around PII collection, web tracking, and data 

storage locations. Although this study presented clear results for each toy based upon the criteria 

measured, it did not indicate to readers the level of privacy risk posed by any toy that did not 

meet or only partially met the suggested criteria in any area. All of the analysis was static, so 

further work is required to physically test whether these toys behave as suggested by their 

policies. 

2.4.3.4 Parental Consent/Control Research 

The constantly evolving threats that children may be exposed to when online has generated 

interest in developing parental control software tools. These tools can allow guardians to restrict 

the amount of content a child can provide to a smart toy, control access to inappropriate content, 

and be informed regarding how a child interacts with the technology. Examples of current 

parental control interfaces include Hello Barbie’s “Safety and privacy settings” which requests a 

parent’s consent for using the toy through the associated mobile application, and the Jibo 

“Privacy statement” which informs the user of privacy details related to using the toy in order to 

request consent and permission (Rafferty, Hung, et al., 2017). 

The existing parental control interfaces described are very limited in functionality. Despite the 

European Union Safer Internet Programme (n.d.) describing usability as a core consideration in 

the development of these interfaces, research has highlighted that where these interfaces have 

been implemented to date, they can be difficult to use and offer limited options for setting privacy 

preferences (De Lima Salgado, Agostini do Amaral, Castro, & De Mattos Forte, 2017). This 
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research concluded that parental control solutions are essential for smart toys, and suggests 

developers consider existing standard usability requirements when designing an interface, focus 

on user-centred design techniques, and evaluate effectiveness throughout the development 

process. In addition to this, the research highlighted that unresearched new technologies may 

be required to conduct user-centred design successfully in the smart toy context. 

A study by Fuertes, Quimbiulco, Galárraga, and Garcia-Dorado (2015) evaluated current 

parental control software, and found all the software included in the study rated poorly in terms 

of its ease to configure. They concluded that this difficulty, combined with a general lack of 

awareness about the availability of parental control tools, meant they were not frequently used. 

Research focusing on solving the current problems faced in this space is just beginning, with 

Rafferty, Hung et al. (2017) aiming to provide a standard model for protecting children’s data 

and setting consent in the smart toy paradigm. Their research describes a conceptual model for 

privacy rules, where legal guardians own all of the collected data about their child and provide 

consent for sharing through configurable access rules. The model is demonstrated using two 

smart toys—Sphero and Tek Recon. The research proposed a moderately complex access 

control framework based on creating privacy policy rules. It relies on the parent to create, name, 

provide descriptions, and set an expiry date for the privacy rules. The proposal offers much 

greater data control for the parent; however, it would require user testing to ensure ease of use 

which is not addressed in the study. Additionally, no discussion is provided around whether 

resource-constrained smart toys would manage a complex access control mechanism such as 

this. 

Some researchers see parental control and monitoring functions as essential elements for any 

connected toy. In a survey conducted by McReynolds et al. (2017), all respondents believed that 

parental control is necessary; however, monitoring children’s play by means such as voice 

recording has raised ethical concerns. Researchers such as Taylor and Michael (2016) and 

Jones and Meurer (2016) both highlighted the ethical issues around adult interference in 

children’s play. They challenged the notion that parents should listen to the private recordings 

made of their child’s interactions with a toy, and believed such behaviour is an invasion of privacy 

which could damage relationships. 

McReynolds et al. (2017) found that children were generally unaware that what they said to their 

toy may be heard by anyone else, and research has shown that the anthropomorphic design of 

many smart toys can result in children divulging much personal information to these toys as they 

unconsciously trust them (Rafferty, Hung et al., 2015). McReynolds et al. (2017) additionally 

found that children are mostly unaware that the toy they are playing with might record what they 

say. 

The studies outlined reinforce the necessity of protecting and educating children when they are 

exposed to toys of this nature, but additionally highlight the complex and sensitive nature of the 

topic that makes a “one size fits all” solution unrealistic. 
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2.4.3.5 Additional Smart Toy Risks 

Additional risks inherent in smart toys include their constant connectivity, mobility, and large 

attack surface. The constant connectivity of some smart toys to the internet increases privacy 

and security risks not found in traditional toys, as they may capture information from the 

surrounding environment without users being aware. Jodka (2017) suggests solutions to enable 

more safety, such as including features such as “wake words”, whereby a device does not begin 

recording until a specific word or phrase is spoken. The importance of allowing the user to review 

any recordings and delete them permanently from all storage locations and enabling “mass 

purge” features is also emphasised. 

Smart toys are an example of dynamic IoT devices that are mobile, and therefore may physically 

move beyond a home network. This mobility increases the risk of the toys suffering an external 

attack, either by connecting to insecure external networks or by physically tampering (Rafferty, 

Farkhund, et al., 2017). When smart toys are found in settings such as classrooms and hospitals, 

additional challenges also appear, such as a primary guardian not being present at the time of 

the initial toy set up to grant consent for use. The portability of toys and the frequency with which 

they are shared also leads to scenarios such as friends bringing over their connected toy for use 

with another child. A parent may not have permitted their child to play with a toy, or may be 

unaware of the functionality of a toy a playmate has (Alonso et al. 2016). 

Finally, as described by Pickering (2017), the hardening of every element on the Internet of Toys 

chain is essential for adequate security. Smart toys, however, can have an enormous potential 

attack surface that includes the devices, companion applications, remote hosts, and all 

communication between these entities. This makes security a complex challenge. 

While some of the toys included in the literature reviewed in this chapter are available locally, 

others are not. Specific investigations into smart toys available in the New Zealand context have 

not been found, and as the range of toys available to a consumer vary both over time and 

between countries, in order to apply any conclusions about smart toy risks in New Zealand a 

study that includes toys available locally must be undertaken. 

2.5 Awareness and Risk 

The idea that the user is the weakest link in any security chain is well documented in the 

literature, and it is thought that poor and risky security behaviours can be linked to the extent of 

a user’s information security awareness (Öğütçü, Testik, & Chouseinoglou, 2016). Surveys have 

shown that users of smart devices such as smartphones are often inadequately prepared to 

make security decisions (Mylonas, Kastania, & Gritzalis, 2013), and the ubiquitous nature of the 

IoT introduces a new set of risks that may not be fully understood by consumers.  

Many consumers may not have even heard of the term IoT, let alone understand the security 

and privacy threats the new technology brings. For example, a consumer may think it does not 

matter if a hacker knows the content of their fridge. If, however, the same access allows the 
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hacker to see the fridge has not been opened in days, indicating that the owner is possibly away, 

the threat becomes more apparent (Liu, 2015). 

Additionally, as many consumers have limited technical knowledge, manufacturers try to provide 

an excellent customer experience by offering simple installation and set-up processes. Security 

controls and requirements that would introduce complexity to these processes have therefore 

often been overlooked in IoT devices. This lack of strong device security, combined with a lack 

of awareness of data usage policies, security and privacy policies, and device capabilities, could 

lead to the compromise of user privacy and security due to unsafe user practices and the 

incorrect set up of devices (Lindqvist & Neumann, 2017). 

Literature about successful methods to increase user awareness and education around privacy 

and security in the IoT is limited. There are also varied opinions around whether increasing user 

privacy and security awareness is effective and therefore necessary. Dibrov (2017) believes that 

whilst conducting security awareness programmes is prudent, they should not be relied upon, 

and points to a report by security provider PhishMe that showed 80% of people who had 

completed security awareness training were still susceptible to a phishing attack. He believes 

IoT security issues should no longer be deemed as user interaction problems, but device and 

system interaction problems, and that only advancing intelligent security technology will combat 

the growing risks that the IoT brings.  

In contrast to reducing reliance on user awareness and good security hygiene, Miedema (2018) 

posed that users should be co-stewards of the internet arena, and therefore must be held to 

account if they fail to protect their information systems and devices. Miedema (2018) describes 

the increased risk of DDoS attacks that the IoT brings, and highlights the role individuals play 

when they fail to protect their devices, allowing them to be conscripted into botnet armies. The 

outcome of this allows botnet armies to conduct devastating attacks on critical infrastructure, 

commerce, and government. Increasing user awareness by way of widespread user awareness 

campaigns is seen as a critical first step in this scenario to encourage the notion of co-

stewardship and decrease the growing security risk from the IoT. 

Whilst no specific studies have been found that investigate user awareness and smart toy risks, 

a body of literature has grown that investigates information security awareness, digital literacy, 

and the relationship of these to online behaviour that may be used as a base to understand this 

area and perform further research. 

Park (2011) conducted a study examining the relationship between a user’s level of privacy 

knowledge and the control of their personal information online. Park (2011) hypothesised that 

higher levels of knowledge would lead to more active data control and his results supported this 

hypothesis, but also found an overall low level of user awareness. Whilst earlier studies had 

used a single variable to represent “user knowledge”, he expanded this and used three 

dimensions to measure the concept of knowledge; familiarity with technical aspects; awareness 

of standard institutional practices; and understanding of privacy policies. These additional 

dimensions added robustness to his results. 
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Trepte et al. (2015) expanded on studies such as that conducted by Park (2011), and developed 

a full scale to measure online privacy knowledge using a total of five dimensions. The scale is 

based on an extensive literature review and rather than using a Likert scale, they suggested 

true/false or multi-choice questions to measure actual knowledge rather than perceived 

knowledge. The positive contributions of this research include the ability to tailor the 

measurement tool to new environments while maintaining the basis of a consistent 

measurement tool. Limitations of the work include its generalisation as it does not focus on any 

single technology and its age. Technology and the knowledge required to use it safely 

continuously evolve, hence the need to review any scale that uses questions that are more than 

a couple of years for applicability to the current environment. 

In the IoT space, Udoh and Alkharashi (2016) focused on investigating the awareness that 

American students have around the privacy risks of using a smartwatch, and the impact that 

awareness has on their behaviour. The study found that most students were unaware of the full 

capabilities of their device, and many did not engage in any privacy-enhancing behaviour. The 

study used a non-probability convenience sample and qualitative interviews to assess 

awareness. Limitations included the sample size, as only 10 students were interviewed. 

Additionally, the researchers noted that participants seemed to change their views as the 

interviews progressed, and more information about the risks of smartphones was revealed to 

them. This shows how the influence of the interviewer and information given to the participant 

during the research can have a direct impact on the results. It is unclear in the literature how 

factors of this research, such as the information that was given to the participants during the 

interviews, was controlled, and therefore the results of this study could not be seen to be 

representative of any other group. 

Early internet research that found a significant correlation between a user’s awareness of privacy 

protection strategies and their security and privacy behaviours (Donmeyer & Cross, 2003) 

confirmed the importance of measuring user awareness when examining and assessing 

technology risks. Therefore, to examine whether smart toys pose any security or privacy risk in 

New Zealand, an investigation into the awareness levels of New Zealand parents/guardians is 

warranted. 

2.6 Conclusion 

The literature reviewed has provided an overview of research undertaken in the IoT area and 

uncovered a growing body of material focused on general IoT security and privacy. However, it 

has also revealed gaps in our understanding, and highlights that limited investigation has been 

conducted in specific areas of the IoT such as the security and privacy issues and risks of 

devices such as smart toys.  

Section 2.2 focused on an overview of the IoT. The definition of the IoT was described, and the 

origins of its explosive growth discussed. The benefits for both business and the consumer, 

along with the potential new security and privacy threats that the additional level of daily and 

pervasive connectivity the IoT supports, was highlighted. Research into architectural reference 
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models for the IoT was then explored and revealed disparate models being proposed that may 

lead to interoperability problems for the IoT if a common language is not universally agreed.  

The differences between an IoT network and a traditional network were discussed, such as the 

IoTs use of LLN and the resource constraints that an IoT network faces that traditional networks 

do not, such as low memory, energy, and processing power. These constraints have driven 

research into the development of new technologies, protocols, and standards which are 

essential for the efficient operation of the IoT. The literature review also revealed that whilst 

many new technologies such as BLE and ZigBee have been developed, many support tools are 

still developing and immature. 

Section 2.3 investigated securing the IoT. The literature review found that most authors agreed 

that securing the IoT is vital for its success and basic security goals such as confidentiality, 

integrity, authentication, non-repudiation, availability and privacy still apply. However, it is clear 

from the research studied that some of the unique characteristics of the IoT, such as its 

heterogeneity, resource constraints, scale, and environment mean that new challenges are 

being faced when attempting to address security and privacy in these networks. 

Open research challenges were found to exist in areas such as secure trust management, 

encryption, authentication, access control, device management, and privacy in the IoT. 

Research into the development of new techniques, such as lightweight encryption schemes, 

lightweight authentication protocols, and access control systems that require less computational 

power to operate were investigated. However, the review found that research conducted so far 

does not cover all new IoT technologies or environments, or address many known security and 

privacy challenges.  

Standardisation in the IoT was covered next. It was found that the fast development of new IoT 

devices and technologies have outpaced the development of agreed security standards in the 

IoT which are still evolving. Devices available on the consumer market have been recognised 

as being insecure, and efforts have started to standardise security protocols used in the IoT. 

Literature focusing on the smart home was reviewed, which demonstrated multiple examples of 

security and privacy vulnerabilities inherent in IoT devices in the home such as televisions and 

baby monitors.  

Section 2.4 focused specifically on smart toy security and privacy. The characteristics of smart 

toys were investigated, and a definition of a smart toy for this research was provided. The 

concern around the growing threat of security and privacy issues surrounding IoT toys was 

outlined, which led to a review of security incidents involving these devices. 

Research into smart toy security was reviewed next. Whilst it was found that there is not an 

extensive body of research undertaken in this area, several international research studies were 

discussed that revealed multiple vulnerabilities in specific smart toys available on the consumer 

market. The results of these initial research studies indicate that smart toy security is an area 

warranting further investigation.  
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Recent large-scale data breaches were then reviewed, with the literature revealing that toy 

companies that collect and store children’s data, have been, and still are, susceptible to hacking 

and data leaks, which places children’s privacy at risk. Researchers have begun to outline the 

steps companies can take to safeguard data, but the literature notes that not all companies have 

followed this advice. 

Studies that discussed the specific challenges involved in smart toy security and privacy were 

covered next. Data privacy was identified through the review as an area of growing concern; 

however, limited research on data privacy and smart toys has been undertaken to date. An initial 

study found that the collection of PII by some smart toys was excessive, but this is a gap that 

requires more research to be conducted to conclude whether a genuine threat exists to users. 

Regulation and legislation that aims to protect children’s data were reviewed, with international 

regulations found to be tightening in response to recent research in this area. The New Zealand 

context was discussed, highlighting that this is still a new and emerging area of concern here. 

The literature review next looked at privacy policy and parental control research, and found a 

growing body of research into solutions to overcome the challenges of providing consent and 

information mechanisms in resource-constrained and lightweight devices such as smart toys. 

The ethical considerations around parental control mechanisms were explored, and the sensitive 

and complex nature of this topic uncovered. 

Additional risks including the constant connectivity, mobility, and large attack surface of smart 

toys were then discussed. This highlighted a lack of research in these areas. No specific 

investigation into the security and privacy risks of smart toys available in New Zealand was 

found, and therefore, the risks to New Zealand consumers are as yet undetermined by the 

currently available literature. 

Finally, Section 2.4 reviewed the link between user awareness and risk. Research that 

concluded that user awareness is directly linked to online user behaviour, and therefore the level 

of risk in an online environment, was discussed. No specific literature studying smart toys and 

user awareness was found, and therefore this gap will be addressed in this study. 

Chapter 3 focuses on the identification of a research approach to investigate whether there are 

any security or privacy risks involved with the use of smart toys in New Zealand. An appropriate 

method to research the level of user awareness around potential smart toy security and privacy 

risks, along with a method to uncover any potential vulnerabilities in the smart toys available to 

New Zealand parents will be formed. 
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Chapter 3: Research Design and Methodology  

3.1 Introduction  

The purpose of this chapter is to identify an appropriate methodology for researching the security 

and privacy risks of smart toys in New Zealand. The literature review in Chapter 2 identified 

many technical, legal, and practical issues around the security and privacy of IoT devices. These 

issues, along with gaps identified in the current body of research, have been used to derive, 

articulate, and justify the research questions and sub-questions outlined in Section 3.2. It has 

been determined that two separate methodological approaches are required to answer these 

questions effectively. The chosen methodologies for each part of the research are discussed in 

Sections 3.4 and 3.5 

Section 3.3 describes the survey method and the process that was undertaken to develop the 

instrument. Validity and reliability of the tool is discussed and the approach to data collection 

and analysis outlined. The ethical approval required to conduct this research is presented.  

Section 3.4 describes the testing process undertaken for the second research component. The 

smart toy environment is outlined, and the objectives, scope and approach for the investigation 

and testing of the smart toys are described. 

3.2 Research Questions 

The literature review presented in Chapter 2 demonstrated that smart toys available for purchase 

overseas contained security vulnerabilities that may impact the safety and privacy of consumers, 

and that there is an increasing level of concern amongst consumers around these issues (Tang 

& Hung, 2017). No similar research studies have been conducted for the New Zealand context, 

and this research aims to address this gap by investigating current levels of concern and 

awareness of New Zealand parents/guardians around the risks of smart toy use. Furthermore, 

several smart toys available for purchase by New Zealand consumers are examined to 

determine what potential security and privacy vulnerabilities they possess.  

The main question that this research will seek to answer is as follows: 

Question 1 (Q1). Do smart toys pose a security or privacy risk to users in New Zealand? 

It is recognised that the companies designing and producing smart toys have sometimes failed 

to implement high levels of security and privacy standards in their products, leading to known 

vulnerabilities (New Zealand IoT Alliance, 2017). Previous research has also found a positive 

correlation between a lack of user awareness and a failure to implement protective mechanisms 

when using online technology. This is thought to increase the potential security and privacy risks 

of connected devices (Donmeyer & Cross, 2003).  

Therefore, as security and privacy risks can be inherent in both the design of a product and be 

heightened by user awareness and subsequent behaviour, both elements are investigated to 

answer the main research question.  
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The following sub-questions were formulated to address the issues outlined previously: 

Sub-question 1 (SQ1). What level of privacy and security concern do New Zealand parents and 

guardians have regarding smart toy use? 

Sub-question 2 (SQ2). What level of privacy and security awareness do New Zealand parents 

and guardians have regarding smart toy use? 

Sub-question 3 (SQ3). What common security and privacy impacting vulnerabilities are found in 

smart toys currently available for purchase by New Zealanders?  

The literature review in Chapter 2 indicated a rising level of concern from international smart toy 

consumers around security and privacy risks. In order to explore the relationship between 

privacy and security concern and privacy and security awareness, the following hypothesis has 

been generated: 

Hypothesis 1 (H1). A higher level of participant concern around smart toy privacy and security 

risks, will correlate to a higher level of participant awareness around these risks.  

3.3 Research Approach 

The outcome of investigations into each sub-question will determine the answer to the main 

research question. Two separate approaches were identified as most appropriate for gathering 

the required data to answer these sub-questions. Both approaches can be categorised as 

descriptive research; the aim of which is to describe the current state of a target variable within 

a specific group (Thomas, 2003). Both approaches also use an empirical method as they are 

data-based and seek to reach conclusions that are verified by quantitative, measurable data 

(Salkind, 2010). 

Firstly, a survey method is described that is used to collect data to answer SQ1 and SQ2. A 

survey systematically gathers data from a subset of individuals to describe the characteristics of 

a population (Scheuren, 2005). As this study attempts to determine the characteristics of 

concern and awareness amongst a subset of the New Zealand parent/guardian population, a 

survey method was chosen as a suitable approach. 

The high-level survey research process undertaken is outlined in Figure 3.1: 
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Figure 3.1. The survey research process adapted from Groves (2009). 

Secondly, a standards-based security testing methodology was adapted to collect the data 

required to answer SQ3. Following this methodology, several smart toys were systematically 

evaluated in a controlled environment to determine if the toys utilised basic security controls. 

The results of this evaluation can indicate any potential security and privacy vulnerabilities the 

toys may have.  

3.4 Survey Design 

A cross-sectional survey was undertaken to answer SQ1 and SQ2. The objective of the survey 

was to collect qualitative and quantitative data for analysis to obtain both the level of concern 

and level of awareness of New Zealand parents/guardians around smart toy privacy and security 

risks. 

3.4.1 Approach and Mode 
The survey was conducted as an online questionnaire where the anonymity of the respondents 

was assured. The survey contained a total of 36 questions using a combination of true/false and 

ordinal scale response options. SurveyMonkey was used to deliver the online questionnaire 

because of its clear navigation and layout.  

A convenience sample of volunteers was gained by advertising the research at relevant locations 

including Plunket offices, parent and child playgroups, parenting Facebook groups, sports clubs, 

and willing schools across New Zealand. These locations were chosen to recruit volunteers who 

were representative of the area of interest and most likely to have the required knowledge. For 

example, Plunket offices were used to gain volunteer participants that were parents/guardians 

 Define research objectives 

Choose approach & mode Choose population 

Design and select sample Design questionnaire – 
construct and pre-test 

Recruit and collect data 

Code and clean data 

Perform data analysis 
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of children under five years old, as most New Zealand children have several Plunket visits before 

the age of five. Sports clubs and schools were used to recruit participants that were 

parents/guardians of children over the age of five as they are more likely to be involved in a sport 

or enrolled in school.  

All potential participants were directed to the online SurveyMonkey questionnaire and invited to 

complete the survey. A copy of the information and invitation notices is in Appendix A. These 

notices remained in place until the survey closed. 

To ensure anonymity, no PII was collected and IP address and email address tracking were 

disabled. 

3.4.2 Sample 
A non-probability sample of adults was used that met the following criteria: 

• Must reside in New Zealand 

• Must be a parent or guardian of a child (the legal definition of a child in New Zealand is 

any human under the age of 18 and was used for this study). 

The target audience of New Zealand parents/guardians was determined using the most recent 

national census as a total population of 908,127 (StatsNZ, 2013). As such, a statistically 

significant sample size was calculated to be 385 respondents to reach an industry-standard 

confidence level of 95% and a margin of error of 5% using the following formula: 

 

Where z (confidence level represented as a z-score) = 1.96, N (population size) = 908,127, e 

(margin of error represented as a decimal) = 5%. 

3.4.3 Questionnaire Design 
The questionnaire was designed to measure the concepts of both concern and awareness of 

smart toy privacy and security risks, after conducting a thorough literature review and holding a 

consultation with industry experts.  

The first section of the survey collected demographic data that was used to categorise the 

respondents by their level of highest education and gender. Where possible, the format for these 

questions was standardised as per the StatsNZ website categories (StatsNZ, 2013) as this 

format would allow the findings to be compared to other standardised studies if required. 

The second section of the survey required the respondents to answer two questions on whether 

security and privacy was a concern for them when their children used smart toys. These 
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questions were derived from similar research measuring levels of concern around social 

networking sites (Al Johani, 2016).  

The third section of the survey asked participants a series of questions that aimed to measure 

their level of awareness around smart toy security and privacy. A foundation of research 

literature exists that conceptualises online privacy awareness and knowledge in order to 

successfully measure these ideas (Donmeyer & Cross, 2003; Hong & Thong, 2013; Park, 2011; 

Trepte et al., 2015). There are also existing scales that measure general information security 

awareness (Parsons et al., 2017); however, to date, no instrument has been explicitly tailored 

for measuring smart toy privacy and security awareness. Additionally, no existing instrument 

could be found that measured IoT device privacy and security awareness in a New Zealand 

context. Survey instruments used in the research discussed in the literature review were 

therefore examined for their applicability to this study.  

As a result of this examination, The Online Privacy Literacy Scale (OPLS) (Trepte et al., 2015) 

was chosen to be adapted and used as the core measurement framework for this part of the 

survey. The OPLS was selected as it most closely reflected the concept of awareness that this 

research aimed to measure, by encompassing knowledge dimensions relevant to smart toy 

security and privacy. Additionally, the OPLS was designed to be modified for use in 

environments beyond its initial application, making the adaption of it for a New Zealand context 

more reliable.  

The original OPLS, however, was only designed to measure general online security and privacy 

awareness. As using specific technologies such as smart toys requires specific knowledge, the 

questions were adapted to ensure the accurate measurement of smart toy privacy and security 

awareness. Suitable content for new questions was derived from a review of existing literature 

and similar research studies.  

The final survey questions encompassed input from sources such as the OWASP Top 10 

Guidance series (OWASP, 2014a), The New Zealand Privacy Commissioner Privacy Principles 

(Office of the Privacy Commissioner, 2013), and previous research studies covered in the 

literature review such as Park (2011) and Parsons et al. (2017). International law questions were 

substituted for questions on New Zealand privacy law with guidance from the Privacy 

Commission. As the OPLS was several years old, questions on more modern technology were 

also included.  

A copy of the questionnaire can be found in Appendix B. 

3.4.4 Measures 
The concept of security and privacy concern was defined as a combination of both concern 

around the potential security risks of using smart toys, and concern around the potential privacy 

risks of using smart toys.  
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Two Likert scale items were asked to determine the level of security and privacy concern. There 

were five possible response categories which ranged from ‘Strongly agree’ to ‘Strongly 

disagree’.  

Figure 3.3 shows one example of these items. 

1. I am concerned about the privacy risks of using smart toys (such as my personal 

information being stolen or misused). 

 Strongly agree  Disagree 

 Agree  Strongly disagree 

 Neither agree nor disagree 

Figure 3.2. An example of a survey question 

In order to measure security and privacy concern, a Likert scale consisting of the sum of all 

Likert item responses was used. 

Security and privacy awareness was defined as factual knowledge relating to security and 

privacy. Factual knowledge refers to users’ knowledge about the technical aspects of smart toys, 

potential security and privacy risks, applicable laws, protection strategies, and institutional 

practices.  

Security and privacy awareness was measured using five knowledge dimensions as follows: 

1. Knowledge of the technical capabilities of smart toys  

This dimension included questions regarding the standard features of smart toys sold 

to consumers today. For example, whether a smart toy can use GPS for location 

tracking.  

2. Knowledge of common potential smart toy security and privacy risks or vulnerabilities  

This dimension included six questions regarding knowledge of the most common IoT 

device vulnerabilities as recorded in the literature, such as the ability to allow a user to 

select weak passwords. 

3. Knowledge of the data procedures of smart toy and affiliate companies 

This dimension included six questions regarding knowledge of smart toy company 

policies and procedures around data use. For example, company data retention 

strategies and data use declaration practices such as privacy statements. 

4. Knowledge of data protection and privacy laws/legal aspects in New Zealand  

This dimension included six questions regarding applicable privacy legislation in New 

Zealand, such as The Privacy Act (1993). 

5. Knowledge of security and privacy protection strategies 
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This dimension included six questions derived from OWASP consumer security 

guidance regarding common protection strategies, such as enabling encryption and 

changing default passwords. 

An example of a question used to measure awareness in the survey is shown in Figure 3.4: 

1. Some smart toy mobile applications can track your location even if you haven’t launched 

them. 

 
 True 

 False 

 Don’t Know 

Figure 3.3. An example of a survey question asked to measure awareness 

3.4.5 Scoring 
Responses from the items measuring the level of concern were scored as follows: 1 = Strongly 

disagree, 2 = Disagree, 3 = Neither agree nor disagree, 4 = Agree, and 5 = Strongly agree. As 

described by Harwell and Gatti (2001), ordinal scale variables are commonly treated as interval 

scale data for statistical analysis. Additionally, as the benefit of handling ordinal scale data in 

this manner has been seen in previous research (Knapp, 1990), an equal distance between item 

response categories was assumed in this study and all Likert item responses that measured the 

level of concern were summed and handled as interval scale data. 

Responses from the questions measuring the level of awareness were scored 1 for a correct 

answer and 0 for an incorrect or “Don’t know” answer. Scores from all six questions in each 

dimension were summed to determine knowledge levels in that dimension. An overall 

awareness level was determined by summing the scores in all dimensions to indicate the overall 

level of participant smart toy security and privacy awareness. 

3.4.6 Reliability  
Reliability refers to how well surveys measure what they should (Gaur & Gaur, 2009). As this 

study used multi-item scales to measure a participant’s level of concern and level of awareness 

around smart toy security and privacy risks, the reliability of these scales was evaluated. 

Cronbach’s alpha testing was used to ensure the internal consistency of the scale items. 

Cronbach’s alpha scores for level of concern and level of awareness were .86 and .92, 

respectively, indicating that the scales used in this study had acceptable internal consistency.  

3.4.7 Validity Pre-Testing 
As modifying an existing instrument can impact validity, a consultation pre-test was conducted 

to determine the content and construct validity of the proposed survey questions. A sample of 

10 information technology experts participated in the pre-test. This sample consisted of industry 

professionals, New Zealand Privacy Commission representatives, and postgraduate students 
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researching information security. Pre-tests of this nature analyse individual items in a scale for 

suitability and identify items that should be retained for further testing (Howard, 2018). 

An item-ranking approach was taken, whereby participants were given construct definitions and 

asked to evaluate the extent that the item represented the construct using a response scale 

consisting of “Clearly representative”, “Somewhat representative” and “Not representative”. 

A total score was determined for each item and the highest scoring items were retained for use 

in the pilot survey. Additional feedback was also considered when selecting the final set of 

questions and led to the following modifications: 

• Questions that involved highly specialised technical jargon were removed. 

• Questions that were related to the smart toys’ wider environment rather than being 

specific to the smart toy were removed.  

• Unclear questions were reworded. 

• Questions that may have ambiguous answers (particularly in the legal section) were 

reworded to comply with the interpretation of New Zealand legislation. 

3.4.8 Pilot Survey 
A pilot survey was undertaken with a subset of the target population before full distribution to 

ensure the questionnaire was clear, straightforward, and unambiguous. SurveyMonkey offers a 

preview and test mode that allows distribution of a link to the survey to gain comments and 

feedback, and this was used to conduct the pilot. Feedback from the pilot was incorporated into 

the final instrument, and included suggestions such as adding examples to clarify terms such as 

“security risk” and “privacy risk”, and general feedback on font size and layout.  

A summary of all feedback collected via the pre-test consultation and the pilot can be found in 

Appendix C. 

3.4.9 Data Collection  
The survey was available online for three months for all eligible participants to complete at a 

convenient time. The data from the survey was collected and stored online as per the 

SurveyMonkey privacy policy (SurveyMonkey, 2018) until the survey closed. After the survey 

closed, the data was downloaded to the researcher’s computer for analysis and removed 

permanently from SurveyMonkey. 

3.4.10 Data Preparation and Analysis 
Firstly, exploratory data analysis was undertaken on the survey data. This process can provide 

insights into the underlying structure of the data (Salkind, 2010). Anomalies such as data outliers 

and unexpected patterns discovered during this process were resolved by data cleaning and 

processing.  
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Once the data set was ready, data analysis tools supplied by SurveyMonkey were used to filter 

and categorise variables. To derive further findings from the data, descriptive statistical analyses 

were performed using SPSS V26. SPSS was chosen for the data analysis stage due to its 

straightforward and user-friendly interface. Calculations such as frequencies and means were 

used to analyse the scale data. Independent t-tests and one-way analysis of variance (ANOVA) 

were used to compare means, and further statistical methods such as Pearson correlations were 

used to determine any relationships between the variables measured.  

3.4.11 Ethics 
The survey obtained ethical approval by the AUT Ethics Committee prior to its use (Ethics 

Application Number 19/27). The survey was anonymous, did not require the respondent to enter 

any personal information, and participation was completely voluntary. No incentives to 

participate were given. Data was not shared with any third party, and no data contained any 

identifying characteristics.  

3.5 Smart Toy Security Testing Design 

To answer SQ3 and determine what common security and privacy impacting vulnerabilities can 

be found in smart toys available for purchase by New Zealanders, a physical security testing 

approach was undertaken. A set of smart toys were systematically assessed against a set of 

common vulnerabilities known to potentially impact user privacy or safety, to determine if these 

vulnerabilities were present.  

Security testing is a structured process whereby experiments are conducted to determine one 

or more characteristics of a given object to reveal vulnerabilities in a system. It usually focuses 

on the verification of common security controls such as authentication, authorisation, 

confidentiality, integrity, and availability (Scarfone et al., 2008). As the objective of SQ3 was to 

determine whether any common security vulnerabilities could be found in smart toys, a basic 

security test methodology was selected as the most appropriate approach for this study. 

Renowned security testing literature previously described in Chapter 2 was used to derive the 

security test methodology. This literature included the NIST Technical Guide to Information 

Security Testing and Assessment (Scarfone et al., 2008), the Institute for Security and Open 

Methodologies (ISECOM) OSSTMM (ISECOM, 2009), and the OWASP Testing Guide 

(OWASP, 2014b). 

Each of these frameworks provides generic processes, techniques, and tools to conduct security 

testing and are designed to be adapted for use in many environments. However, none of these 

frameworks or methods fully supports IoT testing. The OWASP Testing Guide focuses on web 

application testing which has features that overlap the IoT environment. The resources within 

the OWASP Testing Guide were therefore found to most closely align with the scope of testing 

required for this research, and was chosen as the framework to base the security testing 

approach for this study on.  
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The OWASP Testing Guide describes a process for testing at all stages of the SDLC. This 

research focused on testing operational IoT devices after deployment, and therefore any testing 

options relevant to product design and development were removed from the process. High-level 

process steps that were consistent with security testing an IoT device in production were 

included. 

The derived high-level security testing process used in this research is outlined in Figure 3.4.  

 

Figure 3.4. The security testing process. Adapted from Testing Guide 4.0 by OWASP, (2014b). CC BY-
SA 3.0. 

3.5.1 Smart Toy Environment and Attack Surface 
As discussed in Chapter 2, the potential attack surface of smart toys (as with many IoT devices) 

can be large and varied. It includes the physical smart toy, any mobile companion application it 

interacts with, and any web or additional remote hosts. Additionally, it includes all communication 

between each of these elements. Each of these interaction points presents an opportunity for 

vulnerabilities to be found and exploited. Figure 3.5 portrays this environment. 
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Figure 3.5. The smart toy attack surface  

Most smart toys are designed to interact with a mobile companion application, and many include 

online user accounts to access additional features from related websites. Connection to the 

internet is often utilised to download content and updates and upload data collected from the 

toy. The most common communication technologies used are Wi-Fi (802.11) and Bluetooth or 

BLE (Mahmoud, 2018).  

3.5.2 Test Strategy 
The high-level objective of the research was to determine what common security and privacy 

impacting vulnerabilities are found in smart toys available for purchase by New Zealanders? 

Systematic testing of a group of smart toys was undertaken to meet this objective, and verify 

whether basic security controls that would mitigate the vulnerabilities in scope were operational 

in the smart toys. 

There are many ways in which IoT devices or applications can be vulnerable due to their vast 

potential attack surfaces and the varied technologies and environments they utilise (OWASP, 

2014b). Therefore, it was not feasible to test all areas of the attack surface noted in Figure 3.5 

for weaknesses. Attacks are increasingly sophisticated with new vulnerabilities and methods for 

security breaches discovered daily. Zero-day vulnerabilities, or undiscovered weaknesses such 

as unpatched software flaws a vendor is unaware of, are one example of why testing for all 

vulnerabilities is infeasible, as all potential vulnerabilities are not known (Ciampa, 2018). 

Additionally, the attack surface of the IoT includes areas that are not accessible for examination, 

such as the security of cloud-based data storage solutions used to store data collected from 

smart toys, and the vendor or third-party back end APIs.  
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Therefore, this research defined its scope as: 

In scope 

• Only common, known IoT vulnerabilities  

• Only vulnerabilities that could be investigated using industry-standard tools without a 

high level of specialised penetration testing knowledge  

• Smart toys, devices and applications tested were limited to those outlined in Section 

3.5.3 

Out of scope 

• Any vulnerabilities associated with web and remote hosts beyond user-web account 

initiation 

• Vulnerabilities or security controls that required advanced penetration testing knowledge 

or rare or proprietary tools  

For this research, common vulnerabilities were defined as known vulnerabilities (not obscure or 

zero-day) which are widely prevalent in IoT systems today. The OWASP Top 10 IoT issues list 

was consulted to determine the subset of in-scope vulnerabilities. The Top 10 List outlines the 

most common vulnerabilities and issues impacting IoT devices today (OWASP, 2018). The 

literature review in Chapter 2 also identified some key common areas of security and privacy 

weakness found in smart toys overseas, including insecure Bluetooth implementations, 

insufficient communication encryption, and inadequate privacy policies and parental control 

mechanisms (Kshestri & Voas, 2018; Mills, 2017; Tung, 2017).  

Vulnerability areas on the OWASP Top 10 List that were most relevant for the smart toy 

environment and that had been seen in previous research of smart toys overseas were included 

in scope. The resulting vulnerability areas for testing were as follows: 

1. Insufficient authentication  

2. Insecure data transfer  

3. Insufficient privacy protection 

Insufficient authentication was defined for this study as the use of weak or easily crackable 

passwords, the use of well-known factory default or hardcoded passwords that cannot be 

changed, a lack of account lockout mechanisms, the use of insecure account recovery 

mechanisms, and the lack of authentication controls. Previous research has shown that smart 

toys with insufficient authentication vulnerabilities are at risk from unauthorised users who may 

access the toy and tamper with its features (Taylor & Michael, 2016).  

Insecure data transfer was defined as the lack of transport encryption or the use of weak 

encryption for data transfer. Internationally, smart toys have been found to transfer data 
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insecurely by not implementing encryption, exposing them to the risk of eavesdropping and data 

manipulation (Forbrukerradet, 2016).  

Numerous studies such as Alonso et al. (2016), Kshetri and Voas (2018), and Mahmoud (2018) 

have highlighted the risks children are exposed to if sufficient privacy protection controls are not 

implemented within smart toys. These risks include identity fraud, identity theft, spying, and 

location tracking. Insufficient privacy protection was therefore defined for this study as the 

collection of excessive PII or sensitive information, the lack of a comprehensive privacy policy, 

or the lack of an explicit declaration of data use and data retention policy. Additionally, a lack of 

parental controls for data removal was considered within this area.  

For the purposes of this study, PII is any information that could identify an individual. In the smart 

toy environment, this could include data such as name, address, gender, email, images, phone 

numbers, interests, birthdays, payment information, demographic details, location coordinates, 

and unique device identifiers (Fox & Hoy, 2019). For this research, excessive PII is determined 

to be any information over and above an email address required to create user accounts and 

communicate important information to.  

The existence of any of these vulnerability areas in the smart toy environment may open the 

possibility of a user suffering a cyber-attack that breaches their privacy and or safety. Table 3.1 

outlines various known cyberattacks for each area of vulnerability explored and the possible 

impacts. 
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Table 3.1. In-scope areas of vulnerability with related attacks, attack surfaces, and impacts of an attack 

Vulnerability area Possible attacks Applicable attack surface  Possible impact  

1. Insufficient authentication  - Brute force password/passkey 
hacking 

- Account enumeration 
- Unauthorised access 

- Smart toy device interface 
- The mobile companion 

application interface 
- Web host interface 

- Personal data loss, 
modification, or corruption 

- Denial of access 
- Fraudulent use of user 

account or personal 
information 

2. Insecure data transfer  - Data monitoring and MITM 
attacks whereby 
communication data is 
interrupted, stolen, or spoofed 

- Packet injection whereby 
objectionable material is 
inserted into a communication 

- Communication between a 
smart toy and the web host  

- Communication between a 
smart toy and a mobile device  

 

- Breach of privacy 
- Personal data loss 
- Full device compromise 

3. Insufficient privacy protection - The use of multiple other attack 
vectors such as insufficient 
authentication or lack of 
encryption to view and obtain 
personal data 

- Smart toy set up 
- Web account establishment 
- Mobile companion application 

account establishment 

- Information loss due to theft 
- Information misuse (due to it 

being sold to unauthorised 
parties or used for purposes 
outside of the smart toy 
agreed scope) 

Note. Adapted from OWASP Internet of Things Project Top 10, (2018). CC BY-SA 3.0. 

 

 



 

3.5.3 Test Environment and Tools 
3.5.3.1 Toy Selection 

The smart toys used in this research were selected to represent the wider market, and therefore 

targeted a range of age groups from younger children through to older children. Only one smart 

toy was found for this study that marketed to the youngest children, that is, those under three. 

This may be due to additional regulation, such as rules restricting small parts that exist for any 

toys intended for use by children under three years of age (CPSC, n.d.). The toys chosen contain 

functionality representative of smart toys in general, such as wireless communication (Wi-Fi or 

Bluetooth) and sensors such as microphones and cameras. The toys were all easily found and 

obtained either locally or internationally via an online search or by in-store browsing in New 

Zealand. 

Smart toys that had undergone previous security testing in international studies were not 

excluded if they were available to New Zealand consumers, as it was deemed essential to 

investigate whether vulnerabilities seen in these toys still existed in the toys sold today. 

Additionally, the scope of testing may have differed between this study and previous studies. A 

detailed description of each smart toy chosen for this study, including any previous research 

conducted on the toy can be found in Appendix D. 

The smart toys included in this research and the characteristics that led to their inclusion are 

outlined in Table 3.2. 

Table 3.2. Selected smart toys and their characteristics 
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Smart toy 
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R2-D2 
Droid   X X X   X  X X  X X 

Air Hogs 
FPV High 
Speed 
Race Car 

  X X X X    X X  X  

Kurio 
Smart 
Watch 

  X X X  X  X X X  X  

Toy-Fi 
Teddy X X    X   X   X X X 

StarLily 
Unicorn   X X     X  X  X X 

CogniToys 
Dino  X X X  X    X X X  X 

3.5.3.2 Test Methods 

Security objectives can be validated using different testing methods such as code analysis which 

looks at source code to highlight any security flaws; threat modelling, which focuses on 

identifying design flaws; and penetration testing which identifies vulnerabilities while in operation 

(OWASP, 2014b). Additionally, security tests can be classified as “black box” tests where the 

tester has no knowledge of the target system; “grey box” tests where the tester has some 

knowledge of the target; or “white box” tests where testers have full access to all code and 

architecture documentation (Poston, 2019). No single testing or experimentation technique 

would suffice for effectively investigating each area in scope for this research; however, the 

techniques that were identified as most suitable for this scope and were therefore utilised for this 

research were as follows: 

• Manual review: Static testing conducted by analysing publicly available documentation 
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• Penetration testing: Running the smart toy environment to find security vulnerabilities. 

In this scenario, it was primarily conducted as a black box test as the researcher knew 

very little about the internal operations of the device or application being tested. 

3.5.3.3 Hardware/Environment Set Up  

The test environment was set up to support the physical toy testing required for this research as 

follows. 

A laptop hosting the Kali Linux OS was used as the primary investigation laptop. This laptop 

hosted much of the software required for monitoring (sometimes referred to as “sniffing”) and 

analysing the traffic communicated between the smart toys and their companion applications. 

Kali Linux, a Debian-based Linux distribution, was selected for this research as it is an open-

source OS specifically created to support security testing and penetration (Offensive Security, 

2019).  

A laptop hosting Windows 10 was used to replicate a home user PC for user account registration 

on applicable smart toy websites. Windows 10 had more than 75% of the desktop computer 

market in New Zealand when this research was conducted (StatCounter, 2019a).  

The smart toy mobile companion applications were investigated using a Samsung A10 

smartphone using Android OS version 9.0. Android version 9.0 was the most commonly used 

mobile OS in New Zealand at the time this investigation was conducted, and was therefore the 

most suitable choice (StatCounter, 2019b). 

Capturing the communication between the smart toys and any mobile companion application 

required the use of hardware designed to monitor and capture Wi-Fi and Bluetooth data packets 

traversing between the devices. As the smart toys selected for testing utilised a variety of 

communication technologies including Bluetooth Classic, BLE and Wi-Fi, a variety of hardware 

devices and their accompanying software were required. 

Previous research into BLE security including Saundarajan (2017) and Cusack, Antony, Ward 

and Mody (2017), indicated varying levels of success with BLE sniffing hardware. An analysis 

of these studies concluded that no single device had performed without challenges, and it was 

therefore decided that several BLE sniffers would be used to provide the best chance of 

capturing the level of detail required to determine the smart toy’s Bluetooth security. The BLE 

sniffers implemented in this method were as follows: 

• Ubertooth 1.0 is a fully open source Bluetooth test tool. It was selected for sniffing the 

BLE traffic between the smart toys and any mobile companion application. It has been 

used in previous research to capture ongoing conversations between two BLE devices 

successfully. Ubertooth 1.0 allows data packets captured to be saved as PCAP files for 

later examination. 

• The Bluefruit LE Sniffer nRF51822 from Adafruit was the second BLE sniffer chosen. 

This device passively captures data exchanges between two BLE devices and pushes 
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the data into Wireshark where packet-level descriptors enable simple interpretation of 

the BLE traffic. 

• A Cambridge Silicon Radio USB 4.0 dongle was also chosen for its ability to be 

automatically detected in Kismet. 

A TP-LINK TL-WN722N Wi-Fi dongle was used to capture the 802.11 Wi-Fi traffic. This dongle 

was chosen for its ability to operate in monitor mode and as is recommended for use with Kali 

Linux. 

3.5.3.4 Software Tools  

For network analysis, Wireshark was utilised to view and decrypt where necessary the network 

traffic communicated between the smart toys and any companion application. Wireshark is a 

widely used network protocol analyser and was chosen for its ability to inspect a wide range of 

protocols, including those used in smart toy communication such as BLE and 802.11 (Wireshark, 

n.d.). The packets captured using Wireshark were then analysed to observe the pairing and TLS 

communication practices of the smart toys.  

In addition to Wireshark, Kismet was used to detect and view both Bluetooth and wireless traffic. 

Kismet is an 802.11 open source wireless network monitoring tool and was chosen as it comes 

as part of the Kali Linux distribution and purports to support the Ubertooth 1.0 as a plug-in with 

a graphical user interface (Kismet, 2019). 

BLE Scanner was also used to investigate the security of the Bluetooth connections between 

the smart toys and their mobile companion applications. BLE Scanner was chosen as it is an 

easily obtained and free tool that can be downloaded from the Google Play Store and used with 

limited expertise. It has a simple display that shows clearly whether the Bluetooth MAC address 

used by a device is persistent or dynamically changing, and what services the device has 

exposed. 

CrackLE was chosen to be used for its ability to decrypt BLE packets if the prerequisite pairing 

data is successfully captured. CrackLE works by exploiting a flaw in the BLE pairing mechanism 

that leaves all communications vulnerable to decryption by passive eavesdropping. It achieves 

this by brute-forcing the temporary key (TK) used in the pairing modes supported by many IoT 

BLE devices. Once it has the TK, it can then derive the long-term key (LTK) used to encrypt all 

subsequent traffic. 

Finally, the Aircrack-ng suite of wireless network assessment tools was used within Kali Linux 

to analyse the Wi-Fi communication of the smart toys. Aircrack-ng is a set of proven open source 

command-line tools that come pre-installed in many Kali Linux distributions. 

3.5.4 Test Case Plan and Measurement 
Whilst many standards are still evolving for the IoT, the literature review in Chapter 2 identified 

that some industry-recognised security standards and guidelines have been published by 

organisations such as the NIST and the OWASP that apply to smart toy security.  
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To determine the specific tests to be run and the measurement criteria to be used in each area 

of vulnerability in scope, a variety of these applicable industry standards were consulted. These 

included the OWASP Testing Guide (OWASP, 2014b), the NIST Guide to Bluetooth Security 

(NIST, 2017b), and the NIST Digital Identity Guidelines (NIST, 2017a).  

To test for insufficient authentication, the OWASP Testing Guide was initially consulted to 

identify appropriate general authentication controls and standards for measurement. The criteria 

for measuring authentication and password strength and length were obtained from the OWASP 

Testing Guide and the NIST Digital Identity Guidelines. Criteria for measuring Bluetooth and 

802.11 Wi-Fi authentication were derived from the NIST Guide to Bluetooth Security and the Wi-

Fi Alliance, respectively. 

The specific tests and criteria for examining transport encryption vulnerabilities were derived 

from the OWASP Testing Guide and the NIST Guide to Bluetooth Security. Privacy protection 

controls and measurement criteria were derived from the OWASP Testing Guide and previous 

privacy research from Mahmoud et al. (2017).  

Each measurement criterion specified reflected recommended levels of security that should be 

implemented according to relevant industry standards.  

3.5.4.1 Scoring 

Where a test result met the measurement criteria for that control, the result was recorded as 

“Meets criteria”. Where a test result did not meet the measurement criteria, the result was 

recorded as “Does not meet criteria”. If a result indicated partial satisfaction of the criteria, it was 

recorded as “Partially meets criteria”. Where the measurement criteria for any control could not 

be tested or validated, the result of the test was recorded as “Unknown”. Not all measurements 

were applicable for every smart toy, and if a control was not applicable to that device, it was 

noted as such.  

The higher the overall number of “Does not meet criteria” results obtained by a device in any 

area of vulnerability, the higher the degree of risk the device represented due to fewer security 

controls being validated. 

A description of all tests run and the measurement criteria used for each category can be seen 

in Table 3.3.  
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Table 3.3. Security test description, measurement criteria, and test process for each area of vulnerability in scope 

Vulnerability area 1: Insufficient authentication 

Basic controls to be tested  Measurement criteria Tests/Test process 

Use of a strong authentication 
procedure for communication 
establishment 

- Bluetooth and BLE devices must pair using 
AES-CMAC and P-256 elliptic curve (security 
mode 1, level 3) or LE Secure Connections or 
security mode 2, level 3 

- Wi-Fi (802.11) devices must connect using a 
secure WPA-PSK or WPA2-PSK 
authentication protocol 

IA1: Pair/connect smart toy to mobile interface and capture 
communication traffic 
IA2: Pair/connect smart toy to the web interface and 
capture communication traffic 
IA3: Conduct manual review of public information 
repositories for associated information 

Use of a strong password for 
authentication 

 

- A password is always required for 
pairing/connection 

- The minimum password length is to be at least 
eight characters  

- Passwords cannot contain the username 
- Passwords must use at least three of the four 

available character types: lowercase letters, 
uppercase letters, numbers, and symbols 

IB1: Complete initial set up of smart toy and associated 
user account on mobile interface 
IB2: Complete initial set up of smart toy and associated 
user account on the web interface 
IB3: Connect/login to smart toy and any associated user 
account on mobile interface 
IB4: Connect/login to smart toy and any associated user 
account on the web interface 
IB5: Conduct manual review of public information 
repositories for associated information 

Use of a secure password 
recovery mechanism 

- Valid user account information cannot be 
determined using password recovery 
mechanisms 

- The application responds with an identical 
error message and length to different incorrect 
login attempts 

- Password recovery mechanism message does 
not reveal if a username is valid or not 

- Returned page title does not reveal if a 
username is valid or not 

ID1: Enter invalid username in the web application  
ID2: Enter an invalid password in the web application 
ID3: Attempt to recover password using an incorrect 
username 
ID4: Attempt to recover password using a valid username 
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Option to change default 
username and password 

- Default username and password, if exists, 
must be changed during initial setup  

IE1: Complete initial set up of smart toy  
IE2: Complete initial set up of mobile interface user 
account 
IE3: Complete initial set up of smart toy and associated 
user account on the web interface 
IE4: Conduct manual search of public repositories for 
default username/password credentials for device and 
applications 

Use of secure account lockout 
mechanism 
 

 

- A user account is locked out after 3–5 failed 
login attempts 

- User account does not automatically unlock 
after a pre-determined amount of time 
 

IF1: Attempt to login to web user account with invalid 
credentials 3 times before logging in with correct 
credentials 
IF2: Repeat the above test using 4 attempts, then 5 
attempts until the account is locked out 
IF3: 5 minutes after account lockout attempt to login with 
correct credentials 
IF4: 10 minutes after account lockout attempt to login with 
correct credentials 

Vulnerability area 2: Insecure data transfer  

Basic controls to be tested  Measurement criteria Tests/Test process 

Communication is encrypted 
 

 

- All data is encrypted in transport 
- No data is transmitted as plain text and no 

human-readable data can be seen. 
 

IDA1: Pair/connect the smart toy to mobile interface and 
capture communication traffic 
IDA2: Pair/connect the smart toy to the web interface and 
capture communication traffic 
IDA3: Use smart toy with a mobile application and capture 
communication traffic 
IDA4: Use smart toy with a web interface and capture 
communication traffic 
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Secure encryption protocols are 
used for all communication: 
 
 

- Standard industry-recognised secure protocols 
are used during data transport (e.g., SSL, TLS) 
 

IDB1: Pair/connect the smart toy to mobile interface and 
capture communication traffic for analysis 
IDB2: Pair/connect the smart toy to the web interface and 
capture communication traffic for analysis 
IDB3: Use smart toy with a mobile application and capture 
communication traffic for analysis 
IDB4: Use smart toy with a web interface and capture 
communication traffic for analysis 

Vulnerability area 3: Insufficient privacy protection 

Basic controls to be tested  Test criteria Test process 

Reasonable PII collection 
 
 

- Personal data collected is limited to an email 
address only 

IPA1: Document all data collected during smart toy set up 
IPA2: Document all data collected during mobile 
application account set up 
IPA3: Document all data collected during web interface 
account set up 

Comprehensive privacy policy - A smart toy/device specific privacy policy must 
be available rather than a generic privacy 
policy  

- Where applicable, companion application, 
website, application store page contains a link 
to the smart toy privacy policy 

- Privacy policy contains the date of last update 
and method to communicate updates to users 

- Data types collected are identified in the policy 
- Data retention periods are specified in the 

policy 
- Data use outlined in the policy 
- Location of any data storage is stated in the 

policy 

IPC1: Review app store for privacy policy 
IPC2: Review web site for privacy policy 
IPC3: Review mobile companion application for privacy 
policy 
IPC4: Review of privacy policy details 
IPC5: Conduct manual review of public information 
repositories for associated information 
 
 

Privacy support mechanisms - Dedicated support service is available to 
address privacy concerns with the smart toy or 
companion app such as a dedicated web page 
or email contact 

IPD1: Conduct manual review of public information 
repositories for associated information 
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Acceptable parental control 
mechanisms 

- Parents/guardians can permanently delete any 
information collected by a smart toy or 
associated application 

IPE1: Review mobile app interface for data deletion 
options 
IPE2: Review web interface for data deletion options 
IPE3: Review physical toy interface for data deletion 
options 
IPE4: Conduct manual review of public information 
repositories for associated information 

Use of random unique 
identifying device identifier 
(MAC)  

- Static MAC or device addresses are not used 
during a communication session 

- No PII is visible in the device identifier 

IPF1: Pair/connect the smart toy to mobile interface and 
capture communication traffic 
IPF2: Repeat pair/connection process to observe device 
identification changes 

Note: Basic controls adapted from OWASP (2014b). Measurement criteria for Bluetooth authentication from NIST (2017b) and Wi-Fi authentication 
from Wi-Fi Alliance (n.d.). Measurement criteria for privacy protection controls adapted from Mahmoud et al. (2017). Criteria for all other controls 
adapted from OWASP (2014b).
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3.5.5 Validity and Reliability  
The method was derived predominantly through the review of current industry-standard methods 

and previous similar research to ensure validity. Sundararajan (2017) and Rafferty, Farkhund, 

et al. (2017) successfully demonstrated the feasibility of capturing data transmitted by IoT 

devices, and analysing for details around their security implementations by using the devices 

and software proposed in this study. While most previous research focused on other types of 

IoT devices, each tool selected for use in this method was previously used to obtain successful 

results. Mahmoud et al. (2017) showed in their research that the use of a clear set of criteria 

could be used to evaluate the privacy practices of smart toys. To ensure validity, this research 

design used a clear set of privacy criteria inspired both by previous research outlined in Chapter 

2 on privacy concerns within the IoT, and by the privacy framework outlined by Mahmoud et al. 

(2017).  

Each test performed in this method was executed multiple times to confirm the reliability of the 

approach, and all the results gleaned from the use of the method outlined in this chapter can be 

replicated with the use of similar devices and software.  

3.6 Conclusion 

Chapter 3 presented the proposed research methodologies to be undertaken in this study. The 

chapter outlined the main research question, sub-questions, and hypothesis posed. The 

methodology design, data collection, and analysis approach were discussed. Chapter 4 reports 

the findings obtained from the online survey and the physical security testing methods. 
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Chapter 4: Findings 

4.1 Introduction 

Chapter 3 established a research methodology for investigating the security and privacy of smart 

toys in New Zealand. The main research question and sub-questions were formed based on the 

review of relevant literature undertaken in Chapter 2, that identified potential security and privacy 

risks around smart toys, and a lack of understanding of these issues in the New Zealand context. 

This chapter presents the findings obtained from the investigations into smart toy privacy and 

security in New Zealand. Section 4.2 discusses the results of the online survey conducted to 

determine levels of concern and awareness amongst New Zealand parents/guardians regarding 

smart toy privacy and security. Section 4.3 presents the findings from the physical security 

testing of a group of smart toys. 

4.2 Survey Findings 

This section presents the findings from the survey questions and begins with a description of the 

completion rate and initial data cleaning. A summary of the main findings is presented in a 

graphical and narrative format. These findings include the outcomes of statistical analyses 

performed on the data to identify any relationships and trends within the data set that may allow 

for further understanding of the findings and help answer the research questions. 

4.2.1 Completion Rate and Exploratory Data Analysis  
The survey was available online and open for participation by eligible New Zealand 

parents/guardians from February, 2019 to April, 2019. Over this period, a total of 428 responses 

were collected containing 394 completed responses, leading to a completion rate of 92%. 

During the exploratory data analysis phase, incomplete responses were removed to avoid using 

a data set containing missing values for analysis that may skew the findings. A total of 394 

completed responses was deemed sufficient to meet the previously calculated target of a 

representative sample of 385, and therefore, a representative sample of 394 completed 

responses was used for analysis. 

4.2.2 Summary of Findings  
This section presents a summary of the findings from the survey questions beginning with the 

qualification and demographic questions. The findings from survey questions that addressed the 

level of smart toy privacy and security concern of New Zealand parents/guardians are presented 

next. This is followed by the findings from the five knowledge dimensions that measured the 

level of smart toy privacy and security awareness of New Zealand parents/guardians. Finally, 

the results of the statistical analyses to discover relationships between the main variables is 

presented. These results are used to investigate the hypothesis that respondents who show a 

higher level of concern will have a corresponding higher level of awareness around smart toy 

security and privacy risks. 
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4.2.2.1 Qualifying Questions 

Two questions were asked at the beginning of the survey. These questions were designed to 

disqualify anyone who was not eligible to complete the survey. As a result of the responses to 

these questions, five participants were disqualified as they did not reside in New Zealand, and 

a further 15 were disqualified as they were not the parent or guardian of a child. 

4.2.2.2 Demographic Information  

Two questions were asked in order to gather demographic information about the respondents. 

This information was then used in later analysis to identify any differences between the 

demographic groups and their levels of smart toy privacy and security concern and awareness. 

As can be seen in Table 4.1, a higher percentage of females responded to the survey than 

males, and no participants identified as being gender diverse. 

Table 4.1. Participant demographics – Gender 

Gender Response (%) Response (N = 394) 

Male 39.09 154 

Female 60.91 240 

Gender diverse 0.00 0 

Participants were then asked to identify their level of highest education completed. Figure 4.1 

shows a relatively even distribution of respondents across all levels of education, with the highest 

response rate (28.17%, n = 111) coming from those who had completed a university degree 

qualification. 

 

Figure 4.1. Highest level of education as reported by the participants 
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4.2.2.3 Level of Concern  

A primary goal of this research was to determine the current levels of concern that New Zealand 

parents/guardians have around smart toy security and privacy risks. This section presents the 

findings from this investigation. The questions in this section of the survey aimed to gain insight 

into whether participants were concerned about the security risks or the privacy risks of smart 

toy use.  

The participants were asked two questions around concern: 

1. I am concerned about the security risks of using smart toys (such as a stranger taking 

control of my device) 

2. I am concerned about the privacy risks of using smart toys (such as my personal 

information being stolen or misused) 

As shown in Figure 4.2, the findings from question one indicated a high average level of concern 

(M = 4.14, SD = 0.93) from the participants around the security risks of using smart toys. 

Similarly, the participants’ responses showed a high average level of concern (M = 4.13, SD = 

0.88) around the privacy risks of using smart toys. 

 

Figure 4.2. Average level of participant concern around the security and privacy risks of using smart toys 

Overall Participant Level of Concern  

Findings from both questions were summed to determine the overall level of concern around the 

security and privacy risks of using smart toys. The results found a high average level of concern 

from the respondents (M = 8.26, SD = 1.70) regarding smart toy security and privacy risks.  
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An independent t-test found that the level of concern measured from the male respondents (M 

= 8.34, SD = 1.72) was not significantly different to those of the female respondents (M = 8.23; 

SD = 1.70): t (392) = .628; p = .53, Cohen’s d = 0.06. 

Similarly, a one-way ANOVA indicated there were no significant differences in the participants’ 

level of concern in respect to their level of education (F (5, 388) = 1.73, p = .13).  

4.2.2.4 Level of Awareness 

As the literature review in Chapter 2 described, levels of security and privacy risk can be 

associated with levels of user awareness (Öğütçü et al., 2016). Therefore, the next section of 

the survey consisted of 30 questions that aimed to gain insights into the level of smart toy 

security and privacy awareness that New Zealand parents/guardians have. These questions 

measured factual knowledge in five different knowledge dimensions. Each dimension consisted 

of six questions and required the participant to select a response of “True”, “False”, or “Don’t 

know”. 

Dimension 1 – Knowledge of Smart Toy Technical Capabilities 

The first dimension was designed to measure a participant’s knowledge of the technical 

capabilities of smart toys. Having strong knowledge of what a smart toy can do, may allow a 

user to mitigate any risks specific to these capabilities. For example, knowing that a smart toy 

may contain a microphone would allow the user the choice to moderate their conversations 

whilst the toy was in use.  

Summary of Findings 

When responding to the questions around smart toy technical capabilities, the majority of 

participants correctly identified that a smart toy can be equipped with a microphone or camera 

(83%, n = 328) and most were also aware that smart toys use Wi-Fi or Bluetooth to transmit data 

to other devices (82%, n = 322).  

However, as seen in Figure 4.3, awareness was much poorer in relation to internet connectivity 

and the use of sensors. Just over half of the participants (59%, n = 231) were aware that smart 

toys may use sensors to determine who is playing with them, and only 50% (n = 199) of 

participants knew that a smart toy may remain connected to the internet even when not switched 

on. 
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Figure 4.3. Percentage of correct answers received for questions in dimension 1 around participants 

knowledge of smart toy technical capabilities 

Overall in this dimension, the participants answered an average of 3.9 out of 6 questions 

correctly (SD = 1.7), indicating a moderate level of awareness around smart toy technical 

capabilities.  

An independent t-test showed that males (M = 4.3, SD = 1.5) had a significantly higher level of 

awareness in this dimension than females (M = 3.6, SD = 1.76): t (362) = 4.169; p < 0.01, 

Cohen’s d = 0.42, a small effect.  

A one-way ANOVA test with Tukey post hoc tests also determined that on average, participants 

with higher levels of education such as a postgraduate qualifications answered more questions 

correctly (M = 4.50, SD = 1.23), than those with lower levels of education such as New Zealand 

School Certificate (M = 3.21, SD = 1.97 ), thereby demonstrating a higher level of awareness 

around the technical capabilities of smart toys (F (5, 388) = 4.62, p = <.001, ηp2 = .06). 

Dimension 2 – Knowledge of Potential Smart Toy Security and Privacy Risks 

Research has shown that smart toys can contain vulnerabilities which may expose a user to 

security and privacy risks (Mills, 2017). Knowledge of these vulnerabilities and potential risks 

could allow the use of relevant protection strategies, and therefore, the second dimension was 

designed to measure a participant’s knowledge of potential smart toy security and privacy risks 

and vulnerabilities. 

Summary of Findings 

The findings from these questions indicate a gap in knowledge around smart toy risks and 

vulnerabilities. For each question in this dimension, between 20% (n = 83) and 41% (n = 162) 

of participants selected “Don’t know” as their response. 
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Additionally, as shown in Figure 4.4, some of the common risks associated with using smart toys 

were not well known, with less than half (44%, n = 183) of the respondents being aware that 

smart toy content can be intercepted and changed, and only 13% (n = 51) of respondents being 

aware that not all smart toys can receive security updates. 

 

Figure 4.4. Percentage of correct answers received for questions in dimension 2 around participants 
knowledge of smart toy security and privacy risks 

Overall, the participants answered an average of 3 out of 6 questions correctly (SD = 1.76) 

around potential smart toy security and privacy risks and vulnerabilities.  

An independent t-test showed that the level of awareness measured from the male responses 

in this dimension (M = 3.5, SD = 1.5) was significantly higher than the level of awareness 

measured from the female responses (M = 2.6, SD = 1.78): t (352) = 5.236; p < .001 (two-tailed). 

Cohen’s d = 0.53, a medium effect. 

Additionally, results from conducting an ANOVA with Tukey post hoc analysis indicated that on 

average, the number of questions answered correctly was significantly higher for participants 

holding a university degree (M = 3.61, SD = 1.70) than those with lower levels of education such 

as a New Zealand School Certificate (M = 2.42, SD = 1.89) or Sixth Form certificate (M = 2.21, 

SD = 1.70) (F (5, 388) = 6.30, p < .001, ηp2 = .08 ).  

Dimension 3 – Knowledge of the Data Procedures Used by Smart Toy Companies 

The third dimension was designed to measure a participant’s knowledge of the data procedures 

used by smart toy and affiliate companies. This included knowledge around how a smart toy 

company may use a consumer’s personal information.  

Summary of Findings 

Whilst 42% (n = 166) of participants were aware that a smart toy company could send their 

child’s data abroad, an equal percentage of participants (42%, n = 164) did not know if this was 
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true. This demonstrated a lack of understanding of how smart toy companies may handle data. 

Despite many well-known toy companies being located offshore, the remaining 16% (n = 64) of 

respondents believed their child’s data could not be sent overseas. 

Just over half (54%, n = 213) of the participants were aware that a smart toy company might sell 

their data to third-party organisations, and 66% (n = 262) believed a smart toy company might 

store any personal data they collect for an indefinite duration. 

The overall results for this dimension indicate a low level of knowledge around the data 

procedures of smart toy companies and their affiliates. On average, participants only answered 

2.4 questions out of 6 (SD = 1.75) correctly in this area. Additionally, over one-third (34%, n = 

803) of the total responses received from the participants in this dimension was “Don’t know”. 

This indicates a significant gap in participants’ knowledge regarding smart toy company data 

procedures. 

An independent t-test for this dimension showed a small but still significant difference in the 

results between genders, with males answering an average of 2.8 questions correctly and 

females an average of 2.1. (M = 2.8, SD = 1.69): t (392) = 3.930; p < .001. Cohen’s d = 0.41, a 

small effect. 

An ANOVA test concluded that the effect of level of education on the level of awareness in this 

dimension was significant (F (5, 388) = 4.02, p = .001, ηp2 = .05). Tukey post hoc analysis 

indicated that participants who had a higher level of education such as a postgraduate 

qualification answered more questions correctly (M = 2.91, SD = 1.65) than participants with a 

lower level of education such as New Zealand Sixth Form Certificate (M = 1.66, SD = 1.40). 

Dimension 4 – Knowledge of Data Protection, Privacy Laws, and Legal Aspects 

The fourth dimension was designed to measure a participant’s knowledge of data protection, 

privacy laws, and relevant New Zealand legislation. An awareness of the protection afforded a 

consumer under New Zealand law could enable them to make more educated judgements 

regarding sharing their data and maintaining their privacy when using smart toys. 

Summary of Findings 

Although New Zealand law is only applicable to companies seen to be operating within New 

Zealand, over 50% (n = 211) of participants incorrectly believed that the New Zealand Privacy 

Act 1993 would stop all international toy companies from misusing their data. In addition to this, 

almost half of the participants (49%, n = 192) believed that all smart toys purchased online must 

comply with the New Zealand Privacy Act 1993. These results demonstrated a lack of awareness 

around the jurisdictional issues that arise in an increasingly international marketplace, where a 

purchaser may reside in one country and the manufacturer and sales agent may reside in 

another and therefore operate under a different set of privacy legislation. 

Over half of the participants (56%, n = 221) also incorrectly believed that all smart toy companies 

operating in New Zealand were legally obligated to tell you if your data has been breached, 

despite this legislation not being in place in New Zealand at the time of this survey.  
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The overall results for this dimension indicated a lack of understanding around the privacy 

protections afforded by New Zealand law. On average, respondents answered only 1.3 out of 6 

questions correctly (SD = 1.13).  

When the responses for all questions in this category were summed, it was found that 43% (n = 

1,021) of the total responses received were incorrect. This suggests a belief by the participants 

that New Zealand legislation will protect the data privacy of smart toy consumers more than it is 

currently designed to do. The “Don’t know” category received 35% (n = 827) of the total 

responses for this dimension, leaving the percentage of accurate responses for dimension 4 at 

less than a quarter overall (22%). 

In this dimension there was no significant difference in the level of knowledge between male and 

female respondents, with both genders answering a similarly low average number of questions 

correctly (M =1.3, SD = 1.19): t (392) = .029; p = 0.97. Cohen’s d = 0.00. 

Analysis of variance testing also concluded that the participants’ level of education had no 

significant effect on the level of awareness in this dimension (F (5, 388) = 1.36, p > .05). All 

participants showed a low level of knowledge around data protection and privacy laws and legal 

aspects. 

Dimension 5 – Knowledge of Security and Privacy Protection Strategies 

The fifth and final dimension was designed to measure a participant’s knowledge of security and 

privacy protection strategies, and therefore, whether they had the required knowledge to protect 

themselves from smart toy risks. 

Summary of Findings 

The responses in this dimension showed that the participants did have knowledge of privacy 

protection strategies, with the majority of participants accurately identifying that they should 

disable Bluetooth when not in use (77%, n = 302), to not use easy to remember details in their 

passwords (72%, n = 171), and limit the information they disclose to toy companies (81%, n 

= 319) to protect their privacy. 

However, despite a good level of knowledge around general privacy protection strategies, when 

responding to questions related more specifically to protection strategies for newer smart toy 

technology, the overall percentage of “Don’t know” responses was high. For example, when 

responding to questions such as whether to disable remote viewing, 34% (n = 134) selected 

“Don’t know”, and when asked about the impact of disabling default location tracking, 38% (n = 

181) chose a “Don’t know” response. 

When compared to the other four dimensions, participants demonstrated the highest overall 

level of knowledge for this dimension, correctly answering an average of 3.9 questions out of 6 

(SD = 1.51) about personal protection strategies.  

Once again, an independent t-test showed a significant difference between the mean results of 

male and female participants in this dimension. The level of awareness measured from males 
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(M = 4.1, SD = 1.51) was significantly higher than the level of awareness measured from females 

(M = 3.7, SD = 1.51): t (392) = 1.974; p = 0.049 (two-tailed). Cohen’s d = 0.23, a small effect. 

Analysis of variance testing with additional Tukey post hoc tests found once again that 

awareness levels regarding personal protection strategies were higher in participants with higher 

levels of education (F (5, 388) = 5.49, p <.00, ηp2 = .07). Participants with postgraduate 

qualifications answered an average of 4.6 questions correctly (SD = 0.99), whilst those with New 

Zealand School Certificate only answered an average of 3.4 (SD = 1.8) questions correctly 

regarding personal protection strategies. 

Overall Participant Awareness Level of Smart Toy Privacy and Security Risks  

The total number of accurate responses across all five dimensions measured were summed to 

determine the participants’ overall awareness levels regarding smart toy security and privacy 

risks. The average number of questions that were accurately answered by the participants in 

this section was 14.5 out of a possible 30 (SD = 5.66). 

Male participants showed significantly higher levels of overall knowledge than females (M = 16.1, 

SD = 4.9) F = 13.5; SD = 5.9: t (392) = 4.567; p < .001. Cohen’s d = 0.48, a small effect). As can 

be seen in Figure 4.5, participants with a higher level of education such as those with a university 

degree or postgraduate qualification showed significantly higher levels of awareness overall than 

participants whose highest level of education was lower such as New Zealand School Certificate 

or Sixth Form Certificate (F (5, 388) = 6.99, p <.001, ηp2 = .08).  

 

Figure 4.5. Overall average level of participant knowledge seen across all dimensions by the highest 
level of education completed  

As seen in Figure 4.6, knowledge in areas such as the technical capabilities of smart toys and 

personal protection strategies was much higher than the level of knowledge demonstrated 
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around company data procedures and the legal aspects of privacy protection. This highlighted 

specific areas where focused education may lift overall awareness levels.  

 

Figure 4.6. Average level of participant awareness in each knowledge dimension 

In conclusion, the overall low average of accurately answered questions in this survey suggests 

a low overall level of awareness regarding the security and privacy risks when using smart toys. 

4.2.2.5 Hypothesis Testing  

In Chapter 3 it was hypothesised that a higher level of concern around the security and privacy 

risks of using smart toys would correlate to higher levels of awareness regarding these risks. 

A Pearson correlation was conducted to determine whether a correlation existed between a 

participant’s level of concern and their level of awareness around these risks. The results of this 

statistical analysis found that as hypothesised, there was a small, but significant, positive 

correlation between the participants level of concern and their level of awareness (r = 0.17, n = 

394; p <.01). This indicated that those participants with higher levels of concern around smart 

toy privacy and security risks also had higher levels of knowledge around the privacy and 

security risks of using smart toys. 

4.3 Smart Toy Security Testing Findings 

This section presents the findings obtained from the physical security testing undertaken on a 

sample of smart toys. Section 4.3.1 describes the results from evaluating the smart toys for 

security controls in the first area of vulnerability in scope - insufficient authentication. Section 

4.3.2 outlines the findings for the second area in scope - insecure transport, and finally, Section 

4.3.3 describes the findings from assessing the smart toys security controls in the area of privacy 
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protection. Test exclusions are presented in Section 4.3.4 and an overall summary of all findings 

is provided in Section 4.3.5. 

4.3.1 Vulnerability Area 1 – Insufficient Authentication 
Authentication involves securely verifying who is at the other end of any communication link. It 

usually involves some form of authentication procedure to establish trust between two devices 

before communication begins.  

Several techniques were used to investigate the authentication security of smart toys. A review 

was undertaken of any publicly available documentation available about the authentication 

process used by each toy. This review provided initial clues as to the technologies utilised by 

each toy, and directed the method to be used for further investigation.  

For smart toy to mobile application communication authentication, the connection process was 

performed repeatedly and reviewed. This involved passively sniffing the connection event, 

capturing the packets involved in this process, and inspecting them using a packet analysis tool.  

For testing user account authentication of a web or mobile application associated with the smart 

toy, various processes in the user account lifecycle were recreated and evaluated for security 

controls. 

A summary of the overall findings for this vulnerability area can be seen in Table 4.2. 
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Table 4.2. Summary of findings in vulnerability area 1 – Insufficient authentication 

Smart toy 
Use of strong 
authentication 

procedure 

Use of 
strong 

password 

Use of 
secure 

password 
recovery 

Option to 
change the 

default 
password 

Secure 
account 
lockout 

Furby 
Connect N N/A N/A N/A N/A 

Toy Mail 
Talkie 

Unicorn 
M M M N/A N 

R2-D2 Droid N N/A N/A N/A N/A 

Kurio Smart 
Watch U N N/A N/A N/A 

Air Hogs 
FPV High 

Speed Race 
Car 

N N/A N/A N/A N/A 

Note: M = Meets control, N = Did not meet control, P = Partially meets control, U = Unknown, N/A = Not 
applicable. 

Static analysis of the smart toys found that Furby Connect and the R2-D2 Droid utilised BLE to 

establish a connection and communicate with their respective companion mobile applications. 

A review of available documentation, however, did not reveal what, if any, security mechanisms 

were utilised by each toy for authentication. This lack of documentation meant it was necessary 

to investigate the process at the packet level, and also highlighted how difficult it is for a 

parent/guardian to determine the security level of any toy purchased. 

Authentication in Bluetooth is usually achieved by a security procedure called pairing. Pairing 

involves an exchange of Security Manager Protocol packets between the two devices to 

generate a short term key (STK) on both sides. This key is then used to encrypt the link. As 

displayed in Figure 4.7, the pairing process may optionally continue to a further procedure called 

“bonding”, which generates and exchanges permanent security keys for data encryption 

(Bluetooth SIG, 2019). 

 

Figure 4.7. The BLE pairing process 
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Bluetooth SIG (2019) describes four pairing procedures for generating an STK, with each 

providing different levels of security: 

1. Numeric comparison: In this method, both devices display an identical six-digit value 

which the user is asked to compare and if they are the same, agree to connect. In LE 

Legacy Pairing, this method offers no protection against passive eavesdropping and 

MITM attacks. In standard Bluetooth pairing, this method provides some protection from 

MITM attacks. 

2. Just works: In this pairing method, the STK is generated using a known TK (often zero) 

and communicated in plain text on both sides. This method offers no protection against 

passive eavesdropping or MITM attacks. 

3. Passkey display: One device displays a randomly generated number which must be 

entered on the other device to pair. This method offers protection against MITM attacks. 

4. Out of band: In this method additional pairing data is transferred via a method other than 

BLE such as NFC. This method offers protection against MITM attacks. 

BLE devices determine the pairing method they will use in a communication session by sharing 

Attribute Protocol (ATT) values at layer 4 in the Bluetooth protocol stack, as seen in Figure 4.8.  

 

Figure 4.8. The BLE protocol stack. Reprinted from multihop real-time communication over BLE 
industrial wireless mesh networks by L. Leonardi, 2018, IEEE Access, 4 (1). 

Neither of the smart toys using BLE in this study had user input ability, and the pairing 

instructions given for these toys did not involve utilising NFC or any other method for data 

transfer. It was therefore determined by initial inspection that they used the “just works” method 

for pairing. To confirm this method, packet inspection was required. 
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In addition to a pairing method, a Bluetooth connection also operates in one of two possible 

security modes. The security mode used is determined as part of the pairing process. There are 

also three possible BLE security levels as follows: 

Security mode 1 – Security is enforced via encryption 

• Level 1: No security, the link is not encrypted. 

• Level 2: Unauthenticated encryption is used. Encryption standard used is AES-CMAC. 

• Level 3 or Secure Connections Only mode: Authenticated encryption is used via ECDH 

public key cryptography. 

Security mode 2 – The use of data signing enforces security 

• Level 1: Unauthenticated data signing is used. 

• Level 2: Authenticated data signing is used (Townsend et al., 2014). 

To confirm that the pairing method used by Furby Connect and the R2-D2 Droid was “just works” 

and to determine the security mode and level implemented for authentication, it was necessary 

to review the pairing process at the packet level. This pairing communication was captured using 

both the Adafruit BluefruitV2 sniffer and the Ubertooth1. Figure 4.9 shows the Adafruit 

BluefruitV2 (left) and the Ubertooth1 (right) devices used.  

 

Figure 4.9. The Adafruit BluefruitV2 BLE sniffer and the Ubertooth1 

Every Bluetooth device has an address that uniquely identifies itself to other Bluetooth devices 

called the Bluetooth device address (BD_ADDR). Two types of device addresses may be used 

as follows: 

• A public device address which is a fixed, factory-programmed device address that is 

registered with the IEEE registration authority and never changes. 
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• A random device address which is either dynamically generated at runtime or pre-

programmed on the device (Townsend et al., 2014). 

In order to follow a connection and capture the packets communicated only by the target device, 

it was first necessary to find the unique BD_ADDR for each smart toy.  

Each of the sniffing tools detected many Bluetooth devices when scanning Bluetooth advertising 

spectrum channels 37, 38, and 39. This spectrum noise made identifying the correct BD_ADDR 

for each smart toy a challenge. It was determined that the Kismet user interface most clearly 

outlined the device name and linked this with the BD_ADDR (MAC) as shown in Figure 4.10, 

and Kismet was therefore subsequently used to determine all smart toy BD_ADDRs. 

 

Figure 4.10. Kismet display of Furby Connect device name and MAC address details 

The BD_ADDR was then used to limit the packets monitored by the sniffer to just those sent to 

and from the target smart toy. The Ubertooth1 seen in Figure 4.11 was initially used to sniff the 

connection and pairing process of each toy. After attempting the pairing process 10 times with 

the first smart toy, it was determined that using channel 38 captured the most traffic, and future 

packet capture attempts were thereafter limited using the following commands: 

Ubertooth -btle -t eo:c6:dc:2c:3c:20 (-t used to limit the target BD_ADDR to the smart toy, in this 

case, Furby Connect) 

Ubertooth -btle -f -A 38 -r FileName01.pcap (-f used to follow the connection through the 

channels, -A to set the Ubertooth1 to monitor advertising channel 38 and -r to save the output) 
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Figure 4.11. The Ubertooth1 while capturing the traffic for the R2-D2 Droid.  

Due to the channel hopping nature of Bluetooth, the Ubertooth1 did not always manage to 

capture all of the packets involved in each exchange, and could not always successfully follow 

the conversation through the channels. It was therefore necessary to capture the pairing process 

of each smart toy another 10 times using the Ubertooth1 to obtain sufficient data to view the full 

pairing and communication practices of the smart toy and smartphone. 

Whilst the Ubertooth1 successfully followed a BLE exchange, the output into Wireshark 

appeared limited and this made the packet details challenging to interpret. The process of 

capturing the pairing of each smart toy was then repeated using the Adafruit BluefruitV2 sniffer 

as this purported to give additional supporting information within Wireshark. Figure 4.12 shows 

the BluefruitV2 actively capturing live communication. 

After selecting the nRF Sniffer (COM4) as the interface to be monitored, the Bluefruit Wireshark 

plug-in allowed the device and channel to be selected in the toolbar, as seen in Figure 4.12. 
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Figure 4.12. The Bluefruit Wireshark interface actively capturing live R2-D2 Droid broadcasting packets. 

A comparison of the packets collected using both the Ubertooth1 and the Bluefruit showed that 

both devices captured similar content, but neither captured the full pairing process of the devices 

on each attempt. However, the Bluefruit Wireshark interface provided more information to assist 

the identification of the flow of events, packet details, and protocols used. 

The pairing request and response packets exchanged by the smart toy and the smartphone 

establish the method of pairing and the security mode and level to be used in the communication. 

The pairing packet details contain the device IO capability; whether OOB authentication is 

available; and the authentication requirements of the device. Authentication requirements 

include whether it supports bonding, MITM protection, and Secure Connection Only mode. 

Maximum encryption key size and which keys the initiator and responder will create or distribute 

are also seen in the pairing packets. 

The full pairing procedure was captured for each smart toy using both the Adafruit BluefruitV2 

and Ubertooth1 and analysed in Wireshark. As can be seen in the pairing response packet 

generated during the pairing of Furby Connect with the smartphone in Figure 4.13, the IO 

capability is No Input, No Output. This confirmed that Furby Connect used the “just works” 

pairing process. The secure connection flag was set to “False”. As both devices involved in a 

communication must support LE Secure Connections to use this function, the connection 

between Furby Connect  and the mobile application must, therefore, have been using LE Legacy 

Pairing. 
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When used during LE Legacy Pairing, MITM protection enables an authenticated STK 

generation process. However, as can be seen in Figure 4.13, there is no MITM protection 

required for Furby Connect, and therefore the key generation process is unauthenticated.  

 

Figure 4.13. Pairing response packet from Furby Connect (Slave) to smartphone (Master) captured 
using the BluefruitV2. 

From the data collected and analysed during the pairing process, it was concluded that Furby 

Connect used just works, LE Legacy Security Mode 1, Level 2, unauthenticated pairing. 

When analysing the pairing packets details from the R2-D2 Droid, it was also found that the toy 

did not use an authenticated pairing process and paired using just works, LE Legacy Pairing, 

Security Mode 1, Level 2, unauthenticated. Figure 4.14 shows an R2-D2 Droid pairing response 

packet captured using the Ubertooth1. 

The only difference observed in the pairing options between Furby Connect and the R2-D2 Droid 

was that Furby Connect alone enabled bonding to occur. This can be seen by the enabled 

bonding flag in Figure 4.13. When bonding is used, a LTK is generated, and the devices can 

remain paired even during a reboot or when sleep mode is activated. 
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Figure 4.14. Pairing response packet generated from the R2-D2 Droid (Slave) to smartphone (Master) 

and captured using the Ubertooth1 

Just works and LE Legacy Pairing does not protect from a passive eavesdropper. As this pairing 

method uses a known value for the TK (often zero), it is a simple process to capture the pairing 

information and crack the STK using CrackLE; a custom-built command-line tool for cracking 

BLE. 

If the following packets are captured: CONNECT_REQ, LL_ENC_REQ, LL_ENC_RSP, 

LL_START_ENC_REQ using passive eavesdropping of the pairing process, the CrackLE tool 

can be used to find the STK and LTK. Figure 4.15 shows the successful capture of the R2-D2 

Droid smart toy packets as determined above, and Figure 4.16 shows CrackLE successfully 

cracking the key.  
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Figure 4.15. The successful capture of pairing packets required for CrackLE decryption 

 

Figure 4.16. Successful cracking of the Furby Connect encryption key using CrackLE 

Due to the pairing method and security level implemented in these toys, neither Furby Connect 

nor the R2-D2 Droid met the control requirements to be protected from insufficient authentication 

vulnerabilities. 
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The only smart toy chosen for testing that used Bluetooth Classic to communicate was the Kurio 

Watch 2.0. A documentation review identified that the Kurio Watch used Bluetooth version 3.0, 

which offers the same pairing methods as described earlier. 

By performing the pairing process between the smartphone Kurio Messenger application and 

the Kurio Watch, it was found that the Kurio Watch used a numeric comparison pairing method. 

In numeric  comparison, a six-digit number is displayed on each device and the user is required 

to confirm they are the same in order to pair. This process can be seen in Figure 4.17.  

 

Figure 4.17. Numeric comparison pairing between a Kurio Watch 2.0 and  Kurio Watch Messenger  

The numeric comparison method of pairing provides some protection from a MITM attack. The 

Bluetooth specification notes that with a six-digit numeric comparison, there is a 1 in 1,000,000 

chance of a MITM attack being successful (Bluetooth SIG, 2019).  

The Ubertooth1 was used to capture the pairing and communication at packet level between the 

devices, in order to confirm the Bluetooth security mode and level implemented on the watch. 

To successfully capture Bluetooth Classic traffic, the lower address part (LAP) of BD_ADDR 

must be determined. As can be seen in Figure 4.18, the Ubertooth1 identified the Kurio Watch 

LAP as LAP = 1d6261 using the command ubertooth -rx. 

 

Figure 4.18. Identification of LAP of Kurio Watch 
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Entering the LAP of the Kurio Watch into the Ubertooth1 command line enabled the discovery 

of the upper address part. After this discovery process, the Ubertooth1 detected packets only 

from this piconet. 

Despite pairing with the smartphone application a total of 20 times, the Ubertooth1 was unable 

to capture any identifiable pairing traffic between the watch and the phone. It is possible this was 

as a result of the Kurio Watch operating in Secure Connection Only mode, or that the Ubertooth1 

could not successfully follow the device through the spectrum hopping sequence to capture the 

pairing packets. The Bluetooth authentication security level was therefore unable to be 

determined for this device. 

The Kurio Watch did not meet the control criteria of use of strong passwords to protect against 

insufficient authentication vulnerabilities. No authentication mechanism was required to access 

the physical watch storage itself. The Kurio Watch stores a child’s PII, including “in case of 

emergency” information on the device, which includes sensitive contact and medical details. 

This is the only area of the watch that requires a password to be entered before accessing the 

contents; however, the password is a factory default four-digit pin that is publicly available in the 

information brochure as seen in Figure 4.19. At no stage in the Kurio Watch set up process does 

the device prompt or allow the user to change this password. This means that anyone who has 

seen the Kurio Watch information brochure can access this information and have the means to 

access and change the stored PII. 

 

Figure 4.19. Kurio Watch  user manual page showing factory-set password to access emergency details 

Two of the smart toys were found to use Wi-Fi rather than Bluetooth for communication, namely 

the Air Hogs FPV High Speed Race Car and Toy Mail Talkie Unicorn. To investigate whether 

these toys used secure authentication methods, the Wi-Fi communication packets between the 

smart toys and their companion mobile applications were captured using a TP-LINK TL-

WN722N Wi-Fi dongle and the Aircrack-ng suite of command-line Wi-Fi network security 

assessment tools from Kali Linux.  

The dongle was first placed in monitor mode to find and review the available Wi-Fi networks. As 

can be seen in Figure 4.20, the Air Hogs FPV High Speed Race Car BSSID was found 

immediately on channel 1, and the race car network identified as “Open”, meaning it was using 

no security protocols for authentication or encryption. 
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Figure 4.20. Identification of the Air Hogs FPV Race Car open network 

To confirm no authentication was required to join this network, the race car was paired with the 

smartphone companion application. No password was required to join this network and no other 

authentication procedures were required. Therefore, the Air Hogs FPV High Speed Race Car 

did not meet the control requirements to be secure against insufficient authentication 

vulnerabilities. 

The other smart toy using Wi-Fi for communication was the Toy Mail Talkie Unicorn. Rather than 

operate over an open network like the Air Hogs FPV Race Car, it was found that the Toy Mail 

Talkie Unicorn utilised the home Wi-Fi network for authentication and communication between 

the toy and the smartphone companion application. A personal Wi-Fi network with WPA2 

encryption was used to connect the Toy Mail Talkie Unicorn and capture the communication 

packets for investigation in Wireshark. WPA2-personal uses a PSK of between 8 and 63 ASCII 

characters for authentication. A four-way handshake is then performed between the devices to 

confirm security protocols and generate encryption keys for further communication. The 

communication between the Toy Mail Talkie Unicorn and the smartphone companion application 

was captured, and as seen in Figure 4.21, analysis of the packets in Wireshark confirmed the 

use of TLS 1.2. It also showed the completion of the four-way handshake to establish 

communication. 
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Figure 4.21. Toy Mail Talkie Unicorn authentication and communication establishment packets 

As demonstrated in Figure 4.21, the Toy Mail Talkie Unicorn met the requirements to satisfy 

secure Wi-Fi authentication control criteria and avoid insufficient authentication vulnerabilities. 

Despite using a secure authentication method, the Toy Mail Talkie Unicorn is only as secure as 

the home user’s network. Whilst secure if implemented robustly, a WPA2 personal network 

(when established with a dictionary word password of only eight characters) can be easily 

cracked. The test WPA2 Wi-Fi network used in this investigation was configured using a passkey 

of “password”, which was the fourth most breached password in 2019 (National Cyber Security 

Centre, 2019). 

The Aircrack-ng suite of command-line tools was used to capture the authentication 

communication between the Toy Mail Talkie Unicorn and the smartphone application. As can be 

seen in Figure 4.22, the WPA handshake was captured in these packets.  

 
Figure 4.22. WPA handshake captured by passively eavesdropping the communication between Toy 

Mail Talkie Unicorn and the smartphone application 
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Once the WPA handshake was successfully captured, the command-line tool took seconds to 

determine the passkey as seen in Figure 4.23. Once this passkey is known, the network is no 

longer secure. 

 

Figure 4.23. Successful cracking of WPA2 personal Wi-Fi network passkey 

The Toy Mail Talkie Unicorn was the only smart toy tested that required the user to set up an 

account on the mobile companion application before the toy could be used. The Toy Mail Talkie 

Unicorn user account contains confidential details about each child using the toy. The Toy Mail 

Talkie Unicorn account satisfied the authentication control use of a secure password, requiring 

a minimum 8-digit password using numbers and special characters as seen in Figure 4.24. It 

also satisfied the control use of secure password recovery mechanism. It did not, however, 

satisfy the control use of secure account lockout mechanism as it did not lock the account after 

30 failed login attempts. No account lockout allows the account to be vulnerable to a brute force 

password attack.  

 

Figure 4.24. Toy Mail Talkie Unicorn password reset function 

4.3.2 Vulnerability Area 2 – Insecure Data Transfer  
Securely transferring data across any network, including Wi-Fi, Bluetooth, and ethernet, involves 

using encryption to prevent against the possibility of data alteration or theft (El Mouaatamid et 
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al., 2016). To assess whether the smart toys in this study used secure data transfer methods, 

an analysis of data transfer between the smart toys and their companion applications was 

performed to look for any unencrypted data sent and any encryption standards used.  

A summary of the overall findings for this vulnerability area can be seen in Table 4.3. 

Table 4.3. Summary of findings in vulnerability area 2 – Insecure data transfer 

Smart toy Communication is encrypted Secure encryption protocols 
used for all communication 

Furby Connect P N 

Toy Mail Talkie Unicorn M M 

R2-D2 Droid P N 

Kurio Watch M U 

Air Hogs FPV High Speed 
Race Car N N 

Note: M = Meets control, N = Did not meet control, P = Partially meets control, U = Unknown, N/A = Not 
applicable. 

The Toy Mail Talkie Unicorn met all of the control criteria to protect against insecure data transfer 

vulnerabilities. No unencrypted data was observed in any of the packets captured for inspection, 

and as can be seen in Figure 4.25, all data transmitted and received by this toy was encrypted 

using TLS 1.2. 

 

Figure 4.25. Encrypted Toy Mail Talkie Unicorn application data viewed in Wireshark 

In contrast, the controls in this area of vulnerability were not met by the Air Hogs High Speed 

Race Car, which used no encryption at all to transmit images and video files over Wi-Fi. The 

race car captures and saves photographs and real-time video from its onboard camera, and 

anyone intercepting this unencrypted data stream could potentially recreate the layout of the 

house where the toy was being used, and identify the child using the toy by viewing these 

images. Figure 4.26 shows an unprotected (unencrypted) data frame captured during the race 

car operation. 
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Figure 4.26. Air Hogs FPV High Speed Race Car unencrypted data frame as viewed in Wireshark 

The Kurio Watch met the control use of encryption as the Ubertooth1 was unable to capture any 

data sent in the clear. Due to the difficulty in capturing and following the pairing packets between 

the watch and its companion application, the nature of the encryption used was undetermined. 

Figure 4.27 shows encrypted Kurio Watch data captured by Ubertooth1 and examined in 

Wireshark. 
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Figure 4.27. Kurio Watch encrypted data packet captured and viewed in Wireshark 

Furby Connect and the R2-D2 Droid both partially met the control requirements in this area. 

When data packets exchanged by each of these toys were viewed in Wireshark, both encrypted 

and unencrypted data packets were observed. As found when observing the authentication and 

pairing packets of these toys, both used LE Legacy Security Mode 1, Level 2 which can encrypt 

data for confidentiality using AES-CCM, a secure encryption protocol. However, confirmation of 

this protocol use could not be obtained. 

4.3.3 Vulnerability Area 3 – Insufficient Privacy Protection 
To determine whether the smart toys implemented the controls required for adequate privacy 

protection, a full review of each of the toys set up and operational processes was undertaken. 

Privacy policies were obtained wherever possible and examined for comprehensiveness against 

the test criteria, and all data and permissions requested by the smart toy and the companion 

application were recorded. 

A summary of the overall findings for this vulnerability area can be seen in Table 4.4. 
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Table 4.4. Summary of findings in vulnerability area 3 – Insufficient privacy protection 

Smart toy Reasonable 
PII collection 

Comprehensive 
privacy policy 

Privacy 
support 

mechanisms 

Acceptable 
parental 
control 

mechanisms 

Use of 
random 
unique 
device 

identifier 

Furby 
Connect P P M N P 

Toy Mail 
Talkie 

Unicorn 
N P M N U 

R2-D2 Droid P P M N N 

Kurio Watch N P M N N 

Air Hogs FPV 
High Speed 
Race Car 

M P M N U 

Note: M = Meets control, N = Did not meet control, P = Partially meets control, U = Unknown, N/A = Not 
applicable. 

The control criteria for reasonable PII collection was only fully met by one toy—the Air Hogs FPV 

High Speed Race Car. The race car required no user account to be established, and no personal 

data was requested during set up or use of the toy. The Kurio Watch and the Toy Mail Talkie 

Unicorn did not meet the control criteria, as both toys requested numerous types of PII during 

setup. The Kurio Watch requested first and last names, birthday, and even a child’s favourite 

colour during the setup process as seen in Figure 4.28. There was no option to skip this input 

and still operate the watch. The watch then requested additional optional information such as 

blood type, allergies, emergency contacts and insurance details. 

 

Figure 4.28. Kurio Watch setup process 
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The Toy Mail Talkie Unicorn also did not meet this control as it collected both parent and child 

information during set up of the account. It requested details such as names, birthdates, location, 

and photographs from the user.  

Furby Connect partially met the control criteria for reasonable PII collection, as although no 

personal details were requested during the initial set up of the toy and the companion application, 

in order to view the privacy policy from within the application the user’s birthdate had to be 

entered. The Furby Connect World App also collected additional user data such as payment 

details in order to make purchases from the within the application.  

The R2-D2 Droid also partially met this control. The application requested the user enter their 

age during the setup process, and did not allow set up to continue if this was not completed. If 

the age entered was over 13, an optional email address was then requested. This is explained 

in the privacy policy as a required step to ensure the details of younger children are not collected; 

however, as an email address is not required for the operation of the toy it seems unnecessary.  

A full list of information requested by the smart toys and their companion applications can be 

seen in Table 4.5. Permissions requested by the toys companion applications can be seen in 

Table 4.6. 

Table 4.5. PII requested by smart toy and companion applications during set up and use 
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Table 4.6. Permissions requested by the toys companion applications during set up and use 

 

P
ho

to
s,

 m
ed

ia
, f

ile
s,

 
an

d 
st

or
ag

e 

C
on

ta
ct

s 

B
lu

et
oo

th
 s

et
tin

gs
 

Ta
ke

 p
ic

tu
re

s 
 

M
ic

ro
ph

on
e 

R
ec

or
d 

vi
de

o 

D
ev

ic
e 

lo
ca

tio
n 

 

R
ec

or
d 

au
di

o 

C
al

l h
is

to
ry

 

Furby  Connect Y  Y    Y   

R2-D2 Droid Y  Y  Y  Y Y  

Kurio Watch Y Y   Y  Y Y Y 

Air Hogs High Speed 
FPV Race Car Y   Y  Y Y   

Toy Mail Talkie 
Unicorn Y Y  Y Y  Y Y  

 

All of the smart toys tested partially met the control criteria for comprehensive privacy policy. 

The R2-D2 Droid, Furby Connect, and the Toy Mail Talkie Unicorn all had privacy policies written 

explicitly for the toy, whereas the Kurio Watch and the Air Hogs High Speed FPV Race Car only 

linked to generic company privacy policies with no specific references to the toy being tested. 

Privacy policy links were available for Furby Connect, Toy Mail Talkie Unicorn and the Air Hogs 

High Speed FPV Race Car from within the companion applications, from the application stores, 

and from the toys’ websites. The R2-D2 Droid did not have a toy-specific privacy policy available 

from the website; however, this toy required the user to accept both the privacy policy and the 

terms of use before opening and accessing the companion application. The Kurio Watch generic 

company privacy policy was available from the application store and the website; however, there 

was no link within the companion application itself. 

All of the toys assessed displayed the last updated date in their privacy policies. It was observed, 

however, that the Kurio Watch policy had not been updated since July, 2013, which did not seem 

recent enough considering the considerable changes in privacy legislation seen globally in the 

previous five years. All of the toys except the Toy Mail Talkie Unicorn also described the method 

with which changes to their policies would be communicated to users.  

Each of the privacy policies described the data types collected and their use by the various 

companies. None of the toys however adequately outlined data retention periods. Only Furby 

Connect and Toy Mail Talkie Unicorn referred to data retention in their privacy policies, and 

neither were specific as to how long they would retain data collected. Toy Mail Talkie Unicorn 

specified that data is kept as long as the user is a Toy Mail customer, but does not explain how 

they define who a customer is. Hasbro (Furby Connect) stated it would retain the data collected 

as long as it deems necessary. 
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The Toy Mail Talkie Unicorn and Air Hogs FPV Race Car privacy policies both partially identified 

data storage location by stating that their data is stored both inside and outside the United 

States. Neither the Kurio Watch nor the R2-D2 Droid policy addressed where user data was 

stored. The Furby Connect policy met this criterion by stating that data is stored within the United 

States. It goes on to state, however, that other storage locations are not ruled out in the future. 

All of the smart toys met the control criteria for privacy support mechanisms. Each toy tested 

provided a dedicated email contact address to address privacy concerns with both the Furby 

Connect and the Toy Mail Talkie Unicorn companies taking the additional step of engaging a 

third-party organisation to complete this service. 

In contrast to the above, none of the smart toys tested met the control requirements for 

acceptable parental control mechanisms. These findings back up previous research seen in the 

literature review that concluded that parental controls for use in IoT devices are not well designed 

or widely implemented to date (De Lima Salgado et al., 2017). None of the toys tested allowed 

a parent to delete data collected and stored by the physical toy. For example, there is no way to 

delete voice messages stored locally on the Toy Mail Talkie Unicorn, and parents must send a 

request to the company to delete any PII held on their servers.  

The Kurio Watch may be returned to factory settings, effectively removing any data collected, 

and the companion application deleted from the user’s smartphone. A parent or guardian may 

also request the company suspend from collecting any further data; however, the deletion of any 

data collected and held by the company to date is not addressed in the Kurio Watch policies.  

The Furby Connect, Air Hogs FPV High Speed Race Car, and R2-D2 Droid privacy policies each 

stated that they will delete personal information held upon request. However, Hasbro (Furby 

Connect) and Sphero (R2-D2 Droid) also stated that they will complete this only to the extent 

that they are required to do so by applicable law. These statements emphasise the reliance that 

consumers of these products have on legislation for privacy protection.  

The ability to physically track the location of a child is a privacy concern that has been expressed 

in recent years by the FBI (FBI, 2017). All portable devices, including smart toys that operate 

over Wi-Fi or Bluetooth, have a unique 48-bit identifier called a MAC or Bluetooth MAC address. 

This address is used to identify the source and destination of communication frames (Townsend 

et al., 2014) and is synonymous with the smart toy, and therefore, potentially the child using the 

toy. Physically identifying and tracking a child becomes possible if the toy uses a static MAC 

address or if the unique identifier broadcast during communication consists of the user’s PII.  

MAC address randomisation and BLE privacy features prevent this scenario by replacing fixed 

addresses with random values that change over a fixed time interval (Townsend et al., 2014). 

To test the smart toys and determine whether they used random unique device identifiers, the 

toys broadcast packets were captured and observed over several days, both before pairing with 

another device, and after being paired with a trusted device.  
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Furby Connect only partially met the criteria use of random unique device identifier as the toy 

advertised using the same MAC address (e0:c6:dc:2c:3c:20) every time the toy was unpaired, 

allowing for easy detection. Investigation of the pairing packets captured in Wireshark however 

also showed that the toy could implement the LE privacy feature once paired. The exchange of 

an identity resolution key (IRK) during the pairing process, as seen in Figure 4.29, allowed the 

Furby Connect to create and resolve random MAC addresses for subsequent use while paired. 

 

Figure 4.29. Furby Connect pairing packet showing the exchange of an IRK 

The R2-D2 Droid however, did not meet the criteria for this control. The toy broadcast the same 

MAC address throughout the study, and an inspection of the pairing packet exchange within 

Wireshark, as shown in Figure 4.30, showed no generation of an IRK for enabling LE privacy 

functions. 
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Figure 4.30. R2-D2 Droid pairing response packet exchange within Wireshark 

The Kurio Watch also did not meet the criteria for this control. After completing the process of 

setting up, detecting, and pairing with the watch, it was apparent that the watch used user-

inputted information, i.e., username, to create its unique identifier. As seen in the series of 

images in Figure 4.31, the watch requested the user to input their name along with many other 

personal details such as medical information as part of the setup process. The username “NIC” 

was entered during testing and was subsequently used by the watch as its advertising name 

when broadcasting its presence to other devices.  

   
Figure 4.31. Kurio Watch set up process using username to create the device identifier 

The use of a child’s name to publicly broadcast a device, such as seen here, potentially allows 

an individual child to be identified and tracked. 

4.3.4 Exclusions 
Three toys that were outlined in the method were unable to be tested for a variety of reasons. 

Star Lily Unicorn could not be paired with its companion application using the smartphone model 

used for testing. It only supports a limited range of smartphones and versions of iOS and Android 
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OS, which are now outdated. The company has no plans to add support for any more modern 

OS or devices, despite the unicorn still being available for sale online from many international 

retailers. Without the ability to pair with a companion application, the unicorn is essentially a 

standard plush toy with no smart features. 

Between defining the method for this research and starting the physical toy testing, CogniToys, 

the company who produce the Dino appear to have gone out of business. Despite the application 

still being available from the Google Play Store at the time of this research, it was unable to be 

used, and the backend server appears to have been decommissioned. An email to the support 

address failed to deliver and was returned. This has unsurprisingly upset many consumers who 

purchased the CogniToys Dino, which continues to be sold online by some retailers.  

The Toy-Fi Teddy mobile companion app was also withdrawn from the Google Play Store before 

the physical testing was completed, with no official comment explaining why.  

Each of these scenarios raises questions around the ability for toy companies to provide ongoing 

support for smart toys and their companion applications. The inability to maintain adequate 

support, including providing essential security updates for the toy’s firmware and the companion 

applications, may leave customers exposed to future vulnerabilities. It is also unclear what 

happens to the PII previously collected by companies such as CogniToys who then fail to remain 

in business. 

4.3.5 Summary of Physical Test Findings 
In summary, none of the smart toys tested met all of the security control criteria to prevent 

vulnerabilities in all three areas in scope. The Air Hogs FPV High Speed Race Car was the only 

toy that did not collect excessive PII; however, it met the least number of overall controls. The 

Toy Mail Talkie Unicorn met the most security controls, showing sufficient protection in the areas 

of authentication and data transfer. It failed to meet the criteria necessary to protect privacy, 

however, by not implementing any parental data control mechanisms and collecting 

unnecessary PII. Whenever a smart toy does not fully meet the controls specified, there remains 

some element of potential security or privacy risk for the user. 

Table 4.7 summarises the overall result for each smart toy. 

Table 4.7. Summary of physical test findings for each smart toy 

Smart toy Insufficient authentication 
controls 

Insecure data transfer 
controls 

Insufficient privacy 
protection controls 

Furby Connect Does not meet Partially meets Partially meets 
Toy Mail Talkie 

Unicorn Meets Meets Partially meets 

R2-D2 Droid Does not meet Partially Meets Partially meets 
Kurio Watch Does not meet Unknown Partially meets 

Air Hogs FPV 
High Speed 
Race Car 

Does not meet Does not meet Partially meets 
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4.4 Conclusion 

Chapter 4 has reported the findings of both an online survey of New Zealand parents and 

guardians determining levels of concern and awareness around smart toy security and privacy, 

and the physical testing of a group of smart toys determining vulnerabilities in the toys. 

The survey has confirmed that high levels of concern and low levels of awareness exist around 

smart toy security and privacy. The physical security testing has demonstrated that weaknesses 

in all three vulnerability areas tested exist in smart toys in New Zealand. Chapter 5 will further 

discuss these findings, linking them to the literature review and using the results to answer the 

main research question and sub-questions posed by this study. 
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Chapter 5: Discussion  

5.1 Introduction 

Chapter 4 presented the findings from the survey and the physical security testing of a group of 

smart toys. These findings were obtained using methods derived from a review of similar studies 

and industry-standard methodologies and are presented in Chapter 3.  

The aim of Chapter 5 is to provide an analysis of the findings presented in Chapter 4, and discuss 

their relationship to the issues of smart toy security and privacy outlined in the literature review. 

The main research question and sub-questions introduced in Chapter 3 are answered using 

these findings. 

This chapter consists of four sections. Section 5.2 answers the research sub-questions and 

hypothesis posed in Chapter 3, and discusses whether the findings reflect, advance, or 

contradict previous relevant research presented in the literature review. Section 5.3 answers the 

main research question, thereby satisfying the overall aim of this study. Additional discussion of 

key findings from this study is presented in Section 5.4. Finally, based on all findings, Section 

5.5 presents recommendations for strengthening user privacy and security in the smart toy 

environment.  

5.2 Research Sub-Questions 

Three sub-questions were posed in Chapter 3 to assist in answering the main research question. 

The following sections answer each of these sub-questions. 

5.2.1 Sub-Question 1 
SQ1. What level of privacy and security concern do New Zealand parents and guardians have 

regarding smart toy use? 

Answer:  

The findings show that New Zealand parents and guardians have a high level of concern around 

both the privacy and the security risks of smart toy use. 

Discussion: 

The results from this study support the literature findings discussed in Chapter 2 that concluded 

international concern was growing in this area (Tang & Hung, 2017). This high level of global 

concern suggests that manufacturers of smart toys should consider placing more attention on 

this area, and focus on addressing the security and privacy concerns that parents are 

expressing.  

The literature review found smart toy companies have been slow to respond to privacy concerns, 

with many privacy policies reportedly hard to read, and residing in unhelpful locations (Alonso 

et al., 2016; Tang & Hung, 2017). Evidence from the physical testing phase of this research, 

however, shows that this situation has improved. All toys tested had dedicated support functions 
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to address customer privacy concerns, and most had easy to locate privacy policies available in 

multiple locations. Addressing privacy concerns from parents and guardians demonstrates that 

smart toy companies are starting to recognise the importance of children’s privacy issues. 

Security concerns, however, have not been similarly addressed by the smart toy industry. The 

literature review described companies shifting more responsibility for security onto the customer 

(Kshetri & Voas, 2018), and failing to remedy known security vulnerabilities (Mahmoud, 2018). 

This lack of response to security concerns was backed up by the results of this study, which 

found a lack of security controls implemented on many of the toys tested, as seen in Section 

4.3. Additionally, only limited public information was available about the specific technical 

security measures implemented in the toys assessed. This absence of comprehensive 

information also demonstrates a lack of responsiveness by smart toy companies to user concern 

in this area.  

Failing to fully address the demonstrable user concern around security and privacy risks may 

ultimately lead to a lack of trust in the industry by New Zealand parents and guardians. Each toy 

tested in this study requested permissions for multiple types of user data and mobile device 

access, as seen in Section 4.3.3. Most of this data is currently used for product improvement 

and therefore, ultimately to increase customer satisfaction, the number of smart toys sold, and 

the subsequent profit for the companies producing them. The toy industry has expressed 

concern around stronger regulation of children’s data leading to an inability to improve their 

products (Tang & Hung, 2017). Should security concerns remain unaddressed by these 

companies, New Zealand parents and guardians may become unwilling to share data and start 

to demand the stronger regulation that smart toy companies wish to avoid. 

The high levels of concern shown by participants in this study are unlikely to reduce until the 

smart toy industry has addressed security and privacy concerns adequately, and demonstrated 

a track record of smart toy safety. As the literature review described several recent security 

issues and data breaches, the conditions required to reduce this concern still seem some way 

off. 

5.2.2 Sub-Question 2 
SQ2. What level of privacy and security awareness do New Zealand parents and guardians have 

regarding smart toy use? 

Answer:  

The findings show that New Zealand parents and guardians have a low level of awareness 

regarding the privacy and security risks of smart toy use. 

Discussion: 

Awareness was measured in five areas, as follows: 



98 

Knowledge of the Technical Capabilities of Smart Toys 

The findings of this study indicate that parents and guardians know less about some smart toy 

capabilities, such as pervasive internet connectivity and the use of sensors than others, such as 

speaker and camera functionality. This may be because these features are not immediately 

apparent to the eye, and work in the background of a play session without the need for any user 

control. Unawareness of these features, however, may expose users to a higher risk of suffering 

a privacy or security breach as they may not take protective measures to prevent this occurring.  

For example, the findings seen in Section 4.3.3 show that security controls developed to prevent 

the physical location tracking of a child are not evident in all smart toys. Lack of physical security 

controls combined with a lack of user awareness around the ability for a toy to have location 

tracking capability, leads to an enhanced risk of a child being tracked without the knowledge of 

their parent or guardian.  

Understanding a smart toy’s technical capabilities is additionally complicated, as smart toy 

manufacturers often avoid technical jargon when promoting their products. The link between a 

smart toy’s advertised features, such as “Easy connectivity” or “Interactive games”, and the 

underlying technical capabilities that enable these features such as GPS and Bluetooth Smart, 

may not be apparent to the general consumer. Highlighting the risks associated with some of 

these underlying capabilities is one area that is important for end-users to remain safe, but where 

responsibility remains unclear.  

Knowledge of Common Potential Smart Toy Security and Privacy Risks and 
Vulnerabilities 

The findings in Section 4.2.2.4 indicated a gap in knowledge around potential smart toy security 

risks and vulnerabilities. Without an understanding of the current vulnerabilities found in these 

toys, a parent or guardian may believe they are safer than they actually are. Conversely, 

understanding that a smart toy cannot receive security updates could allow a user to make an 

informed decision on how long they keep a toy operational. Much like the knowledge that meat 

is only safe to eat within a set time, the awareness that a smart toy is protected against known 

malware for a limited period only could help a user to understand and mitigate any risks the use 

of this product may pose. 

Another vulnerability that was not widely understood by New Zealand parents and guardians 

was the ability for smart toy content to be intercepted and changed. Both the literature review in 

Chapter 2 and the physical test findings in Section 4.3.1 confirmed that this vulnerability exists 

in smart toys available to New Zealanders. The use of unauthenticated Bluetooth pairing, 

insecure Wi-Fi networks, and unencrypted data transmission, as demonstrated in the results of 

this study, allow for the possibility of valid smart toy content to be replaced with objectionable 

material. Low awareness of this risk by users may mean that smart toy manufacturers continue 

to use technology susceptible to this, as they receive no demands for change. Education on the 

vulnerabilities that may exist in the smart toy environment may assist parents and guardians 

protect themselves, and give them the knowledge to advocate for stronger technical security 

controls in these products. 
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Knowledge of the Data Procedures Used by Smart Toy and Affiliate Companies 

The results in Section 4.2.2.1 show that many New Zealand parents and guardians are unaware 

of where smart toy companies store the data they collect, and in particular, that this data can be 

sent and stored offshore. This issue appears to be compounded by the findings from the physical 

toy testing phase of this study, which show that smart toy privacy policies do not always disclose 

this information.  

Whilst many countries are tightening their data privacy laws, the literature review highlighted 

how different jurisdictions could currently have very different privacy legislation (Moini, 2017). It 

is therefore essential  for a user to know where their data is stored to understand the laws that 

apply to its use. The results from this study prove that this is not always possible due to the lack 

of information shared by smart toy companies. This situation should be addressed to allow 

customers to be fully informed of what they agree to when they use a smart toy and share 

children’s data. 

Research indicates that technology product manufacturers are one of the heaviest users of the 

cloud (Zachary, 2019). The use of cloud-based data storage, however, may complicate the 

ability for any smart toy companies to achieve data location transparency. By its inherent design, 

multi-tenanted virtual storage allows data to be hosted and backed up across multiple locations, 

adding to the challenge of knowing exactly where data is held at any one time. While this form 

of storage makes economic sense for many companies, it is not the only available option. 

Companies using cloud storage need to ensure that cloud service providers are adapting to 

satisfy new data regulations such as the GDPR and provide enough specific details regarding 

where data resides. Ensuring the location of sensitive data such as children’s PII is fully known, 

is key to providing further transparency to parents and guardians about where their data is held 

and fixing this current gap. 

Overall, the results of this study indicated that the understanding of how smart toy companies 

use the data they collect is low. This low awareness is apparent, despite findings from the 

physical inspection of the toys showing that all smart toy privacy policies declared the types of 

data collected and how it would be used. These results suggest that the information within 

privacy policies is either not read or understood by users, and that new and more effective ways 

of informing and educating parents and guardians, beyond the use of written policies, needs to 

be investigated. 

One toy tested in this study (the R2-D2 Droid), forced the user to read and accept their privacy 

policy before allowing any access to the mobile companion application. This compulsory step 

during the set up procedure could be a design other smart toy companies could adopt to 

emphasise the importance of reading this information. However, the R2-D2 Droid privacy policy 

itself was still a traditional, wordy, text-only document. This form of communication may not 

appeal to all users or be an effective way to convey privacy information as it assumes a 

reasonable level of written literacy which all users may not possess. 
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A low level of awareness of how data is used could ultimately lead to unwelcomed surprises if 

parents give uninformed consent for companies to use their child’s data, and it is subsequently 

sold or used for purposes beyond the original intent. For example, a child’s future application for 

health insurance or finance may potentially be negatively impacted if data such as medical 

information is shared to a third party without their knowledge. As smart toys become more 

prevalent in society, the opportunities for the misuse of children’s data will increase. Therefore, 

it becomes imperative to fully understand the data procedures used by companies handling 

children’s data to avoid future hurt. 

Knowledge of Data Protection and Privacy Law/Legal Aspects in New Zealand 

The results of this study seen in Section 4.2.2.4 found a deficient level of understanding and 

awareness around data protection and privacy law by New Zealand parents and guardians. Of 

concern is the perceived belief that current New Zealand legislation will protect a user’s data 

from all misuse by international toy companies. 

This misperception is unhelpful, as the physical test findings in Section 4.3.3 also showed that 

some smart toy companies only agree to delete personal information held to the extent with 

which they are required to by law. If New Zealand parents and guardians believe that legislation 

protects them more than it does, and toy companies only comply with customer requests if they 

are legally bound to do so, a New Zealand user may find themselves unable to exercise the 

amount of control they would like or expect to have over their data once it has been shared. 

Overestimating the level of protection that New Zealand legislation gives also means parents 

and guardians may not pay close attention to stated data privacy policies, incorrectly believing 

they do not need to worry about how smart toy companies handle their child’s data.  

Reform of New Zealand’s Privacy Act is proposed in 2020, which would strengthen the current 

privacy law by introducing more regulations, including increased cross-border data protection 

(Office of the Privacy Commissioner, n.d.). The findings of this study support the need for these 

legislative changes, as they may go some way to aligning the current legislation with the 

expectations of the law seen by parents and guardians in this study. The proposed changes are 

yet to be approved or actioned, therefore New Zealand parents and guardians continue to make 

decisions in this area without adequate knowledge. Should the changes be passed into law, this 

could be a good opportunity to publicise and educate New Zealanders around what New Zealand 

privacy legislation covers and what it does not, and thereby reduce any misperceptions currently 

held. 
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Knowledge of Security and Privacy Protection Strategies 

New Zealand parents and guardians showed a high level of awareness around security and 

privacy protection strategies, particularly in areas of older and familiar areas of technology risk 

such as password selection. Protection strategies for newer technology features such as the 

location tracking feature now commonly seen in smart toys was lacking. These results suggest 

that knowledge and awareness of how to mitigate risk grow the longer a technology is in use.  

With the fast rate of technological advancement and the potential safety consequences of not 

implementing protection strategies for technology used by children, this learning curve must be 

accelerated. Society as a whole shares the responsibility to protect its vulnerable members and 

therefore, to educate parents and guardians on how to protect their families from the risks 

involved with using smart toys. New methods to highlight evolving technology risks and potential 

protection strategies need exploring. 

Male Versus Female Awareness of Smart Toy Security and Privacy Risks 

Overall this study has highlighted that males have a greater knowledge of smart toy security and 

privacy risks than females. Whilst exact numbers are unknown, most literature agrees that 

women are responsible for a higher percentage of all household and consumer purchasing than 

men (Bloomberg, 2018). Along with often being the primary caregivers of children in society, this 

suggests it is New Zealand women who may ultimately decide whether to purchase a smart toy 

for a child. The lower level of awareness demonstrated in this study by females around the risks 

of these products, could mean those without enough knowledge of how smart toys can be safely 

used are purchasing the majority of these toys in New Zealand. This may subsequently increase 

the overall risk to children from these products. An investigation into why such a difference in 

knowledge was seen between genders in this study may allow new education strategies to be 

formed to close this gap and reduce the risk it currently presents to families. 

Level of Education and Smart Toy Security and Privacy Risk Awareness 

This study found that on average, the higher the level of education a parent or guardian held, 

the higher the level of awareness they had around privacy and security risks. These results give 

an insight into how New Zealand could lower the risk these products potentially pose in the 

community by clearly identifying where education on privacy and security issues would be most 

beneficial.  

All New Zealand households have equal rights to purchase technology, and therefore all 

households should have equal opportunity to understand any risks their purchases may present. 

Users with lower levels of education may have less ability to comprehend the currently available 

privacy policies, once again highlighting the need for alternative education methods.  

While parents and guardians are ultimately responsible for the safety and wellbeing of any child 

in their care, more diverse communication methods around technology risk may also assist in 

informing children themselves around the implications of using these products. The literature 

review suggested children are often unaware of how smart toys can monitor them (McReynolds 
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et al., 2017), and therefore arming children with more knowledge around their toys seems 

sensible so that they can adjust their behaviours in response to this information. 

Strategies to increase the knowledge of privacy and security risks in smart toys, outside of formal 

education, perhaps using methods such as video demonstrations or graphical systems, should 

therefore be investigated to lift the awareness of both adults with a lower level of formal 

education and the children that use these smart toys.  

5.2.3 Hypothesis 
H1. A higher level of participant concern around smart toy privacy and security risks will correlate 

to a higher level of participant awareness around these risks. 

Answer:  

The results confirm a positive correlation between the level of concern and the level of 

awareness. 

Discussion: 

Whilst the findings from this study confirmed that greater concern over privacy and security risks 

was seen in those with higher levels of knowledge or awareness around these risks, the 

correlation was small. This correlation suggests that increasing levels of knowledge may lead to 

increased levels of concern; however, the survey results showed that high levels of concern of 

the potential risks of smart toys could also exist without high levels of awareness. Further 

research is required to fully understand this tenuous relationship and determine how one factor 

may influence the other either positively or negatively. 

5.2.4 Sub-Question 3 
SQ3. What common security and privacy impacting vulnerabilities are found in smart toys 

currently available for purchase by New Zealanders?  

Answer:  

1. Insufficient authentication vulnerabilities including unauthenticated Bluetooth pairing, 

unauthenticated Wi-Fi connections, insufficiently strong passwords, and insecure 

account lockout mechanisms were found. 

2. Insecure data transfer vulnerabilities, including no use of encryption for communication 

were found. 

3. Insufficient privacy protection vulnerabilities including unreasonable PII collection, non-

comprehensive privacy policy, no acceptable parental control mechanisms, and no use 

of a random device identifier were found. 

Discussion: 

Security vulnerabilities were assessed in three areas as follows. 
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Insufficient Authentication 

The results of this study reflect previous international research that demonstrated smart toys 

use insecure Bluetooth or Wi-Fi implementations. Additionally, this study found weaknesses in 

passwords used and password lockout mechanisms.  

While the literature review discussed the difficulty in securing IoT devices such as smart toys 

(Sha et al., 2018), it also highlighted advances made in some areas that allow the 

implementation of additional security (Townsend et al., 2014). All of the insufficient 

authentication vulnerabilities found in this study are known, and many are seen in previous 

research outlined in Chapter 2. This is concerning as it highlights that smart toy companies are 

not responding or adding security functions to their products, despite being made aware that the 

vulnerabilities exist. 

Insufficient authentication may allow unauthorised access to the smart toy network and data. If 

unauthorised access is gained, negative impacts could include data loss, manipulation, or theft. 

Inappropriate data could also be inserted into the communication stream, or the user could lose 

control of the smart toy altogether.  

Two of the smart toys studied were found to use BLE with legacy pairing methods that do not 

allow authentication to occur. Subsequent Bluetooth releases have introduced Secure 

Connection Only modes and alternative pairing methods that allow the implementation of full 

authentication. Smart toy companies must find a way to incorporate these new standards into 

their toys to respond to consumer concern and mitigate these risks. 

One smart toy studied used an open Wi-Fi network with no security measures. The dangers of 

open Wi-Fi networks are well documented (Bencie, 2017; Dolly, 2018), and their use can only 

suggest that smart toy manufacturers are still not sufficiently considering security and privacy 

risks when designing their toys. These findings support literature that suggests manufacturers 

are placing too much emphasis on ease of use and keeping development costs low, instead of 

implementing security and privacy features on smart toys, ultimately endangering the end-users 

of these products, namely children.  

Insecure Data Transfer 

The findings in this area showed a mixed but ultimately more positive outlook than results seen 

in the previous research discussed in Chapter 2.  

The literature review highlighted many issues and challenges involved in implementing secure 

encryption protocols within the IoT environment (El Mouaatamid et al., 2016). Some of the smart 

toys evaluated in this study have found ways to use traditional secure network encryption 

protocols such as TLS over the home Wi-Fi network. These results show it is feasible to design 

smart toys that fulfil secure data transfer needs.  

While additional steps may be required in the set up process to join a secure network, the level 

of parental concern around safety shown in this study suggests customers would be willing to 

sacrifice some usability for a more secure product overall. Smart toy manufacturers could 
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consider using robust security practices as a marketing tool to offset any perceived 

inconvenience from the addition of these security steps. 

Insufficient Privacy Protection 

The findings in this area were very mixed and seem to demonstrate that smart toy companies 

are responding to increasing privacy concern by implementing robust privacy protection 

practices in some areas, while ignoring other perhaps more challenging areas altogether. 

The ability for parents and guardians to have control over the data a smart toy collects and stores 

is one area that appears to have made little progress. The literature review highlighted the 

necessity of parental controls, but also the ethical questions that remain unanswered in this 

area, such as what level of monitoring of child’s play by parents is appropriate (Jones & Meurer, 

2016). These unresolved ethical dilemmas may have hampered the progress of implementing 

technical parental controls, and further research to clarify this space may prompt the 

development of these necessary features for smart toys. 

Without parental controls available on these toys, a parent or guardian has limited ways in which 

they can protect their child from any potential data misuse. None of the toys studied in this 

research implemented robust parental control mechanisms, leading to scenarios such as stored 

audio files being unable to be deleted from toys, and PII residing in mobile applications beyond 

its use. Any data that is stored unnecessarily presents additional opportunities for data theft or 

modification that could easily be avoided by its erasure. Providing mechanisms by which a 

parent or guardian can monitor and delete captured data would ultimately reduce the attack 

surface of these toys.  

5.3 Main Research Question 

The overall aim of this study was to answer the following main research question: 

Q1. Do smart toys pose a security or privacy risk to users in New Zealand? 

Answer:  

Yes, smart toys pose some security and privacy risks to New Zealand users.  

Discussion: 

The combination of low levels of smart toy security and privacy awareness seen in this study, 

and the physical testing results that demonstrate security and privacy vulnerabilities exist in 

some smart toys available for purchase, lead to the possibility of New Zealanders having their 

security or privacy negatively impacted by using smart toys.  

The level of risk this poses, however, varies greatly depending on the choice of individual smart 

toy and how it is used. Some smart toys pose less risk than others, either by implementing 

stronger physical controls or by not collecting and using PII. Smart toys that require 

authentication, use secure transport mechanisms, and refrain from collecting excessive personal 

information, leave little opportunity for a privacy or security issue to occur and therefore could 
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be deemed lower-risk items. In contrast, those that do not implement any physical control 

mechanisms and collect and handle PII are vulnerable to a variety of privacy and security 

attacks, and present many opportunities for user exploitation. 

How a smart toy is used and whether a parent or guardian implements protective mechanisms 

in the wider environment may also influence the level of risk presented by a smart toy. Some 

smart toys offer the user a choice as to how much PII they collect. While refusing to hand over 

PII may mean some functions of a smart toy are unavailable, it is a decision that is worth 

considering carefully. The more information about a child that is presented in an online 

environment, the more opportunity there is for privacy and security breaches to occur. Using 

more personal protective mechanisms when operating a smart toy may decrease the opportunity 

for a vulnerability to be exploited, and therefore lower the overall risk of these products. As long 

as awareness levels remain low and smart toys contain common vulnerabilities, they will 

continue to pose security and privacy risks to New Zealand users. 

5.4 Additional Discussion 

Smart toys can use a wide range of technology implemented in various ways, and all smart toys 

tested in this study operated quite differently. This variety, combined with a lack of written 

information, made discovering the security controls, protocols, and levels used in each smart toy 

a challenge. There currently appears to be no simple way for a parent or guardian to determine 

the technical security implemented on a toy, even if they have the underlying understanding of 

the technology used.  

More information needs to be readily available to assess the security and privacy of these 

products both for the general consumer, perhaps displayed in a graphical style such as a traffic 

light rating, and in more detail for anyone with technical knowledge wishing to understand the 

device. The findings demonstrate that written privacy policies, which sit somewhere between 

these two levels of detail, do not seem to be as effective as they could be; yet these are what 

most companies rely upon for conveying information to the consumer. 

This study also found that methods for investigating new technology, such as that seen in smart 

toys, are lacking. With no clear, standardised measurement system or guidelines for assessing 

these products, both the manufacturers and consumers must piece together information from 

varied sources and rely upon common sense to determine the level of security and privacy 

controls that should be in place. The physical testing results of this study showed that this 

process is ineffective, as each manufacturer has a very different interpretation of suitable levels 

of security and privacy controls. Standardisation is one area where organisations such as the 

NIST, in conjunction with industry regulatory bodies, could play a stronger role moving forward 

and positively contribute to the IoT environment by creating clear security and privacy 

measurement guidelines.  
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5.5 Strengthening User Privacy and Security in the Smart Toy Environment 

There is a broad scope for the smart toy environment to become more secure if manufacturers 

and standards and regulatory bodies completed some of the actions outlined in the previous 

sections. This includes ensuring the toys are built using secure technical controls, strengthening 

data regulation, introducing standards for testing devices, and investigating new methods for 

communicating security information. However, there is still an onus on parents and guardians to 

take care of their children’s security and privacy, and various methods available to do so. Whilst 

children are seen to become competent technology users from a young age (Nikken & Schols, 

2015), the role of the parent or guardian to protect, teach, and be gatekeepers of children’s 

technology use is vital.  

There are many recommended techniques for staying safe in the digital world, and although this 

study showed that most users are aware of these techniques, the sheer volume of information 

and often conflicting advice published in this area can be confusing (Reeder, Ion, & Consolvo, 

2017). Narrowing down the advice to specific areas and prioritising actions may encourage more 

implementation of these techniques. The physical test results from this study suggest some key 

areas where immediately implementing personal protections during pre-purchase, setup, and 

operation of a smart toy would help protect user security and privacy.  

Careful selection of a smart toy before purchase to ensure the introduction of safer products into 

the home is one step a parent or guardian can take. Firstly, considering how recently the toy 

was released on the market, could assist in determining whether the smart toy uses the most up 

to date security protocols. Two of the smart toys assessed in this study had been on the market 

for three years and utilised older less secure Bluetooth implementations. Smart toys designed 

and released more recently may take the opportunity to implement the latest standards. In 

addition to this, several smart toys and their companion applications that were initially chosen 

for this study were found to be no longer supported by the manufacturer, rendering them 

potentially unsafe as could not receive security updates. Consideration should be given as to 

whether a company has a proven track record of ongoing support for their products, and 

communicating clearly with customers around when and how a product decommission might 

occur.  

Researching whether any security or privacy testing has been completed on the toy, or whether 

any concerns have been raised in media about the product or company that produces it, may 

also uncover any potential issues before purchase. Awareness of the potential security and 

privacy issues in these products is heightening globally. The literature review discussed several 

known security breaches suffered by smart toy companies (BBC, 2017a) and identified some 

smart toys deemed unsafe internationally that should be avoided by purchasers (Forbrukerradet, 

2016; Mills, 2017). Additionally, all of the security and privacy issues seen in the findings of this 

study are known vulnerabilities, and many have been seen and reported in IoT device studies 

previously. Therefore, there is some information, albeit still limited, currently available to the 
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public around security and privacy concerns in specific smart toys that can be used to assist 

decision-making when purchasing a smart toy. 

Implementing protection measures during set up of the smart toy and throughout the areas of 

the smart toy environment under user control is also recommended to help protect user security 

and privacy. This study showed that some smart toys utilise the home Wi-Fi network for 

communication, confirming it is an area that should be prioritised when implementing security 

mechanisms. A recent study by Douvres and Choi (2019) however, found that many home Wi-

Fi networks are still insecure. Parents and guardians should secure smart toy wireless 

transmissions by ensuring that their home Wi-Fi network is protected. This study demonstrated 

that insecure Wi-Fi networks with weak passwords could be easily cracked, and therefore 

changing the default password on the home Wi-Fi router and selecting a unique, secure 

password is vital. Another step to further secure the home network is ensuring the use of strong 

encryption. WPA2 is the most recent and effective encryption protocol for home networks, and 

updating the home router to one that supports and uses this protocol is recommended (CERTNZ, 

2020).  

Further protective mechanisms for securing a home Wi-Fi network include changing the name 

of the home wireless network from the default set by the manufacturer to assist in preventing 

network intrusions. As this SSID information is broadcast, it is also important not to use any 

identifying information in the name to keep the network anonymous (CERTNZ, 2020). Ensuring 

the home router firewall is switched on and that all the software used is updated should also be 

confirmed before smart toy use.  

As shown in this study, many smart toys also use a form of Bluetooth for communication. 

Therefore, along with the home Wi-Fi network, this area is one that should be prioritised in 

regards to using personal protective mechanisms to enhance security. The findings of this study 

demonstrated that the Bluetooth implementation used by some smart toys does not require a 

user to authenticate, thereby allowing anyone within the appropriate vicinity to connect remotely 

to the smart toy device and access the network. The risk of this occurring can be reduced simply 

by turning Bluetooth off when not in use.  

Another method of Bluetooth pairing seen in the findings of this study was the numeric 

comparison method. To avoid unauthorised access of any smart toy utilising this pairing method, 

a user should not enter link keys or PINs into their devices if unexpectedly asked to do so. 

The findings also demonstrated how smart toys connected to Bluetooth send advertising 

beacons regularly, allowing location tracking to occur in many cases. Once again, ensuring 

Bluetooth is turned off when not in use so that a smart toy is not connected continuously to the 

internet can protect against this risk.  

Another basic security hygiene task that can be undertaken prior to using and whilst using a 

smart toy, is applying software or firmware updates as soon as available both to the smart toy 

and any companion application. Keeping systems up to date is one of the most mentioned pieces 
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of security advice given to users (Reeder et al., 2017) and should be followed wherever possible. 

Unfortunately, as demonstrated in the literature review, many smart toys as yet do not offer 

firmware updates, so focusing on mobile companion application updates and general antivirus 

software updates in the wider smart toy network must be the priority for parents and guardians 

at this time. 

All of the smart toys tested in this study required internet access of some kind to operate, and 

recognising and understanding that smart toys are often another medium for a child to access 

the internet is essential. This will enable parents and guardians to understand the risk they 

present and enable them to moderate how a smart toy is used. There are various ways to 

moderate a child’s technology use, and additional advice on how to keep children safe online 

that also applies to the smart toy environment is readily available to parents and guardians via 

organisations such as NetSafe and CERTNZ.  

Practical safety strategies that could be considered by parents and guardians include limiting 

smart toy use outside of the home. Using a smart toy on an open public network such as at the 

local library or mall should be discouraged, as parents and guardians cannot ensure the security 

of these networks. As seen in the findings of this study, it is simple to read all data transmitted 

by a smart toy operating on an open network which could ultimately lead to a privacy breach.  

Parents and guardians might also consider only allowing the use of a smart toy in a supervised 

environment such as a shared living area, rather than the child’s bedroom, so that any potential 

unsafe behaviour can be addressed quickly. Another successful method commonly seen is to 

co-use the smart toy together (Nikken & Schols, 2015). Co-use gives the opportunity for the 

parent or guardian not only to monitor how the toy is being used, but to teach the child of the 

risks these toys may present along the way. Age-appropriate education for any child using smart 

toys makes sense, as ultimately it is their data and actions that may be exploited.  

Research has shown that young people with learning disabilities report a lack of education on 

technology safety, and additionally, those with learning difficulties are less likely to complete 

formal education (“Many young people with SEN have not been taught about staying safe 

online”, 2014). The findings from this study also clearly demonstrate that users with lower levels 

of formal education have less awareness in all areas of smart toy privacy and security 

knowledge, placing them at higher risk. It is thought that parents who are less technologically 

savvy may find it more challenging to install appropriate safety mechanisms on smart toys, or 

discuss the risks critically with their children as compared to more technology literate guardians 

(Nikken & Schols, 2015). It is therefore imperative that this gap in education is closed for young 

people, and that all parents and guardians educate themselves on the issues surrounding smart 

toy use.  

Finally, if data privacy is a concern, then parents and guardians should limit the amount of 

information given to the smart toy, particularly about their child. Reading the privacy policies and 

terms of use stated by any smart toy purchased is the first step in understanding the risks 

involved with sharing data with the smart toy and making informed choices. 
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5.6 Conclusion 

Chapter 5 presented a discussion of the findings first presented in Chapter 4, and the main 

research question and sub-questions posed by this study were answered. The results 

demonstrated a high level of concern and a low level of awareness around smart toy security 

and privacy. Vulnerabilities were also seen in the smart toys tested in this study, and it was 

concluded that smart toys do pose a risk to New Zealand users. This chapter discussed actions 

the wider industry could take that would enhance the security and privacy of smart toys, and 

lower this risk, such as implementing more technical security controls into smart toys, developing 

standard testing methodologies, implementing stronger data regulations, and researching 

inclusive communication methods for conveying security and privacy information. Finally, the 

chapter suggests immediate ways in which parents and guardians can better protect themselves 

and their children in the smart toy environment.  
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Chapter 6: Conclusion 

Chapter 1 introduced the research topic of smart toy privacy and security, outlined the thesis 

structure, and discussed the motivation behind conducting this study. The literature review 

presented in Chapter 2 then described the challenges involved with securing IoT devices, and 

demonstrated valid concerns that user security and privacy are being impacted internationally 

by new IoT products such as smart toys.  

The concerns and issues described in Chapter 2 led to the formation of the research questions 

for this study focusing on smart toy security and privacy risks to New Zealand users. Similar 

research studies and industry-standard frameworks were used to develop a suitable 

methodology for investigating the research questions. Chapter 3 describes the online survey 

method and the physical security testing approach that was used for this study.  

The findings derived from following these methods were presented in Chapter 4. These findings 

demonstrated vulnerabilities present in the smart toys tested, and high levels of concern around 

this issue from New Zealand parents and guardians. Chapter 5 analysed and discussed the 

findings further to link them back to the literature review, and importantly, answer the main 

research question and sub-questions posed by the study. Some recommendations for how 

parents and guardians can enhance their security and privacy in the smart toy environment were 

additionally presented. 

This chapter concludes the thesis by summarising the research, highlighting its contributions to 

the broader area of smart toy security and privacy, and providing suggestions for further 

research. 

6.1 Summary of Research 

This research aimed to investigate whether the use of smart toys poses any privacy and security 

risks to New Zealanders. It targeted New Zealand parents and guardians to study both their 

levels of concern and their levels of awareness and knowledge of smart toy risks. Additionally, 

smart toys available for purchase in New Zealand were tested to determine whether they 

contained vulnerabilities that may impact the privacy and security of New Zealand users. 

The smart toys studied demonstrated weaknesses in authentication practices, with some using 

old, less secure Bluetooth protocols, and others operating over open networks. A lack of secure 

encryption was also seen in some of the toys tested. Security features in the smart toys did not 

seem to be prioritised, supporting the literature review, which suggested manufacturers are 

placing more emphasis on creating cheaper, user-friendly toys, over secure toys. The smart toys 

tested also collected excessive PII, had no transparency of data storage, and did not implement 

parental controls suggesting that smart toy manufacturers need to consider privacy concerns 

more carefully when developing these products.  

The smart toy vulnerabilities found in this study contribute to a greater awareness of the potential 

implications of poor smart toy security design. Smart toys designed without the privacy and 
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security of their users in mind are more susceptible to known cyberattacks such as unauthorised 

access, eavesdropping, and device manipulation. Each vulnerability found increases the risk of 

New Zealand children suffering harm from these toys. 

Overall, the awareness New Zealand parents and guardians have of smart toy technical 

capabilities or features and the risks that these features bring is very low. These low awareness 

levels contribute to raising the level of risk these products pose, as user knowledge is required 

to implement protective strategies while using smart toys. Females and participants with lower 

levels of formal education displayed significantly lower levels of awareness around smart toy 

risks, placing this population at an even greater danger than most of suffering a privacy or 

security breach while using smart toys.  

Finally, this study highlighted a gap in New Zealanders’ understandings of both the data handling 

practices of smart toy companies and the legal protection afforded them in regards to smart toy 

security and privacy. Current New Zealand Privacy Act 1993 legislation falls short of the 

expectations that New Zealand parents and guardians expressed in this research in regards to 

securing their data from misuse by these companies. If this misalignment continues, New 

Zealand users will remain at risk of sharing their personal information without awareness of how 

companies may use data. Furthermore, they may not have the recourse under the law they 

believe they do to address any subsequent issues encountered. 

6.2 Research Methods and Limitations 

The use of an anonymous online survey method to obtain data investigating New Zealand 

parents and guardians levels of concern and awareness of smart toy risks was successful. 

Response rates to online surveys are generally low (Andres, 2017); however, this limitation was 

partially mitigated by ensuring the questionnaire was brief and did not require a substantial 

investment of time from participants. Advertising the survey in a variety of locations such as 

sports clubs and Plunket groups effectively gained the required number of participants to make 

this study significant.  

Online survey response may also be influenced by age, education, income levels, ethnicity, and 

internet availability (Andres, 2017). Therefore, full coverage of the target population can be 

reduced by only offering the survey in a single online mode. However, as the target population 

of this study was known to have a high internet use rate at over 80% (Statista, 2018), the mode 

was considered appropriate, and the results demonstrated sufficient population coverage. 

Additionally, the use of non-probability sampling for this survey meant that sampling error could 

not be calculated statistically. In a research project of this size, however, a probability sample is 

unfeasible to obtain.  

To physically test the security controls on a selection of smart toys, a security testing 

methodology was derived from relevant industry methodologies and similar studies. The tests 

undertaken in this study were performed in a controlled laboratory environment to ensure any 

future researchers could replicate this study. An artificial setting is limited, in that it may not 
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account for any human errors that could occur during smart toy set up and use in a standard 

home environment. The test environment may also not reflect the full variability of home 

environments that exist today. This limitation was mitigated however, by setting up the test 

environment to reflect a typical home use scenario.  

A limited number of tests were conducted to identify common vulnerabilities existing in a 

selection of wirelessly connected smart toys. Failing to find a vulnerability within these tests 

however, does not exclude the possibility of a more complex vulnerability existing. The scope of 

each test undertaken was therefore clearly defined to confirm areas covered in this study and 

support future research. A limited number of smart toys were also included in scope for testing. 

The toys tested were selected for their variety of technology and target audiences, and were 

therefore a reasonable representation of the full smart toy market. 

The security testing method involved selecting appropriate hardware and software tools to 

perform a successful investigation. There are a limited number of tools available that effectively 

perform security testing of IoT devices due to IoT technologies, such as BLE, being relatively 

new. In particular, capturing Bluetooth traffic for investigation can be challenging due to the need 

to avoid collisions with other protocols, such as Wi-Fi operating on the same 2.4GHz spectrum. 

A Bluetooth device such as a smart toy may change transmission frequency many times each 

second making it difficult for a monitoring device to follow. This limitation was mitigated in this 

research design by using multiple industry tools to capture the Bluetooth communication, and in 

most cases, this proved a successful technique to gain results in this study. 

6.3 Recommendations and Contributions 

This study has shed light on the current smart toy security and privacy situation in New Zealand 

that was previously unexplored. It has confirmed that the vulnerabilities found and documented 

overseas also exist in toys in New Zealand. Recognising that negative security and privacy 

impacts are possible when using smart toys in New Zealand, highlights the importance of 

generating greater awareness of these issues. Advocating for stronger legislation to protect 

children and more methods to educate New Zealand parents and guardians is vital. This 

research has also shown that targeting education and awareness programmes to females and 

those with lower levels of formal education has the potential to positively influence the overall 

awareness levels around these risks in New Zealand.  

The smart toy industry should consider the implementation of minimum basic security controls 

wherever possible in devices destined for use by children. More focus on incorporating and 

marketing security and privacy controls, above offering lower prices and additional features in 

smart toys, may help to ensure the protection of children and their data. The use of more modern 

BLE standards such as BLE 4.2 rather than 4.0 and reducing any unnecessary PII collected are 

two examples of simple design decisions that could be implemented to reduce the level of risk 

these toys present currently. 

This research highlights a gap in New Zealand consumer awareness around smart toy security 

and privacy risks, and also highlights the overconfidence consumers place in both 



113 

manufacturers to provide secure products, and regulation to provide full legal protection. In 

addition to advocating for stronger regulation and more securely designed products, New 

Zealand parents and guardians can endeavour to educate themselves on the technologies 

embedded in smart toys, and proactively take steps to mitigate the risks of using them. Protective 

mechanisms that do not rely upon outside input, such as selecting strong passwords for user 

accounts, securing the home Wi-Fi network with up to date protocols, disabling Bluetooth when 

not in use, and being aware of the information a child is sharing with a smart toy and how the 

smart toy will use this data, should all be considered as they will lower the risk of any security 

and privacy impacts when using smart toys.  

6.4 Future Research 

There are several potential further research areas that if undertaken, could further advance 

overall knowledge around smart toy privacy and security in New Zealand. This study looked at 

secure authentication, transport and privacy; however, there are other dimensions of 

vulnerability that could be assessed in the attack surface of smart toys such as their firmware, 

security updates, and cloud-based storage. A study of these additional potential areas of 

vulnerability could build upon this research, and identify further protective mechanisms available 

for enhancing smart toy privacy and security. 

It was clear from this study that current methods to inform and educate users on smart toy 

security and privacy issues, such as privacy policies, are not fully effective. Therefore, research 

to determine alternative methods for communicating this knowledge and increasing levels of 

awareness in the user community is recommended. Using the findings from this study that 

indicate some population groups currently have less knowledge about these issues than others, 

and focusing on investigating how awareness programmes could effectively target women and 

those with lower levels of formal education is a recommendation. Whilst this study confirmed a 

hypothesis that greater levels of smart toy privacy and security concern correlate to greater 

levels of smart toy awareness, further analysis of this relationship is also required to determine 

any impact that one may have on the other.  

This study found that even for the technologically savvy user, determining the levels of security 

implemented in a smart toy is challenging. Further research to investigate how the transparency 

of this information could be increased and the security levels in a device more easily assessed 

both for the research community and the general user population, may enhance the ease of 

which future knowledge in the area of smart toy privacy and security is gained. 

6.5 Conclusion 

Smart toys are a flourishing consumer product in the IoT that use innovative technology to deliver 

novel and personalised play experiences to children. This research reported potential 

vulnerabilities in these products that may impact the privacy and security of New Zealand users. 

This study also demonstrated that while New Zealand parents and guardians are concerned 
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about these issues, their knowledge of the risks these products present, and how to manage 

these risks, is low. 

The significance of this research is in revealing the potential harm that could be suffered by New 

Zealanders using smart toys without adequate awareness of the security and privacy risks they 

currently pose. Mitigating any future risk to New Zealand children from smart toy use may involve 

the combined effort of manufacturers prioritising and designing more secure products, legislation 

tightening to protect children’s data further, and parents and guardians raising their awareness 

levels around the technology risks and corresponding safety strategies relevant to smart toys. 
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Appendix A: Survey Participant Invitation and Information Notices 

Participant Information Sheet 

An Invitation 

Hello, my name is Nicole Girvan, a Master of Information Security and Digital Forensics student at 

Auckland University of Technology. I would like to invite you to participate in my research study that 

focuses on Smart Toy Security and Privacy Awareness by completing a short survey. 

What is the purpose of this research? 

The purpose of this research is to gain information from New Zealand Parents/Guardians about 

current levels of concern and awareness around Smart Toy Privacy and Security. The findings may 

be used as part of a thesis document and for academic publication and presentations. 

Why am I being invited to participate in this research and what will happen in this 
research? 

You have been invited to participate as you are a New Zealand Parent or Guardian with a child (or 

children) under the age of 18 and you have seen my information poster in writing or online. If you 

agree to participate you will be asked to answer a short set of questions about Security, Privacy and 

Smart Toys.  

How do I agree to participate in this research? 

Your participation in this research is voluntary (it is your choice) and whether or not you choose to 

participate will neither advantage nor disadvantage you. You are able to withdraw from the study 

at any time and you do not have to answer any question you don’t wish to. You agree to participate 

by visiting the survey link and completing the questionnaire. Completion of the questionnaire will 

be taken as your consent to participate. 

What are the discomforts and risks? 

There are no discomforts or risks foreseen. You are able to withdraw from the study at any time and 

you do not have to answer any questions. All answers given to the questions are valid. 

How will my privacy be protected? 

Your survey responses will be completely anonymous. That means I cannot know who you are. You 

will not be asked for any personal or identifying information at any time. 

What are the costs of participating in this research? 

The survey is expected to take about 15 minutes of your time. 

What opportunity do I have to consider this invitation? 

The survey will be open until 30 June 2019 and you can join at any stage until it closes. 
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Will I receive feedback on the results of this research? 

If you wish to know what I have discovered, a summary of the results can be found on the following 

link in July 2019 when the survey is closed: 

 https://www.facebook.com/Smart-Toy-Privacy-and-Security-Awareness-Survey-

551495515313242/ 

What do I do if I have concerns about this research? 

Any concerns regarding the nature of this project should be notified in the first instance to the 

Project Supervisor,  

Dr. Alastair Nisbet: alastair.nisbet@aut.ac.nz +64 9 921-9999 ext. 5879 

Concerns regarding the conduct of the research should be notified to the Executive Secretary of 

AUTEC, Kate O’Connor, ethics@aut.ac.nz, 921 9999 ext. 6038. 

Whom do I contact for further information about this research? 

Researcher Contact Details: 

Nicole Girvan: ppq0819@autuni.ac.nz 

Project Supervisor Contact Details: 

Dr. Alastair Nisbet: alastair.nisbet@aut.ac.nz +64 9 921-9999 ext. 5879 

 

Approved by the Auckland University of Technology Ethics Committee on 04 February, 2019, AUTEC Reference number 19/27. 
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Appendix D: Smart Toy Descriptions 

A description of each smart toy included in the scope of this research is provided below. 

Kurio Watch 2.0 

The Kurio Watch is a smartwatch targeted to children aged six and above. It comes with a built-

in camera, motion sensor, speaker, and microphone, and is designed to be used with a 

companion Android messenger application that allows the user to send video, pictures, and text 

messages to a paired phone or another watch. The watch comes preloaded with games and an 

emergency section that holds data such as emergency contact details, medical details, doctor 

information, and blood type of the user (Kurio, n.d.). No previous research on this watch was 

found. 

Furby Connect 

Furby Connect is a soft toy animal created by Hasbro recommended for children ages six years 

and above. The toy is designed to connect and interact with other Furbys and with the “Furby 

Connect World App” using Bluetooth Smart via a variety of Android or iOS devices. The app 

requires an internet connection (3G, 4G, LTE, or Wi-Fi) for the initial download, updates, new 

content and in-app purchases. The toy connects to the internet via BLE to a companion phone 

device (Hasbro, 2019a). 

Furby Connect has two microcontrollers. One is from General Plus and used for movement and 

speech. The other is from Nordic Semiconductor and used for all BLE (also called Bluetooth 

Smart) communication, AI, LED eyes, body sensors, and the smart beak (Condon, 2019). Furby 

toys have been successfully hacked by security researchers who have subsequently 

documented their methods. Successful hacking techniques take advantage of developer 

settings that enable unauthenticated commands to be sent to the toy. This feature is not 

considered a specific vulnerability as the Smart Toy is designed to receive these commands 

(Condon, 2019).  

R2-D2 Droid 

The R2-D2 Droid by Sphero is an app-enabled droid. Designed for use with the Star Wars 

companion application available for Android and iOS, it contains integrated speakers and LED, 

motion detection, and GPS capability (Sphero, n.d.). Designed for children eight years of age 

and above, the R2-D2 Droid transmits using BLE 4.0 at a frequency of 2402–2480MHz. The 

droid is designed to patrol the surrounding areas, react to Star Wars films by providing 

commentary over the movies, and interact with Sphero’s other Star Wars toys (Sphero, n.d.). 

No previous security research was found on this smart toy. 

Air Hogs FPV High Speed Race Car 

Designed for children eight years and older, the Air Hogs FPV (First Person View) High Speed 

Race Car is a remote controlled car that streams video straight from the car’s dashboard camera 

to the user’s headset. Operating at a frequency range of 2.4GHz, it uses Wi-Fi to connect to a 
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companion application available for Android. Racing videos and photographs can be recorded, 

uploaded, and shared via the companion application (Spin Master, 2019). No previous security 

research was found on this smart toy. 

Toy Mail Talkie Unicorn 

Toy Mail Talkie Unicorn is targeted at children aged three years and above. It is designed to 

send voice messages between the toy and approved contacts by way of a companion 

application, or between two toys. It connects over 2.4Ghz home Wi-Fi. The free companion 

application is available on Android, Kindle and iOS, and an optional cloud service may also be 

purchased to receive further functionality such as games. The Talkie Unicorn contains a 

microphone, speaker, accelerometer, and built-in Wi-Fi chip (ToyMail, 2019). No security 

research was found that included this toy. 

CogniToys Dino 

CogniToys Dino is a smart toy dinosaur aimed at children five to nine years old. The Dino is 

cloud-connected through Wi-Fi and uses IBM Watson AI to hold a conversation, tell jokes, and 

answer questions. The Dino must be set up by connecting to the companion application available 

for Android or iOS. CogniToys Dino contains a speaker, a microphone which is activated through 

a button on the toys stomach, and speech recognition technology (Kickstarter, 2018). 

Once connected, the Dino no longer requires a smartphone; however, the toy remains directly 

connected to a cloud server via a Wi-Fi network while in operation. The Dino can connect to 

networks which support 802.11b/g/n, operating at 2.4GHz. It is not compatible with 802.11a/ac, 

enterprise Wi-Fi, or networks operating at 5.0GHz. Mozilla completed a review of the CogniToys 

Dino as part of an online series of articles discussing privacy within the smart home. It reviewed 

encryption practices of the toy and concluded that it did not know if encryption was used, and 

outlined its various features such as the use of a microphone that may impact user privacy 

(Mozilla, 2018).  

Toy-Fi Teddy 

Toy-Fi Teddy, designed for children three years and above, is a Bluetooth enabled teddy bear 

that allows a user to record messages on a companion application and send them to the bear. 

The teddy will receive messages sent and play them via the onboard speakers. Return 

messages can then be recorded directly onto the toy. A British consumer watchdog group has 

previously expressed concern that the Toy-Fi Teddy may enable a stranger to communicate with 

a child uninvited due to the Bluetooth protocol that the toy uses (Tung, 2017). 

Star Lily Unicorn 

The furReal StarLily, My Magical Unicorn Interactive Plush Pet Toy responds to voice and touch 

using inbuilt body sensors for sound and motion detection. The unicorn is designed for ages four 

and above, and a companion application is available on Android and iOS to enable interactive 

play (Hasbro, 2019b). No previous research on Star Lily Unicorn was found. 
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